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Abstract: Recent advancements in thermal imaging sensor tech-
nology have resulted in the use of thermal cameras in a variety of ap-
plications, including automotive, industrial, medical, defense and space,
agriculture, and other related fields. Thermal imaging, unlike RGB imag-
ing, does not rely on background light, and the technique is non-intrusive
while also protecting privacy. This review article focuses on the most
recent advancements in thermal imaging technology, key performance
parameters, an overview of its applications, and machine learning tech-
niques applied to thermal images for various tasks. The article begins
with the most recent advancements in thermal imaging, followed by a
classification of thermal cameras and their key specifications, and finally
a review of machine learning techniques used on thermal images for var-
ious applications. This detailed review article is highly useful for design-
ing thermal imaging-based applications using various machine learning
techniques.

Figure B.1: Diagramatic overview about the recent advances in thermal imaging
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Table B.1: Subbands in the infrared spectrum

S No. IR Band Wavelength (in nm)
1 Near infrared 700 – 1400

2 Short range wavelength infrared 1400 – 3000

3 Mid range wavelength infrared 3000 – 8000

4 Long range wavelength infrared 8000 – 15000

5 Far infrared 15000− 1000000

B.1 Introduction

Since 1960, thermal imaging was confined only to military [1] and medical [2] ap-
plications, however, with the recent advancements in chip technology and lower
cost, thermal imaging has gained widespread popularity. Thermal imaging works
by utilizing the radiation in the infrared region of the spectrum, specifically the
wavelengths from 3 to 14µm. These wavelengths are subdivided into different sub-
bands as shown in Table B.1. Special devices called thermal imagers utilizes the
infrared part of the spectrum to obtain a spatial temperature distribution map of
the captured scene [3]. Each pixel in the temperature map depicts the relative tem-
perature of that point in the environment. These temperature maps can be easily
used for real-time applications with proper calibration, bias removal, and further
processing. [4].

Thermal imaging technology is independent of any external light source because
it is based solely on the detection of infrared radiations emitted by objects. As
a result, the technology is found to have a faster processing speed than its RGB
counterparts [5]. Thermal imaging devices are now being widely used in civilian
applications such as fever scanners, insulation detectors, and electrical hotspot de-
tectors due to lower chip costs, improved portability, and flexible designs. Com-
bining thermal cameras with RGB cameras has also gained popularity due to their
ability to complement each other’s features [4]. In addition to the benefits listed
above, thermal imaging provides a non-contact, non-invasive method known as in-
frared thermography for obtaining useful information about a patient’s health and
diagnosis, which has widespread medical applications [6].

The high sensitivity of thermal cameras have enabled them to be used in optical
applications as well [7]. Other applications enabled by thermal imaging include fire
prediction, weather forecasting, and animal monitoring [7]. RGB cameras depend on
illumination and reflection from the objects whereas thermal cameras are sensitive
to the emitted infrared radiation, even if the object is cold[7]. Because each object’s
heat signature is unique, thermal cameras have an advantage over standard RGB
cameras in distinguishing between similar objects.

Thermal cameras have grown in popularity and use as a result of the benefits
listed above. This article focuses on various key technological advancements to pro-
vide a glimpse into the most recent developments in this technology. The article
primarily highlights the various types of thermal imaging devices/cameras on the
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Table B.2: Comparison of previous review articles with our work

Year Reference Focus areas RA Appl. CM Image
Pro.

ML
Tech.

Comments

2005 [8] Image processing techniques for
active and passive thermography

✗ ✗ ✗ ✓ ✗ Restricted to processing
techniques

2009 [9] Status of intra-operative thermal
imaging and case report on it’s
advantages and applications

✓ ✓ ✗ ✗ ✗ Restricted to
intra-operative thermal
imaging

2014 [10] Uses and applications of thermal
Imaging in Agriculture

✓ ✓ ✗ ✗ ✗ Restricted to the field of
agriculture

2017 [11] Theory behind thermal imaging
and its applications in different
fields

✓ ✓ ✗ ✗ ✗ Restricted to working
and applications of
thermal imaging

2020 [12] Techniques for face Emotion
detection using thermal imaging

✓ ✓ ✗ ✗ ✓ Restricted to facial
emotion detection

2020 [13] Review of techniques and
methodologies on diagnosing
breast cancer using thermal
imaging

✓ ✓ ✓ ✗ ✗ Restricted to
applications in breast
cancer diagnosis

2021 [14] Role of thermal sensors and
imaging in aerial navigation
systems

✓ ✓ ✓ ✗ ✓ Restricted to aerial
navigation systems

2022 Our Work Recent advancements in
thermal imaging, latest
models of thermal cameras
available in the market,
image processing and
machine learning techniques
related to thermal imaging

✓ ✓ ✓ ✓ ✓ Not restricted to
particular filed of
study or application

RA - Recent Advancements; Appl. - Applications; CM - Current Models in market; Image Pro. - Image Processing;
ML Tech. - Machine Learning Techniques

market, thermal camera selection criteria based on application and specifications, re-
cent machine learning techniques for thermal image processing, and potential future
research directions. Our survey article differs from others in terms of application
focus, recent advancements, a brief overview of camera models, and machine learn-
ing techniques. Table B.2 highlights the most important aspects of this article,
demonstrating how it differs from previous surveys.

The remainder of this paper is structured as follows: Section B.3 focuses on re-
cent advancements in thermal imaging that includes different thermal camera models
and latest research and development in the area. Section B.4 presents different ther-
mal imaging based applications. Section B.5 goes over the recent machine learning
techniques used along with thermal imaging. Finally, section B.6 concludes the
article.

B.2 Principle of thermal sensing

Thermal imaging is a non-contact and non-destructive method to measure the tem-
perature of an object [15]. Thermal imaging utilizes the infrared radiation (IR)
emitted from an object to create a visual temperature profile of the captured scene.
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Figure B.2: Working of bolometer-based thermal sensor

As shown in Table B.1, the infrared spectrum is divided into different subbands
based on their wavelength. The wavelength determines the intensity of infrared ra-
diation that is emitted. Thermal imaging technology utilizes this energy intensity
to generate the temperature map of the captured scene. The amount of thermal
radiation emitted by a body primarily depends on the temperature (T ) of the body
and its emissivity factor (ε). The emissivity factor represents the ratio of energy
emitted from a body to that of a perfect black body at the same temperature. The
emissivity factor is 1 for a perfect black body and 0 for a perfect white body. Based
on the IR energy radiated from a body, the surface temperature Ts of the body can
be calculated as follows:

W =

[
2π5k4

15c2h3

]
T 4 = σT 4

s (B.1)

where W represents the energy flux emitted per unit area (Wm−2) of the body,
c is the speed of light in vacuum (3x108ms−1), k is the Boltzmann’s constant
(1.38x10−23JK−1), σ is Stefan-Boltzmann constant (5.67x10−8 Wm−2K−4), h is the
Planck’s constant (6.63x10−34 Js), and T is the temperature of the body in Kelvin.

When (B.1) is applied to real objects, then the surface temperature is computed
as,

W = εσT 4 (B.2)

where ε is the object’s emissivity. By utilizing W , we can obtain a thermal visual-
ization of the captured scene which is the basis of thermal imaging [15].

The primary component of a thermal imaging system is the thermal detector/sen-
sor. The thermal detector is responsible for mapping the incident infrared radiation
to an appropriate temperature value. Based on the operating principle, thermal
detectors are classified into three types, pyroelectric, thermoelectric, and bolometer
sensors as shown in Table B.3. Pyroelectric sensors are made up of special materials
that accumulate the charge on the basis of incident infrared radiation. A tempera-
ture change in the captured scene induces a proportional change in the accumulated
charge. This change in the accumulated charge is used to obtain the thermal profile
of the scene [16]. On the other hand, thermoelectric sensors operate according to the
Seebeck effect [17]. Seebeck effect is the phenomenon by which a voltage difference
is produced based on the temperature difference between two dissimilar electrical
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Table B.3: Popular thermal sensors and key sensing technology

Sl. No. Model Type Material Manufacturer

1 Lepton 3.5 [19] Bolometer Vanadium-oxide (VOx) FLIR
2 Pyrosens [20] Pyroelectric Lithium tantalate DIAS Infrared
3 InspectionCAM

IQ-AAA [21]
Bolometer Vanadium-oxide (VOx) Seek Thermal

4 D6T [18] MEMS-based
thermoelectric

- Omron

5 Evo Thermal 90
[22]

Thermoelectric - Terabee

conductors. Microelectromechanical systems (MEMS) based thermoelectric sensors
focus the incident infrared radiation onto a thermoelectric sensor. The amount of
incident infrared radiation generates an equivalent voltage. The induced voltage is
then used to compute the object’s temperature using interpolation and look-up ta-
ble approximations. [18]. Compared to pyroelectric sensors, thermoelectric sensors
are reliable and cheap. However, thermoelectric sensors suffer from non-linearity
issues due to the non-linear dependence between the output voltage and measured
temperature.

Recently, bolometer-based thermal detectors have gained popularity due to their
high thermal sensitivity, small size, and high accuracy. A bolometer is a special
material whose electrical resistance responds to the amount of infrared radiation
incident on it. Commonly used materials for bolometers include vanadium oxide
(VOx) and amorphous silicon (a-Si). An example of a bolometer-based thermal
sensor is the FLIR Lepton 3.5 [19]. The FLIR Lepton 3.5 uses a VOx-based mi-
crobolometer array for thermal imaging. Fig. B.2 shows a simplified block diagram
of the operation of a microbolometer-based thermal sensor. Fig. B.2 shows that
the optical lens system focuses the incident infrared radiation onto the focal plane
array (FPA). Each element on the FPA represents a pixel and each pixel is in
turn a VOx microbolometer that responds to the incident flux by producing a tem-
perature change. The temperature change is proportional to the resistance of the
microbolometer. The change in resistance is captured by the voltage fluctuations
which is fed into a system-on-chip (SoC). The SoC performs the necessary signal
processing and outputs the thermal profile of the scene [19].

B.3 Recent Advances in Thermal Imaging

The early thermal camera sensors were designed with a lens filled with gas. They
also required refrigeration to function properly. However, due to advancements in
semiconductor technology, thermal cameras are now comparable to standard charge-
coupled device (CCD) cameras. Furthermore, their improved portability and low
cost have made them suitable for use in several applications [23].

Advancements in thermal imaging have paved way for thermal camera sensors
that can help in enhancing user interaction with the environment. Thermal imaging-
based sensors are used in games to identify the effect of moral decisions based on
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the user’s facial heat map [24]. Thermal cameras have become portable and easy
to integrate such that they are now being used in pocket devices like FLIR C2,
FLIR One, Cat S60, and Landguide M4 [4]. Recently dual camera systems with
thermal camera integrated along with visual cameras have been developed to provide
application-based usage i.e, when surveillance is required, the thermal camera mode
is enabled in the dual camera setup. The dual camera setup is used in parking
lots to determine car parking history or recently occupied parking spots based on
the heat emitted from the engines or surrounding surfaces [4]. However, thermal
camera integration with visual camera increases the bandwidth of applications. As
thermal cameras cannot detect visual information such as numbers, signs, and words,
integration of an optical image provides an additional advantage to the thermal
image and thereby enhances it [25]. Through this overlay of optical and thermal
images, highly informative and contrast images are obtained, making the detection
of hotspots and sources of fire and heat easier. Currently, thermal cameras have
become ubiquitous with a wide variety of selection to choose from. Fig. B.3 displays
the various types of thermal camera classes. These are categorized with respect to
factors such as usage, application, temperature, and range as explained in Table
B.4.

Thermal Camera

Components

Optic System  
(Lens) Detector Amplifier Processor Display

Price Brand ResolutionErgonomics 
& Design

Dimensions 
(Size & Weight)Certification Durability

Hand-held Compact Smart Phone
connected

Mountable
Camera

Binocular
Camera

Monocular
Camera

Thermal Imaging
Smart Phone

Selection
Criteria

Classification

Figure B.3: Components, selection criteria, and classification of thermal cameras
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Table B.4: Suitable camera model with respect to the applications

Sl. No. Temperature Range Inspection Application Model

1. Low Short Quick and small Facility maintenance,
HVACs pros

E4 through E8

2. High Mid and
short

Small Electricians and plant site
maintenance

E40 through
E60

3. Low and high Mid, short,
and long

Intensive Substation surveys and
solar farm surveys

T420 to T640

B.3.1 Latest Developments in Thermal Cameras

The current subsection discusses the latest thermal camera models available in the
market. Table B.5 shows the different thermal camera models along with some key
metrics which can help in deciding the right thermal camera for different applica-
tions. Thermal camera models from companies FLIR and MOBOTIX have been
discussed here along with their suitability in accordance with various applications.

FLIR thermal imaging cameras are used for predictive maintenance. They are
also equally used by electricians and technicians to detect and resolve electrical
issues, isolation issues, etc. These cameras are well suited for making long-distance
inspections with accurate temperature profiles [35]. Furthermore, the multi-spectral
dynamic imaging (MSX) feature in these cameras enables multi spectral dynamic
imaging to make the thermal images more refined. The interfaces are also well
developed to ensure easy transfer of output data. This feature can be found in Ex,
Exx, and the T series versions of FLIR thermal cameras [36].

The E series thermal camera range includes E4, E5, E6, and E8 all of which are
highly portable and can be used to detect hidden defects. This allows technicians
to take instant action in response to a situation before it becomes too serious [36].
These cameras have thermal, visible and MSX imaging in it. Based on the type of
E series model, the IR imaging resolution can be adjusted; E4 (upto 4800 pixels),
E5 (up to 10, 800 pixels), E6 (upto 19200 pixels), and E8 (upto 76, 800 pixels). The
E40, E50, and E60 models are for frequent and wide angled inspection for onsite
technicians and electricians. These cameras also have high wireless connectivity and
touchscreen control to do instant analysis of the captured thermal images [36]. FLIR
T series is suited for measurements in extreme conditions such as long range or high
temperature. It has a rotating optical block and auto rotation feature to correctly
aim the target for exact measurement and better view for analysis and capture.
T620 and T640 has built-in GPS to add location to the thermal image for better
labelling [36]. FLIR A655sc can be used in applications where the thermal camera
mount needs to be fixed. For InGaAs detection, FLIR A6200sc thermal camera is
suitable. For high-speed mid-wave infrared (MWIR), FLIR X8400sc series shows
promise [36].

MOBOTIX thermal cameras are widely used for surveillance applications. M16
Thermal [37] has two adjacent lenses which does thermal overlay with the visual
image to pinpoint the location of hotspots like fire-affected regions in an image.
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Table B.5: Popular thermal cameras and their specifications

Sl.
No.

Model
Name

(Brand)

Camera
Type

Size
(mm)

Sensor
Resolu-

tion
(pixels)

Price
(USD)

Detecting
Temperature
Range (◦C)

Thermal
Sensitivity

(◦C)

User Interface
and

Connectivity

Refer-
ences

1 FLIR C5
(Teledyne

FLIR)

Compact
Pocket

Thermal
Camera

138×
84× 24

160× 120 855 −20− 400 0− 100 : ±3
; 100− 400 :
±3%

Touchscreen; FLIR
Ignite cloud

connectivity (using
Wi-Fi)

[26]

2 Ti480
PRO

(Fluke)

Hand-held
Camera

277×
122×
167

640× 480 − −20− 1000 ±2 or 2% Touch screen;
Wireless

connectivity
(Smart Phone,

PC); Fluke
Connect® app

compatible

[27]

3 Compact-
PRO XR

(Seek
Thermal)

Smart
Phone

Connected
Thermal
Camera

25.4×
44.45×
25.4

320× 240 599 −40− 330 < 0.070 Seek Thermal app [28]

4 Helion 2

XP50 Pro
(Pulsar)

Monocular
Camera

242×
75× 60

640× 480 4376 – < 0.025 Built-in WiFi
module - connects
to Smart Phones

using Stream
Vision 2 app

[29]

5 CAT S62
PRO

(CAT)

Thermal
Imaging
Smart
Phone

158.5×
76.7×
11.9

1440×1080 530 −20− 400 – 5.7” FHD +

Display
[30]

6 Merger
LRF XP50
(Pulsar)

Binocular
Camera

196×
143× 76

640× 480 6486 – < 0.025 Built-in WiFi
module - connects
to Smart Phones

using Stream
Vision 2 app

[31]

7 RSE600
(Fluke)

Mountable
Camera

83 x
83× 165

640× 480 – −10− 1200 ±2 or ±2% SmartView®

desktop software
[32]

8 M16B
Thermal

TR
(MOBOTIX)

Mountable
Camera

210×
158×
207

336× 252 – −40− 170 ±0.05 HD wideband
audio, Ethernet,
RS232 support

[33]

9 S16B
DualFlex

(MOBOTIX)

Mountable
Camera

130×
115× 33

336× 252 – −40− 160 ±0.05 HD wideband
audio, Ethernet,
RS232 support

[34]

M16 TR thermal camera [38] is a low-power camera that has an additional thermal
radiometry feature that enables the measurement of thermal radiation in the image.
S16 DualFlex is a flexible dual thermal camera with one or two weatherproof sensors
which can withstand any conditions due to the robust casing around the dual camera
sensor setup [25], [39]. S16 TR [40] enables the radiation values to trigger an alarm
or activation to alert the user if the temperature values exceed or are lesser than the
threshold values calibrated in the sensor. Choosing a thermal camera for a particular
application requires careful consideration of a variety of factors as it is a long-term
investment. One needs to keep in mind the right supplier to suit the needs, as the
functioning of the thermal camera depends largely on its hardware. The different
thermal camera selection criteria is as shown in Fig.B.3.

To choose the right camera model based on the application, the following char-
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acteristics should be kept in mind [41]:-

• Camera resolution - Based on the application it can be decided if a basic
resolution model is required or an advanced one. Basic resolution is around
60 x 60 pixels. 320 x 240 pixels offer superior definition and for even more
advanced resolution 640 x 480 is suitable.

• Thermal sensitivity - Thermal sensitivity provides an indication of the ther-
mal cameras ability to sense minute variations in temperature. Higher the
value of sensitivity, more accurately the camera can measure lower temper-
ature differences. Hence, in industrial applications where such conditions of
lower temperature differences prevail, a thermal camera with high temperature
sensitivity should be selected.

• Accuracy - Depending upon the desired accuracy of the temperature readings,
a suitable thermal camera model should be selected. Currently, the standard
accuracy values are ±2% or ±2◦C. However, in more advanced thermal cam-
eras, the accuracy ranges as ±1% or ±1◦C.

• Camera features - Based on the application, having the right set of features
for the thermal camera is necessary to ensure smooth operations. In certain
applications a dual camera setup of visual and thermal camera is required. In
others, thermal fusion must be a necessity. In-built GPS helps to determine the
location which can be useful in unmanned aerial vehicle (UAV) applications
whereas, in others portability is the prime feature. Thus it can seen that
according to preference of various camera features, a suitable thermal camera
model should be selected.

• Software- Software compatibility with the corresponding hardware is essential
to maintain operations. Hence, based on the intense level of inspection, the
corresponding software should be selected.

The following are the most important considerations to make when selecting a
particular thermal camera [41]:

• Hardware- It is advantageous to have a wide range of hardware to meet the
needs of any custom application at all stages of development, from basic inspec-
tion equipment to advanced high resolution defined thermal image producing
cameras.

• Software- The software should be compatible with the application and hard-
ware platform, as the software defines how the image will be produced and
displayed. Hence, based on the information that should be retrieved from the
image, an appropriate software should be chosen.

• Hardware Interfaces- It is ideal to have multiple hardware interfaces such as
I2C, SPI, and USB so that it can be used with a variety of hard platforms and
embedded/edge devices.
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B.3.2 Future work in Thermal Imaging

Due to the vast scope in thermal imaging and its utilization in different applications,
most of the research in thermal imaging is in the production of sophisticated thermal
cameras. These cameras are more application specific and has greater range, sensi-
tivity, and tolerance. Interestingly, thermal imaging is being used in a variety of new
applications [42]. Researchers use thermal imaging to detect anxiety and classify it
based on the heat map of the face. As stated in medical research, based on the
type of anxiety, the bloodflow in the face can get altered. Certain types of anxiety
can trigger more bloodflow in the cheeks whereas others can incite low bloodflow in
the forehead [23]. Current research is also focussed on Airborne thermography in
which high resolution thermal imaging is used to measure crop fields on the basis of
temperature, drought tolerance of crops, and efficient water delivery[42].

B.4 Applications of Thermal Imaging

Medicine

Industry
Thermal 
Imaging

Agriculture

Civil

Defence

Other

.
Crop monitoring [43] Maritime [36] Surveillance [44]

Border security [36]

Firefighting [36]

Thermal overlay [25]

Art inspection [36]

Thermal scanning [45]

Electrical insulation [41]

Powerline inspection [46]

Breast cancer detection [2] Diabetic foot imaging [47] Building inspection [48]

Figure B.4: Applications of thermal imaging

A vast majority of applications involve the use of thermal imagery as shown
in Fig B.4. These include detecting cracks in building structures [48], identifying
breast cancer [2], surveillance [44], autonomous driving [49], etc. Thermal cameras
are favoured primarily because of their ability to obtain useful information through
a non-contact non-intrusive manner. High resolution thermal cameras are employed
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to detect temperature variations in different parts of the human body which can
in turn help in medical diagnosis. The development of a neonatal in intensive care
units can be assessed based on the time-dependent thermal variations obtained from
thermal imaging. As the method is non-contact and non-invasive it poses reduced
risk to neonatals [50]. Thermal imagery also helps to identify irregularities and
detect diseases early. Breast cancer identification [51], [52], tumor detection [53],
diabetic foot inspection [54], [47], covid-19 screening [55], [45], diabetic eye disease
[56], and skin cancer lesions [57] are some areas where thermal imaging has an edge
over other traditional methods. Other applications include dental diagnosis where
the amount of deposits and activity on the tooth root caries are effectively measured
using thermal imaging to make accurate decisions [58].

One of the earliest use of thermal cameras stems from military and defense
applications. Thermal cameras can easily identify intruders in the dark proving to
be an effective sensing technology in low light environments. Additionally they aid
in surveillance [44], detection and tracking of UAVs [59], ship navigation [36], flight
landing assistance [60], maintaining border security [61], etc.

Industrial applications for handheld thermal cameras have also gained promi-
nence due to their ease to carry and detect fault and issues. Issues with electrical
insulation [41], pipeline rework [46], and power-line inspection [46] are some areas
where thermal cameras has helped improve industrial processes. Additionally, they
are also used in welding applications to inspect defects [62]. Similarly, in civil and
construction, thermal imagery helps to identify air leakages in buildings, defects and
cracks in bridge structures [48], etc.

Thermal cameras are used in agriculture for crop monitoring, yield forecasting,
and irrigation scheduling [43]. Monitoring field nurseries to detect early diseases
in tender seeds using thermal signatures has helped improve yield. In addition
to the above applications, thermal cameras also find use in firefighting [63], face
de-identification [64], human activity recognition [65], occupancy estimation [66],
disaster management [67], thermal overlay [25], etc. Their use in artwork inspection
to validate the authenticity and identify defects is also prominent [68]. Thermal fu-
sion along side RGB images have helped in semantic segmentation of urban environ-
ments in order to assist autonomous vehicles [69]. Recent advances in semiconductor
technology coupled with enhanced computing capabilities and machine learning al-
gorithms have also helped to explore new applications for thermal cameras. Some
of these will be covered in the subsequent section.

B.5 Machine Learning Techniques for Thermal
Imaging Applications

In recent years, thermal imaging coupled with machine learning techniques has
gained traction. Thermal images provide the temperature gradient of the captured
scene. Any fault or anomaly in a system or device is associated with a change in
its temperature profile. By utilizing state-of-the-art machine learning techniques
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along with thermal imaging, these anomalies can be easily detected and inferred in
a contactless and non-invasive manner. Moreover, the ability to perform highly scal-
able operations on large datasets have also added to the popularity in using thermal
imaging with machine learning techniques.

In electric power industry, identifying equipment faults early from the tempera-
ture distribution of thermal images can help prevent equipment failure, fire hazards
and other potential risks. In [70], Ying et al. addresses the problem of incorrect
detection of equipment parts with different orientation from hand-held thermal cam-
era images. The authors propose a cascaded two-stage spatial transform network
(STN) that is fed into faster region-based convolutional neural networks (R-CNN)
to identify the required rotation transformation. Training is performed separately
for the two stages and then further end-to-end fine tuning is performed to achieve
detection with large orientation angles. The proposed approach outperforms current
state-of-the-art methods including the oriented you only look once (YOLO) algo-
rithm with a higher mAP value. Another work in [71], utilizes thermal imaging to
characterize the condition of a machine. The authors use two convolutional neural
networks (CNNs) along with the Zeiler method [72] to obtain useful insights from
the thermal image. One of the CNN is used to extract the spatial aspects from
the roll bearing element and the other CNN infers the gradation of imbalance us-
ing the extracted temporal features. The proposed system is able to obtain 91.6%

and 95% accuracy for rotating machinery use cases in machine-fault detection and
oil-level prediction applications. Another work by Choudhary et al. [73], focuses
on detecting bearing faults in induction motors using thermal imaging. The perfor-
mance of traditional feature extraction methods fail due to insignificant information
and string noise from the thermal noise. The authors in this work thus use a two
dimensional discrete wavelet transform (2D-DWT) along with principal component
analysis (PCA) to resolve this issue. The extracted features were then arranged
according to the Mahalanobis distance to select the optimal features. Classification
is performed using support vector machines (SVM), linear discriminant analysis
(LDA), and complex decision trees (CDT). Reported results show that SVM ob-
tained higher classification accuracy as compared to other techniques. The work by
Ogbechie et al. [74] uses dynamic bayesian networks for anomaly detection in laser
surface heat treatment process. The proposed approach uses a NIT Tachyon 1024
thermal camera to obtain images of the heat treatment process. After the necessary
preprocessing and feature selection, the data is trained using two different types
of dynamic bayesian networks with a k -fold cross validation. An anomaly score is
calculated that is used to identify and detect anomalies in the laser heat process.

Other fault detection and classification areas where thermal images combined
with machine learning prove useful are in photovoltaic systems [75]. Photovoltaic
systems are vulnerable to various defects such as encapsulant defects, back sheet
defects, cracket cell, and faulty interconnections. In this work, the authors have
initially performed a texture feature analysis for the different faulty panels using
grey-level co-occurrence matrices (GLCMs). The extracted features are then trained
using artifical neural networks to classify the faults. The new approach exhibits
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93.4% training and 91.7% testing efficiency respectively. It is also reported that the
proposed approach outperforms other conventional techniques such as SVMs and
k-nearest neighbours (kNNs) by a significant margin.

Machine learning is being extensively used in the medical domain to the minimize
the manual decision making which can led to errors. Machine learning models once
trained with the thermal images can be used to predict and detect tumors. Early can-
cer identification using non-invasive techniques with thermal imagery helps reduce
fatality rate. In [82], Karthiga and Narasimhan, study various machine learning clas-
sification techniques to best extract the features to display these cancer symptoms.
Thermal imagery is initially preprocessed using top-hat and bottom-hat transforms.
The resulting image structure is segmented using morphological operations to yield
various statistical, geometrical, and intensity features. Further processing using
GLCM is performed to obtain texture features. The texture features in the spatial
domain are classified using various machine learning techniques. The cubic SVM
shows the most promising accuracy with 93.3% as compared to other techniques
such as kNN, decision tree classifier, and logistic regression. In [79], the authors
use thermal camera and heart rate sensors to study the time delay associated with
various physiological functions of the body. The thermal camera provides facial im-
ages which is processed using a two-layer artificial neural network (ANN) in order
to predict the actual change in breathing temperature. Additional adaptive algo-
rithms are also employed with the heart rate measurements to accurately estimate
the temperature. Results show that the time delay associated with the drop in heart
rate and breathing frequency corroborate with real world measurements obtained
from heart rate sensors of cyclists.

Other applications of thermal imagery coupled with machine learning include
detection of damaged pavements as studied in [80]. In this work, the authors use a
pre-trained EfficientNet B4 fusion architecture to combine thermal and RGB images
to detect pavement damages. An argument dataset is also generated by addition
of camera noise, non-uniform illumination, and other parameters to replicate real-
world pavement damages and scenarios. Experiments carried out with images from
individual RGB sensors, thermal cameras, and the fused images show that the fused
thermal-RGB image provides better prediction accuracy of about 98.34%. The fused
images are capable of providing reliable detections for various cracks such as alliga-
tor, longitudinal, and transverse along with pothole categories.

In [81], the authors develop a novel approach to enable semantic segmentation
for thermal images by introducing a gated featurewise transform layer to the pro-
posed edge-conditioned convolutional neural network (EC-CNN) architecture. Low
resolution thermal images are affected by thermal crossover and imaging noise that
makes detecting object boundaries challenging. To overcome this issue, the authors
utilize hierarchical edge features obtained by training RGB images. The trained
model is then fed to the proposed semantic segmentation network that is based on
DeepLabv3 [88]. The reported results show that the proposed method outperforms
traditional methods for thermal image semantic segmentation. Additionally, the au-
thors have also provided with a manually annotated thermal image dataset (SODA)
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Table B.6: Machine learning techniques for thermal imaging

Year Method Application References Comments

2016 Bayesian networks Firefighting [76] 1. Combination of mean, dissimilarity, correla-
tion, skewness, and standard deviation pro-
duced highest performance results.

2. Usage of CNN and discrete wavelet transforms
can be explored.

2016 K* algorithm Occupancy
estimation

[77] 1. Entropy-based algorithms exhibited excellent
performance.

2. Can improve classification performance using
recent occupancy history.

2017 Dynamic bayesian
networks

Anomaly
detection

[74] 1. Obtained 90% specificity with greater than 80%

sensitivity.
2. Can improve process parameter values. Online

implementation for timely feedback can also be
a potential future work.

2017 Dynamic bayesian
networks

Occupancy
estimation

[78] 1. Three order reduction in memory requirement
and 8x reduction in memory utilization. 13x
improvement in execution time.

2. Future extension can include exploring the per-
formance with multiple PIR sensors.

2018 STN, Faster R-CNN Equipment
detection

[70] 1. Accurate identification of rotated equipments.
2. Future extension can be online implementation

for live detection.

2018 CNN Condition
monitoring of

machines

[71] 1. More than 90% accuracy in real-world applica-
tions.

2. Online condition monitoring for offshore wind
turbines can be future work.

2018 ANNs Breathing
frequency
estimation

[79] 1. Results corroborate with real values obtained
from cycling expeditions.

2. Usage of CNNs and parallel algorithms for fu-
ture work.

2019 ANNs Identifying
faults in

photovoltaic
systems

[75] 1. Fast detection time along with remote monitor-
ing. Enhanced classification accuracy of 92.8%
with ANNs as compared to SVMs and kNNs.

2. Online methods and CNNs can be explored.

2019 Deep RNN based
LSTM

Human activity
recognition

[65] 1. HAR systems with RNNs offer 96% accuracy as
compared to other methods.

2. Performance with bright images, orient-
ed/tilted subjects, etc can also be explored.

2020 EfficientNet B4 Pavement defect
detection

[80] 1. Excellent pavement defect detection perfor-
mance compared to other methods. Addition-
ally, the proposed method outperforms detec-
tion as compared to RGB images.

2. Prediction performance is low for road marking,
manholes, and shadow as compared to RGB.
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2020 Gated featurewise
transform with

EC-CNN

Thermal
semantic

segmentation

[81] 1. Proposed method performs better than
DeepLabv3 with 4.8% gain. Resonable perfor-
mance under thermal crossover.

2. Incorporate transfer learning from RGB data
and including more annotated thermal images
can be future work.

2020 Random forests and
ensemble learning

Face recognition
and

de-identification

[64] 1. Ensemble learning can improve the prediction
performance.

2. Fusion techniques can be investigated.

2021 SVM, LDA, CDT Induction motor
fault detection

[73] 1. SVM outperformed LDA and CDT for bearing
defect classification.

2. Can increase cases for bearing defects.

2021 Cubic SVM Breast cancer
identification

[82] 1. Cubic SVM classifier produced highest accuracy
of 93.9% as compared to other classifiers.

2. The work can be extended to include other
views such as right, left, and lateral to improve
accuracy.

2021 CNN Hand gesture
classification

[83] 1. Lightweight CNNs with high accuracy of
99.52%

2. Can extend for hand gesture recognition in com-
plex backgrounds.

2021 ResNet-50 with
random forest

Pollution
identification on

MOSA

[84] 1. Proposed approach uses ResNet50 with random
forest to achieve mean recognition accuracy of
98.04%.

2. Experiments on real MOSA samples can be per-
formed.

2021 Random forest Occupancy
estimation

[66] 1. Uses blob filtering algorithm to distinguish hu-
mans close to each other. Achieves 99% accu-
racy.

2. Sensor fusion, different deployment configura-
tions, transient heat conditions, CNNs and
RNNs can be explored.

2021 Deep convolutional
encoder-decoder
network with

adaptive boost

Occupancy
estimation

[85] 1. Privacy-friendly, low-resolution TSA sensing
technique with 98.43% classification accuracy.

2. Estimating human-sensor distance using en-
tropy point methods can be potential future
work.

2021 ResNet
encoder-decoder

network with pyramid
supervision training

Semantic
segmentation in

snowy
environment

[86] 1. Proposed network achieved 78% mIoU and
has become state-of-the-art for snowy environ-
ments.

2. Dataset classes can include additional classes
such as animals and maintenance holes. Inte-
grate other sensors for future work.

2022 ResNet-50 encoder
decoder model with
transformer based

fusion

Glass
segmentation

[87] 1. Proposed RGB-T network outperformed exist-
ing methods with 93.8% IoU for images with
glass.

2. Can combine with polarization to improve re-
sult.

for further research into thermal semantic segmentation. Another interesting work
by Dong et al. in [87], utilizes the transmission properties of infrared radiation to
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segment images containing glass elements. As glass is transparent to visible light,
traditional methods for RGB images fail to effectively detect and segment regions
containing glass. The architecture in the proposed work is made up of two inde-
pendent ResNet-50 networks that act as the encoder stage for extracting high-level
features from both the RGB and thermal images. These features are then combined
using a transformer-based fusion module. The result is then fed into a decoder for
obtaining the desired segmentation output. Qualitative and quantative evaluations
have shown that the proposed approach outperforms current state-of-the-art tech-
niques and effectively segments glass components in images. However, the approach
still requires further work to classify in polarized image conditions.

Occupancy estimation is another potential application based on thermal imagery.
In [66], the authors provide a comparative study of various low resolution thermal
sensors, GridEye, MLX90640, and Lepton that can be used to provide highly ac-
curate real-time occupancy estimation. The proposed approach involves a unified
algorithm pipeline that involves noise reduction, bilinear interpolation, blob filter-
ing to distinguish multiple people close to each other, and connected component
analysis to obtain the best possible results. The output from this pipeline is fed
into a novel feature vector design that is used in conjunction with classification
algorithms to classify target occupants. Classification algorithms include random
forests, gaussian naive bayes, kNNs, and SVM. Experiment results have reported
that the random forests algorithm exhibits 99% accuracy. In comparison to the
above, the authors in [77], use a low-pixel count 4 x 16 thermal detector array to
perform occupancy detection. The thermal detector along with RGB camera is
mounted on the Raspberry Pi to obtain the images. The RGB camera served as the
ground truth occupancy values. Background separation algorithm coupled with a
slow-moving exponential weighted moving average (EMWA) accompanied the pre-
processing stage before feature extraction. Three features, number of active pixels,
number of connected components, and size of the largest connected component were
identified to be used with the classification algorithms. The Weka toolchain [89]
was used to compare different machine learning classification algorithms. It was
found that entropy-based algorithms such K* gave the best performance with an
accuracy of 82.56% and a root mean square error of 0.304. Another approach fol-
lowed by Naser et al. in [85], uses an array of thermal sensors at different locations
of the room to perform human segmentation and occupancy estimation. In this
work, the authors have proposed a deep convolutional encoder-decoder network for
human segmentation from the thermal images. Residual thermal signatures are fur-
ther eliminated during the post processing using connectivity filters. To classify
and also to determine occupancy estimation, the output is then fed to an adaptive
boosting algorithm. The adaptive boosting approach provides accuracy of 98.43%
from vertical and 100% from overhead sensor locations. Another work by Charles et
al. [78] uses a bayesian machine learning algorithm on a resource constrained ARM
Cortex-Mo based ST Nucleo-F070RB board to estimate the room occupancy using a
single analogue passive infrared (PIR) sensor. The proposed algorithm uses infinite
hidden markov model (iHMM) with laplace components on the raw PIR data for
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segmentation. The segmented data is now manipulated to estimate the laplace di-
versity which provides an indication of the room occupancy. Reported results show
that a moderately high-performance microcontroller is able to house the occupancy
algorithm while providing real-time performance and reduced power consumption.

Classification of hand gestures for sign language digits can also be performed
using thermal imaging as demonstrated in [83]. Daniel et al. demonstrates an
end-to-end edge computing system based on light weight CNNs that can classify
thermal images of different hand gestures. The proposed approach utilizes a 3200
thermal image dataset to train a model that is based on bottleneck layers. The
model is deployed on a Raspberry Pi and the developed system achieves 99.52%

accuracy. Furthermore, the proposed approach is compared with the Big Transfer
(BiT) model to report approximately a 20% improvement in accuracy. For human
activity recognition (HAR), the authors in [65] extend the OpenPose approach to ex-
tract body joints from human thermal images for activity recognition. The proposed
approach utilizes OpenPose and subsequently performs a spatiotemporal feature ex-
traction. Discriminant analysis is performed on the extracted features followed by
a deep recurrent neural network (RNN) based long short-term memory (LSTM)
to better retain the embedded time-sequential information. The novel approach is
reported to outperform other techniques such as hidden markov models (HMM),
deep belief networks (DBN), CNN and RNNs. Thermography is also used for face
recognition and de-identification [64]. Normal RGB images can easily deceive face
recognition systems as they work only on identifying the extracted features. The
authors in this work use additional features extracted from thermal images such as
feature matrix and feature image along with random forests and ensemble learning
to improve prediction accuracy and better facial de-identification. This can help
in preventing erroneous face recognition with use of facial images. Another inter-
esting work in [76] uses thermal imagery in firefighting situations to identify local
conditions and decide proper navigation course through a fire or smoke prone area.
High temperature regions are separated using the Otsu method which is then fed
into a bayesian classifier to probabilistically detect multiple classes during real-time
implementation. Further, a multi-objective genetic algorithm using resubstitution
and cross-validation errors is also used to find the best combination of features to
obtain the lowest error and highest performance.

Improving road safety in snowy environments is yet another application in which
thermal imagery can be beneficial. The authors in [86], have developed a multi-
modal RGB-thermal fusion model for semantic segmentation of roads in snow filled
environments. The architecture utilizes a convolutional encoder-decoder fusion net-
work where the encoder is based on a fully pre-activated ResNet-50 model [90] to
maintain good tradeoff between computation and feature learning. Both the RGB
and thermal images are fed into the encoder module that is followed by a atrous
spatial pyramid pooling (ASPP) which is used to incorporate image features. The
ASPP’s output is fused and then fed into a ResNet-34 based decoder module. Addi-
tional pyramid supervision training scheme [91] is also employed to improve training
accuracy. The proposed method has obtained a 78% mIoU outperforming state-of-
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the-art network for snowy environments. Thermal imaging coupled machine learn-
ing is also used to identify the severity of pollution on metal oxide surge arrester
(MOSA) [84]. The proposed approach utilizes thermal images of MOSA at various
pollution levels, which is fed into pretrained ’ResNet50’ architecture for feature ex-
traction. The extracted features are then given to various classifiers such as kNN,
SVM, naive Bayes and random forest. Random forest gave the best accuracy along
with fast inference time. The authors were also able to validate the practicality
of the proposed approach by experimenting on 11kV MOSA which also gave accu-
rate results. A brief summary of the various machine learning techniques used for
thermal imaging can be found in Table B.6.

B.6 Conclusion and Future work

Technological innovations in the semiconductor industry and along with other ad-
vancements has made thermal imaging applications more accessible and prevalent.
Novel machine learning algorithms in thermal imaging applications have shown to
provide better performance as compared to their traditional counterparts. Ther-
mal fusion has shown to be used in various applications scenarios and is still an
active research topic. Combining polarization properties in thermal fusion algo-
rithms containing glass segments is still unexplored. Further, it is shown above that
offline algorithms for thermal data provides good performance. However, their on-
line implementations require further research. In object detection and classification,
eliminating the thermal retention signatures is also crucial to improve performance.
Further, the current algorithms utilize existing implementations for normal RGB
with some variations. To obtain better performance and efficient resource utiliza-
tion, devising or modifying the algorithms to incorporate the thermal characteristics
of the scene would be highly beneficial.

In this article, the most recent developments in thermal imaging are reviewed.
The key specifications of the most recent thermal imaging devices have been dis-
cussed. The use of thermal imaging in a wide range of disciplines and scenarios
was discussed. Finally, machine learning techniques for thermal imaging were dis-
cussed along with possible future work. This article is useful as a reference guide for
designing and implementing thermal imaging-based systems and/or applications.
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