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Abstract

It is estimated that 98 % of all cyberattacks include some form of social engineering (Rebeca,
2023). The continued relentless cyber-related threats to organizations are ever-growing and
important to address to mitigate the risks of being attacked. Social media platforms could
be considered as the perfect hunting ground for social engineers to scour user profiles for
personal and exploitable information to either deceive users directly or use this information
to plan for a future attack.

This research focuses on the role of social media in social engineering attacks, more specifi-
cally how social engineering can be mitigated from three perspectives: 1) Technical measures
that the social media platforms are responsible for implementing, 2) User-related responsi-
bilities, 3) How organizations could facilitate the education and awareness training of their
employees on the use of social media.

With this research being deductive-based, a systematic literature review (SLR) was con-
ducted to build a foundation of literature of the relevant topics. For the empirical data
collection, ten respondents from various international organizations were interviewed, in-
cluding professionals and researchers in the field of cybersecurity and communication. The
interviews were conducted with a semi-structured format. The Cybersecurity Culture Frame-
work from (Gioulekas et al., 2022) was adopted throughout this master thesis, with it also
being the foundation for the data analysis. As a result of the empirical findings and the
Cybersecurity Culture Framework, it has emerged an inductive conceptual framework with
new concepts.

Combining the results from both the literature review and the empirical findings, it is appar-
ent that there are several measures, in all three perspectives, that are viable. From the plat-
form and technical perspective, the use of some form of unique identification to remedy the
risks of fake accounts and fraud, in addition to the use of AI to predict and prevent potential
social engineering attacks is advised. Both from the individual- and organizational aspect,
the common denominators are the high focus of training and awareness, both privately and
professionally. This includes that users of social media have to familiarize themselves with
the terms of use, and realize the consequences of sharing content and information on such
platforms.
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Chapter 1

Introduction

An ever-growing threat to organizations, regardless of their size and scale, is the relentless
attempts of cyberattacks and fraud, including social engineering that could act as both a
direct attack method, but also a way to gain information to plan for a future cyberattack
(Rebeca, 2023). It is estimated that 98 % of all cyberattacks include some form of social
engineering at one or several stages in the cyber kill chain (Rebeca, 2023). The origins of
social engineering can be traced back to the mid-1800s, being the intention to alter or ma-
nipulate the mindset of an individual or a group of people for the attacker’s own advantage
(Hatfield, 2018, p. 103–110).

Social media platforms have become one of the most efficient and practical ways of commu-
nicating with people all over the world, both privately and professionally (Rudra, 2023). The
type of information and content that is being shared varies from beneficial content to harm-
less jokes and other personal- and contact information. With the large number of users on
social media platforms, they could be considered the perfect hunting ground for attackers to
either conduct social engineering attacks or use the platforms as a way to gather information.

A common way for social engineers to manipulate and deceive their targets on social media
is through impersonation, usually by the means of fake- or compromised accounts (Rudra,
2023). The aim of the social engineers vary, but is usually financially driven, where the
personal- and sensitive information can be sold or used for a different purpose (Rudra,
2023). With the large quantities of personal- and sensitive information available through
social media platforms, and the relentless attempts of social engineering attacks, it is im-
portant to emphasize measures of mitigation and how to decrease the number of successful
attacks to prevent financial loss, for both individuals and organizations.

Neither social engineering nor social media are new areas of study. Algarni and Xu (2013)
have been investigating how social engineers perform attacks against users on Social Net-
working Sites, which was the term for social media at that point in time. However, there is
a lack of research done on the combination of these two topics, which we have identified as
a research gap that we aim to contribute towards. While Algarni and Xu (2013) look at the
topic from an social engineer’s point of view, we aim to investigate the role of social media
in social engineering attacks, more specifically how social engineering can be mitigated from
three perspectives: technical, individuals, and organizations.
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We believe that researching the topic with a more holistic approach would be highly in-
sightful as it encompasses important aspects from the three perspectives. First of all, the
technical possibilities of the social media platforms, secondly what the average Jane and Joe
have to be aware of and consider when using social media platforms, and lastly looking at
how organizations could facilitate the education and awareness training of their employees
on the use of social media. The research questions are as follows:

RQ1: Which technologies and measures exist to help secure users of social media
platforms from social engineering attacks?

RQ2: What responsibilities lie on the users of social media platforms to pro-
tect themselves against social engineering attacks?

RQ3: How can organizations educate their employees in safe use of social media
to reduce the occurrence of social engineering attacks?

1.1 Research Approach

To answer our three research questions, we have conducted a qualitative research study. This
master thesis consists of various methods, starting off with a systematic literature review,
where we collected, synthesized and analyzed literature and articles which was relevant for
this research project. The results from this literature review, which is presented in the up-
coming section 2, defines and presents the core concepts of this thesis, which are combined
with the empirical findings to conclude on the research questions.

To structure the research project, we have adapted the Cybersecurity Culture Framework
from (Gioulekas et al., 2022). We have derived from the original framework, where we have
adopted certain concepts and created our own version. This framework have been present
throughout the project, starting from the planning phase and creation of interview questions,
to reporting and discussing the findings. The adopted version of the framework is presented
in figure 2.2. Furthermore, in chapter 5, we present an inductive conceptual framework, to
include the new emerging concepts identified through the empirical data analysis.

To collect the empirical data needed to answer the research questions, we have opted for
a qualitative research approach, using semi-structured interviews. In total, we have been
interviewing ten different professionals between February and April of 2024, including peo-
ple working with cybersecurity or social media, as well as researchers and experts from both
fields.

1.2 Overview of The Thesis

Chapter 1 - Introduction provides an overview of the research areas and problems related
to this thesis, as well as the rationale for scrutinizing this topic.

Chapter 2 - Background and related work presents the results from the systematic liter-
ature review, as well as the inclusion of the conceptual framework, which is adopted through-
out this study.

Chapter 3 - Methodology explains the research approach which have been the focus
throughout the work on this thesis, along with the motivations and rationale for this ap-
proach.
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Chapter 4 - Findings presents the empirical results, gathered from the semi-structured
interviews. These findings are structured according to the conceptual framework.

Chapter 5 - Discussion is similarly structured according to our conceptual framework,
and includes the discussion of the findings from the interviews together with the findings
from the literature review. The implications and limitations of the thesis are addressed, as
well as suggestions on how this topic can be further researched.

Chapter 6 - Conclusion aims to provide the main takeaways from the three research
questions of this thesis.

3



Chapter 2

Background and Related Work

In this chapter, we present the findings from our systematic literature review process (SLR).
This includes defining and explaining core concepts that are central or closely related to the
research topic. In the first section, we will cover the concept of social engineering, including
different tactics, techniques, and procedures (TTP). Furthermore, we will look into what
social media is, and how threat actors could make use of it to their advantage. Section two of
the literature findings will cover different countermeasures against social engineering, from a
technical, individual and organizational perspective. The process and practical application
of the systematic literature review will be explained in section 3.1. The overview of the
articles used in this section is included in appendix C.

2.1 Social Engineering

Social engineering is quickly becoming one of the most lucrative and effective ways for threat
actors to attack their victims (Hylender et al., 2023, p. 8). Statistics from 2023 narrate that
the human element is a dominant factor in cyberattacks, with 74% of all investigated cyber
incidents reveal the human element as a point of entry for an attacker (Hylender et al., 2023,
p. 8). The statistic of the reported 98 % of all cyberattacks including some aspect of social
engineering, is not representative of social engineering and human aspect being the respon-
sible factor for point of entry for an attacker (Rebeca, 2023). In the realm of cybersecurity,
social engineering can be seen as a type of attack where attackers exploit human vulnera-
bilities to gain access to sensitive information through social interactions with their victims
(Wang et al., 2020, p. 85105). The information collected from social engineering attacks
can often be highly sensitive, and it can be enough to breach someone’s cybersecurity, both
individuals or organizations (Wang et al., 2020, p. 85105).

Even though social engineering is mostly known in regard to cybersecurity, it is not a new
phenomena. The concept of social engineering has from its roots all the way back in 1842,
up until the 1940’s been based on three core principles, Epistemic asymmetry, Technocratic
dominance and Teleological replacement (Hatfield, 2018, p. 103–104). These core principles
are still present in today’s day and age, being the foundation for the basics of social engi-
neering.

Epistemic asymmetry refers to the gap in knowledge between people, when one person has
a higher level of knowledge than others in a specific domain (Hatfield, 2018, p. 103). The
second core principle, technocratic dominance, is strongly associated to epistemic asymme-
try, and refers to a technocrat, a person who possesses technical expertise in a certain field,
either in form of knowledge or skill. Technocratic dominance occurs when a technocrat
uses their expertise to change the behavior of other people or groups. The third and final
core principle is teleological replacement, where an attacker manages to replace a person’s or
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group’s purpose or goal, with their own, utilizing epistemic asymmetry and their technocratic
dominance (Hatfield, 2018, p. 103–104).

Today, we are witnessing a wide variety of techniques associated with social engineering.
The majority of them are closely related and quite similar, where they also include the
three core principles explained above (Hatfield, 2018, p. 108). Threat actors will use their
epistemic asymmetry combined with technocratic dominance to trick victims with a lower
degree of knowledge on a specific area into providing the threat actor a variety of valu-
able information, which can be further used to carry out an attack. In phishing scams,
we often see that threat actors contact potential victims with lower technical knowledge
than themselves, trying to utilize the asymmetry in knowledge between them, by asserting
their technocratic dominance upon the victim. In the case of a successful phishing attack,
threat actors are able to change the victim’s behaviour, either by making them give away
their username and password, sensitive information or other information that may be of the
threat actor’s interest, essentially being teleological replacement (Hatfield, 2018, p. 107–110).

In social engineering, threat actors apply methods like deception, manipulation, persuasion,
influence and induction to trick their victims (Wang et al., 2020, p. 85106). This differ
from other more traditional types of cyberattacks, where threat actors try to exploit system
vulnerabilities, like brute-force attacks for gaining access to a user account or exploiting
software vulnerabilities (Wang et al., 2020, p. 85106).

2.1.1 Tactics, Techniques and Procedures (TTP)

Threat actors use a variety of different techniques for social engineering attacks; Wang et al.
(2020) describe twelve different attack methods, which includes some of the more traditional
and well-known techniques, such as Phishing and Pretexting, along with some lesser known
techniques, such as Baiting and Water-holing (p. 85110). The different techniques can
be further divided into two categories, social- and socio-technical approaches (Breda et al.,
2017, p. 3–5). According to Breda et al. (2017), the social approach includes techniques that
rely mostly on the social interaction between people, like tailgating and pretexting, while the
socio-technical approach includes techniques that combine both social and technical aspects,
like phishing and water-hole (p. 3–5). We have decided to focus on techniques related to
the research area of social media.

Pretexting

Pretexting is one of the most dominant social engineering techniques (Hylender et al., 2023,
p. 31). Pretexting is an attack vector utilized in more than 50 % of the registered social
engineering attacks in 2023 (Hylender et al., 2023, p. 8). In pretexting attacks, the threat
actor presents the victim with a pre-made scenario or text, in combination with the attacker
impersonating either a well-known and trustworthy person or an organization (Breda et al.,
2017, p. 4). The use of text instead of other more technical tools or techniques, makes this
type of technique to fall into the social approach (Breda et al., 2017, p. 4).

Phishing

Along with the aforementioned pretexting technique, phishing keeps on dominating the so-
cial engineering attack genre, with it being used in 44 % of all social engineering attacks
in 2023 (Hylender et al., 2023, p. 31–32). During phishing attacks, threat actors combine
both social- and technical techniques to steal their victim’s personal or sensitive information
(Gomes et al., 2020, p. 2). Threat actors use several types of methods to deliver their at-
tacks, with email being the most well-known and common method (Gomes et al., 2020, p. 2).
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In phishing attacks, the threat actors pretend to be someone trustworthy, like a trusted
person or a well-known organization asking for confidential information from the victim,
like username, password, bank details, or making them click on a link to access a fake site,
where the victim can enter the demanded information (Gomes et al., 2020, p. 2). Threat
actors tailor phishing attacks to target a larger population of potential victims, aiming to
reach as many individuals as possible (Breda et al., 2017, p. 5). Phishing, as a technique,
can be defined as a socio-technical technique, based on its use of both social- and technical
techniques to manipulate the victims (Breda et al., 2017, p. 5).

Spear-phishing

Spear-phishing is a branch off phishing, where spear-phishing attacks are more targeted to-
wards specific individuals or organizations (Breda et al., 2017, p. 5). Spear-phishing attacks
require extensive research on the targets, to best tailor the content towards the specific vic-
tim (Breda et al., 2017, p. 5). Threat actors often use Open Source Intelligence (OSINT) to
gather the required information on the targets, usually through social media, company web-
sites or other information sharing platforms (Wang et al., 2020, p. 85110). OSINT refers to
gathering and processing information that are found through publicly available sources (Lin-
demulder & Forrest, 2024). Similar to phishing, spear-phishing makes use of a combination
of social- and technical methods, hence being labeled as a socio-technical method.

2.2 Social Media

The definition of the term Social Media is an ever-changing subject, with its reported roots
back to Tokyo, Japan in 1994 (Aichner et al., 2021, p. 215). Despite the roots in Tokyo,
Japan, the first social media platform is considered to be SixDegree.com, three years later
(Boyd & Ellison, 2007; Wang et al., 2020). Furthermore, the first social media platform to
gain a global audience is mySpace (Boyd & Ellison, 2007, p. 216–217). At that time, in the
later stages of the 1990’s, the term Social Networking Sites was used, instead of what we
know it as today, Social Media (Wang et al., 2020, p. 85101).

Aichner et al. (2021) have conducted a thorough review to which they have identified the
change in definition of the term Social Media from 1994 to 2019 (p. 215–222). In the earlier
years of social media, it was often referred to as Virtual communities, Computer-supported
social networks or Social Networking Sites (Aichner et al., 2021; Boyd & Ellison, 2007; Wang
et al., 2020). It was not until 2010 the term Social Media was used explicitly (Aichner et al.,
2021, p. 218–219).

There is no common consensus in terms of what social media actually is, and the defini-
tion will often be tailored to what the writer or researcher aims to contextualize social media
with. Despite this, Wolf et al. (2018) try to describe the common denominators that con-
tributes to the construct of social media (p. 3). Some of these pillars are that social media is
built on a web-based application where the users are allowed to create profiles and interact
with other users of the platform for sharing content, having conversations, forming groups
and so on (Wolf et al., 2018, p. 3). Furthermore, Web 2.0 is often referred to in relation
to social media. Similar to social media, Web 2.0 encompasses a variety of concepts, but
can be reduced to as the second generation of the Web, where the emphasis on the user is
predominant, where the responsibility on providing content, information, collaboration, etc.
lies on the users (Wilson et al., 2011, p. 1–2). One last standout, when it comes to the
common denominators of social media, is the integration of information technologies that
enables interaction and networking between users (Wolf et al., 2018, p. 3).
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2.2.1 Social Media and Social Engineering

Where social media came to be very popular, attracting people from all over the world to cre-
ate their own account and follow the trend, the amounts of data have grown rapidly (Wang
et al., 2020, p. 85101). Social media platforms, such as Facebook, have over 30 billion posts
or some kind of data sharing each month, generated by their users (Abu-Nimeh et al., 2011,
p. 23). There are a plethora of data or information that users of the social media platforms
share, such as relationship status, your recent activities, your whereabouts etc. (Wang et al.,
2020, p. 85101). Other information that could be found through scratching the surface area
of an account could reveal information like phone number, email address, work- and home
addresses etc. In essence, social media have become a platform where malicious actors are
able to scour accounts for information and manipulating the users to disclose other sensitive
information that could be exploited (Wang et al., 2020, p. 85101–85102). Some of the most
effective ways for a malicious actor to gain information from a user of social media, is to
make the users gain a feel of (1) victory or excitement, (2) fear of authority or (3) fear of
loosing something of value (Aun et al., 2023, p. 4918).

People of all ages are getting into social media, also seniors over the age of 65 are rep-
resented in the group of users of social media (Narayanan et al., 2021, p. 297). These
seniors, that have not had social media as a part of their earlier years of life, are particularly
more vulnerable when it comes to cyberattacks and does not necessarily possess the required
knowledge of the potential risks and damages it could lead to. Although seniors are consid-
ered to be the most vulnerable group (Narayanan et al., 2021, p. 297), it do not mean that
cyberattacks does not occur in younger age groups. The domain of disinformation, which
essentially is the creation of false information to spread this with the intention to deceive
or collect information from the ones who engages with it, is an area that most people will
encounter, regardless of their age (Caramancion, 2020, p. 440–442).

2.3 Technical Countermeasures

Where we now have covered our main concepts with Social Engineering and Social Media,
we will present some technical countermeasures that could be implemented to help social
media platforms secure their users better.

2.3.1 Artificial Intelligence (AI)

When it comes to the subject of AI, and how to apply AI as a countermeasure to cyberat-
tacks in social media, the sub-term Machine learning is often referred to (Thuraisingham,
2020, p. 1116–1118). A possible area of utilization for machine learning could be to detect
malware and fake news (Homsi et al., 2021; Thuraisingham, 2020). These two are closely
related, as fake news could potentially be derived from malware. The risk of malware is
significant, where you never know the extent of it. Malware software could potentially cre-
ate fake profiles, where fake posts and false information could be shared. This makes the
detection of fake news imperative to mitigating a large amount of potential cyberattacks
(Thuraisingham, 2020, p. 1116–1117).

In the world of business, fake accounts could potentially lead to loss of money, reputa-
tion, and legal issues that have to be dealt with (Homsi et al., 2021, p. 88). To decrease
the number of fake accounts and mitigating the risk for an organization to be harmed, due
to fake accounts, could machine learning also be used to detect fake accounts. Researchers,
e.g., Homsi et al. (2021) and Kavin et al. (2022), have been exploring the possibilities for
detecting fake accounts through machine learning.
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On the topic of fake accounts - automated bots are also a method that could create a
fake account and mimic or simulate human behavior on social media, which could be very
challenging to detect for the systems, while also being difficult to distinguish between real-
and fake accounts for users of social media (Homsi et al., 2021; Kavin et al., 2022). Gamallo
and Almatarneh (2019) and Hai Wang (2010) discuss certain methods for detecting bots in
social media platforms. Gamallo and Almatarneh (2019) describe the use of Naive-Bayesian
Classification, which is a supervised machine learning algorithm, with an accuracy between
70 % and 88 %, depending on which language and other configurations, based on a Twitter
training dataset provided by PAN Shared Task, while they also mention several cases with
an accuracy of 95 %, but with the use of datasets that the researchers themselves had built
(p. 1–3). PAN, in PAN Shared Task, is an organization that organizes annual scientific
events and provides shared tasks on digital forensics for researchers to test their developed
algorithms (PAN, n.d.).

Following, we will present some of the more directly social media-related countermeasures
in the realm of AI.

Natural Language Processing

Natural language processing (NLP) branches off the domain of AI, which includes several
methods that enables computers to process text and words, e.g., in order to interpret the
context or predict potential outcomes, through machine learning (Carley, 2020; IBM, n.d.).
In relation to social media and social engineering, NLP could be used as a tool to help
and detect fake news (Mughaid et al., 2022), analyzing posts concerning specific topics or
groups (Sliva et al., 2019), and also the attempt to understand the social media network’s
understanding and level of knowledge on specific subjects (Rodriguez & Okamura, 2019).
Even though this might not be a countermeasure to social engineering attack directly, by
the means of preventing a social engineer to attack a user of social media, it could be used
to try and understand the bigger picture and potential harmful events in the real world.

The application of NLP may vary based on what the respective projects call for, whether
it being detection of spam or fake news, translation applications, e.g. Google Translate, or
sentiment analysis to gain insight into certain topics or groups in social media (IBM, n.d.).
As a standard, the Natural Language Toolkit (NLTK)-library includes several methods for
applying NLP for your needs. This open-source library contains programs built on Python,
where developers are able to adjust the code to suit their requirements and needs for their
application (IBM, n.d.).

With NLP being the umbrella term for a variety of methods, we have identified that Senti-
ment analysis has become a popular method to gain more insight into social media channels.

Sentiment Analysis

Sentiment analysis in social media, also called Opinion mining, is the process of analyzing
the expressed posts, opinions and actions tied to certain topics, events and other public enti-
ties (Yue et al., 2019, p. 617–618). There are three main aspects for sentiment analysis, with
the first one being for commercial advantage (Yue et al., 2019, p. 618). Organizations could
use sentiment analysis as a part of mapping the product opportunities, essentially which
areas have too extensive coverage, bad coverage or not interesting to people, and the area in
between that both satisfies customers and is of importance (Jeong et al., 2019, p. 282). It
could also aid e-commerce platforms’ in-depth data into their products and services, which
could be a part of enhancement of their products or system (Yue et al., 2019, p. 618).
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The second aspect is the political context, where sentiment analysis could be used to get an
overview of the people’s political opinions and expressions (Yue et al., 2019, p. 618). An
example could be a president election in the US, a sentiment analysis could be performed,
which could give an indication of the state’s ideological preference or tendency. Another
example could be to map the perceived opinions on certain political individuals, either re-
stricted to an array of languages or countries to narrow down the number of posts to some
degree (Yue et al., 2019, p. 618–619).

The third aspect is public security, with the potential detection of upcoming real-life terrorist
attacks and cyber attacks (Sliva et al., 2019; Yue et al., 2019). By analyzing certain social
media channels, one may be able to predict and prevent possible cyberattacks, in addition
to retrieve information on the recruitment of respondents for larger-scale hacktivist groups
and attacks (Sliva et al., 2019, p. 638).

2.3.2 Policies

Moving on from the aspect of AI, one of the most common and dangerous threats, in the
realm of technology and Internet, is the cyber-criminals’ use of Internet to manipulate users
into providing their login-credentials, in numerous ways (Osuagwu et al., 2015, p. 91). In
terms of an organization mitigating the potential of a cyber-attack occurring, the definition
of policies, to which describe the expected or desired behavior of the employees, should be
in place (Osuagwu et al., 2015, p. 92). We will now provide some of the well-known and
applied policies and countermeasures that users of all kinds of systems or other platforms
encounter: Passwords and Multi-factor authentication.

Passwords

The use of passwords is considered the most frequent and popular way of user authenti-
cation, as the implementation is inexpensive and effective (University of Houston - Clear
Lake, n.d.). A report from Nasjonal Sikkerhetsmyndighet (NSM), the Norwegian National
Security Authority, called "Ti sårbarheter i norske IKT-systemer", they include some aspect
of password in four of the ten vulnerabilities presented (NSM, 2023b, p. 7–10). This consists
of weak passwords, brute force or password guessing, standard passwords and unprotected
passwords in plain text. The emphasis on having strong password policies as a countermea-
sure, is also described in NSM’s "Risiko 2023"-report (NSM, 2023a, p. 23). Osuagwu et al.
(2015) further point out the importance of changing passwords, in addition to not using the
same password for multiple accounts (p. 99).

For social media platforms, it may be difficult, dare say impossible, to make sure that
their users have their own unique password for that specific account. Social media should
have a password policy, which enables them to, e.g., encourage their users to have strong
passwords by having certain requirements when both creating and updating the account’s
password, but still to a degree that people do not find it too extensive (NSM, 2023b, p. 7).

Multi-Factor Authentication

In addition to having a solid password policy, the implementation of multi-factor authenti-
cation (MFA) is also recommended (NSM, 2023a, 2023b). Systems that do not make use
of MFA, are often more susceptible for brute force or password guessing attacks. Through
NSM’s testing of Norwegian ICT-systems, they rarely encounter MFA, furthermore the mas-
sive number of queries that a brute force attack produces, is rarely detected and dealt with
by these systems (NSM, 2023b, p. 8).
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There are numerous methods for MFA, but it has a minimum of two requirements or steps
for a successful authentication (Kosinski & Forrest, 2024). This is usually by the means of
password as the first requirement, along with either an authentication application, single-use
passcode, biometrics or other physical devices as the second requirement. A combination of
these factors could also be a possibility, depending on the sensitivity levels of the systems,
in addition to the types of authentication factors in use (Kosinski & Forrest, 2024).

2.3.3 Unique Identification

Moving on from policies, more towards a potential universal project, we have Unique Iden-
tification (UID). UID refers to the process of providing every resident of a country with
a unique identifier, e.g., social security number (Osuagwu et al., 2015; Rengamani et al.,
2010). In the US, the federal government have considered to move away from the social
security number, towards a unique identification method with the use of biometrics, e.g.,
facial recognition, fingerprint, and iris scanning (Rengamani et al., 2010, p. 147–149).

Osuagwu et al. (2015) recommend the use of unique national identification, as part of several
other measures to help mitigate social engineering; more specifically in relation to mobile
phone SIM registration, where all residents, including cybercriminals, have to register with
their unique identification, in order to complete the registration (p. 99). This is merely a
recommendation from Osuagwu et al. (2015)’s perspective rather than a description of the
reality, but is still part of their recommendations based on their extensive analysis.

From a domestic point of view, in Norway, with the implementation of BankID, in com-
bination with the social security number, for purposes such as online authentication, where
ensuring your identity is crucial, has this been widely considered as successful. BankID is a
Norwegian solution for authentication for the Norwegian citizens, where they authenticate
themselves through the use of social security number, an authentication application, and a
personal password for digital services (BankID, n.d.).

Whether this could be a universal solution for several countries, at least some kind of unique
identification system, would depend on the financial state of the country, in addition to the
population, along several other factors, both technological challenges and when it comes to
the infrastructure of the country (Rengamani et al., 2010, p. 148–152).

Rengamani et al. (2010) describe that introducing biometrics into UID, in the name of
the technical aspect, is that where only one single biometric measure is implemented, it may
not meet its requirements and therefore lead to the user being unable to authenticate him-
or herself (p. 149). As a result of this, multiple biometric measures could be used in combi-
nation with one another. Where this could again be a challenge, would be in light of a social
concern with the potential misuse of biometric information; an overall privacy concern.
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2.4 Non-Technical Countermeasures

Now that we have highlighted the use of technical- and organizational countermeasures, we
will take a closer look into the realm of non-technical countermeasures. In this section, we
will look at the importance of the users themselves, in addition to the importance of raising
their awareness level, and present the recommended ways of sharing this information.

2.4.1 Awareness

We have earlier scratched the surface of Verizon’s data breach report for 2023, where they
conclude that the human element plays a significant part in successful cyber attacks, with
74% of all investigated cyber incidents including some form of human element, including
social engineering (Hylender et al., 2023, p. 8). Threat actors have shifted their focus more
towards humans as their main targets for cyberattacks (He, W. and Zhang, Z. J., 2019,
p. 249). Having state of the art security technologies might not be enough to protect your
company, if their employees are not trained and educated well enough on the constant threats
of cybersecurity (He, W. and Zhang, Z. J., 2019, p. 249).

Training

The importance of educating and training employees are increasing (He, W. and Zhang, Z.
J., 2019, p. 249). A number of organizations have already started the work of educating
and training their employees, aiming to make their employees more aware and responsible,
in regards to cybersecurity. Even though more organizations utilize training and awareness
programs, and campaigns, both small and large organizations still suffer from cyberattacks
(He, W. and Zhang, Z. J., 2019, p. 249).

He, W. and Zhang, Z. J. (2019) present nine core ideas to help organizations to create
successful training programs (p. 252). These nine ideas are Accountability, Fun, Hands-on,
Interactivity, Just-in-time training, Personalization, Reinforcement, Relevancy and Reward
(He, W. and Zhang, Z. J., 2019, p. 252–253). He, W. and Zhang, Z. J. (2019) argue that
these nine ideas will help organizations make a more engaging, fun and relevant cyberse-
curity training program, which can further encourage employees to attend and to improve
their knowledge of cybersecurity, as well as their awareness and behavior (p. 255).

According to He, W. and Zhang, Z. J. (2019), there are a five key reasons for the awareness
programs to not be as influential or successful as planned, with employees feeling bored
during the awareness programs, being the first reason (p. 250). Training programs that are
heavily focused on information regarding policies and procedures, are often being considered
boring by the employees. Secondly, a lot of employees lack the motivation and enthusiasm
needed to participate and complete the organizations’ training and awareness programs,
often because of a lack of incentives or rewards for participating. Furthermore, many em-
ployees feel that the training programs are not relevant for the company or their own job
role; they could often get a feeling that the training programs are to generic (He, W. and
Zhang, Z. J., 2019, p. 250).

Training programs also need to take all employees into account - different employees need
different learning styles, and all content might not be applicable for all employees in an
organization (He, W. and Zhang, Z. J., 2019, p. 250). Lastly, all training programs need
to be revised and updated on a regular basis. The field of cybersecurity is always evolving
and changing, making it a necessity to update the training program regularly, based on both
the ever-changing cybersecurity landscape, as well as taking the respondents feedback into
consideration (He, W. and Zhang, Z. J., 2019, p. 250).
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Digital-PASS

A more specific countermeasure tailored towards users of social media platforms, is the
learning platform called Digital-PASS. McHatton and Ghazinour (2023) describe a learning
platform where users can explore and learn about the cyber threats that are present on
social media platforms today (p. 30). Digital-PASS is a gamified simulation-based platform,
where the users can play through different social media scenarios, either as a social media
user or a hacker. The users of Digital-PASS will gain valuable insight into how hackers look
for information, and how they use the information they are able to retrieve. When playing
as a social media user, they get valuable insight regarding what information they potentially
can and should not share, along with tips and advice to help them learn. Digital-PASS has
been through several phases of testing since 2018, and have received positive feedback for
being very realistic, as well as the testers showing increased awareness levels after testing
and using the platform (McHatton & Ghazinour, 2023, p. 30).

2.5 Summary and Literature Gap

For the technical countermeasures, these are mostly focused on what the social media plat-
forms could potentially implement as part of their security measures towards countering
social engineering on their platforms. The likes of policies, including passwords and multi-
factor authentication, could also be considered part of an organization’s effort towards re-
ducing the occurrence of social engineering attacks towards their employees on social media.
Considering the non-technical countermeasures, with the inclusion of training and awareness,
this is tailored towards organizations, whereas the gamified learning platform, Digital-PASS,
could be both for organizations and individual users.

When it comes to the individual responsibility aspect in the second research question, we
have not been able to identify any literature that covers this aspect. There is a plethora of
technical and non-technical countermeasures available for both the social media platform,
as well as organizations, but we would argue that the individual responsibility should be
equally emphasized, hence our desire to research this.
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2.6 Conceptual Framework

To best structure our research project, starting from the planning phase following every step
throughout the analysis and reporting the findings, the use of a framework is highly advised
to strengthen the validity and overall process of the research (Grant & Osanloo, 2015, p.
16). Grant and Osanloo (2015) argue that the analogy of the blueprint of a house, could
be considered with the use of a theoretical- or conceptual framework to aid in structuring
a thesis (p. 12). Just like how the blueprint of a house lays the foundation and dictates
the overall scheme of construction, a framework could largely be considered an equal to this
(p. 12–13). They describe further that a research plan, often in addition to a framework,
strengthen the study and ensures an organized flow between the chapters (p. 13).

Grant and Osanloo (2015) explain the differentiation between a theoretical- and conceptual
framework as theoretical frameworks derive from one or multiple existing theories, whereas
conceptual frameworks is usually an interpretation from other researchers that includes "best
practice"-variables and categories within a certain domain (p. 16–17).

2.6.1 Cybersecurity Culture Framework

In a previous small-scale pilot research project, we made use of the Cybersecurity Culture
Framework as our conceptual framework. Even though this framework, from Gioulekas et al.
(2022), is tailored more specifically to cybersecurity culture in particular, we have identified
that several of the concepts are also applicable in this research project. The framework is
presented in figure 2.1 below.

Figure 2.1: Figurative representation of the Cybersecurity Culture Framework (Gioulekas et al.,
2022)
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2.6.2 Our Model

With figure 2.1 representing the complete framework, we have identified that we will make
use of 17 concepts within the framework. In an attempt to determine the actual meaning
and description for each concept in the original framework, we found that Gioulekas et al.
(2022) referred to Georgiadou et al. (2022) for their detailed description of each concept on
the same framework. Through reading and evaluating each concept description, we deter-
mined which concepts we deemed fit for our envisioned aim for the research project.

In comparison to the original framework in figure 2.1, we have excluded three of the main
categories, which are Assets, Continuity, and Attitude. With the Assets and Continuity-
categories being mostly focused on physical measures and assets, in addition to overall busi-
ness management, rather than our organizational focus being employees, are the main reasons
as to why we have excluded these categories. Furthermore, with our focus on the individual
aspect being what private users of social media should engage in security-wise, we deemed
the Attitude-category unfit for this purpose, as this category focuses on the employee climate
and satisfaction in organizations.

To help visualize our framework as best as possible, we have dissected the original framework
and extracted the relevant concepts into a separate model, which is presented in the figure
2.2.

Figure 2.2: Our conceptual framework based on Gioulekas et al. (2022)’s Cybersecurity Culture
Framework
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In line with our three research questions, we have split the framework into three main
sections, with them being Platform, Individual, and Organization. In the Platform-box, we
dig deeper into what the platforms could possibly do to mitigate risks and what mechanisms
that could be implemented from their side (RQ1). The Individual -aspect of the framework
highlights the measures and concepts associated with what an individual have to familiarize
him- or herself with, when it comes to awareness and knowledge of both existing potential
risks and what an individual could to do mitigate the matter (RQ2). Finally, Organization,
aims to describe what an organization could do in order to raise the level of awareness and
knowledge of their employees, in addition to the policies and procedures on the subject. The
importance of addressing this topic derives from the fact that employees could pose a risk
to the organizations through their social media behavior (RQ3).

2.7 Related Work

In search of related work in relation to our research, we have found that Algarni and Xu
(2013) have a somewhat similar approach as us, with the emphasis on how social engineers
perform their attacks against users on Social Networking Sites (SNS) (p. 456–462). They
describe the social engineers’ method of approach through a phase-based and a source-based
model, where the phase-based method is used to analyze the different phases of a social
engineer’s approach to carry out an attack, as shown in figure 2.3.

Figure 2.3: Phase-based model of Social Engineering attacks in SNSs (Algarni & Xu, 2013, p. 458)

The other method of approach that Algarni and Xu (2013) refer to is the source-based model
(p. 650). Based on the first and fourth phase in the phase-based model in figure 2.3, where
there are several gates for an social engineer to take advantage of for information gathering
and connecting with the victim, these gates are described and explained in more detail in
this source-based model (Algarni & Xu, 2013, p. 649). This figure is shown in figure 2.4
below.
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Figure 2.4: Source-based model of Social Engineering attacks in SNSs (Algarni & Xu, 2013, p. 650)

Where our research differ from Algarni and Xu (2013)’s work is that we investigate what
technologies and measures that exist to secure users from the defender side, rather than
having the approach of an social engineer. In addition to this, we also want to highlight how
organizations could best educate their employees in safe use of social media, in an attempt
to mitigate the risk of a social engineering attack on social media.
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2.8 Limitations and Assumptions Based On The Literature

The aim for this closing section of the Background and Related Work -chapter is to provide
our limitations and assumptions that we have made, based on the literature. The research
areas and other subjects, such as Social Engineering and Social Media, are large and compre-
hensive, thus our decision to scope the larger areas to define more clearly where our attention
will be focused.

2.8.1 Social Engineering

As described in section 2.1, this term encompasses several aspects in the realm of cyberse-
curity. On this note however, we base our definition of social engineering on Wang et al.
(2020), where we see social engineering as an attack type to which attackers exploit human
vulnerabilities and trust to deceive individuals to provide them with or gaining access to
sensitive information through either physical or digital interactions (p. 85105).

Even though this definition is quite broad, we did not want to scope it further with the
focus on one single attack method, for instance, we believe that a smaller scope would result
in a case study, contradictory to our aim of the study, which is to get a holistic view of how
social engineering could be used in a setting and environment of social media.

2.8.2 Social Media

With the different definitions and the lack of a common consensus on the subject of what
social media actually entails, as highlighted in section 2.2, we see the need to define what
social media is for our research. The aim is not to provide a separate definition of social me-
dia, rather encompassing which definitions we associate social media with, as well as which
types of social media we will explore for our research.

As briefly mentioned in section 2.2, Aichner et al. (2021) have conducted a thorough re-
view of the change in definition of social media over the years (p. 215–222). In this study,
we have made the decision to adopt two separate definitions that we would argue fit well
both for our interpretation of the term, in addition to how they fit into our research.

I) [...] we define “social-media” as Web sites and technological applications
that allow its users to share content and/or to participate in social networking
(Leyrer-Jackson & Wilson, 2018)

II) [...] we define social media as any online resource that is designed to facil-
itate engagement between individuals (Bishop, 2019)

These two definitions from Leyrer-Jackson and Wilson (2018) & Bishop (2019), respectively,
both address the aspects of bonding and networking over social media, but we argue that
Bishop (2019)’s addition of "engagement between individuals" added to the definition of
Leyrer-Jackson and Wilson (2018) for the better, in regard to our research.

Lastly, as there are a number of different social media platforms available, we have de-
cided to focus mainly on Facebook, X (formerly Twitter) and LinkedIn as our social media
platforms of choice. Even though we have this selection of platforms that would be focused
on in the interviews - if the respondents were to suggest possible topics related to other
similar platforms, we would not exclude these statements, but consider them if we were to
encounter this situation.
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Chapter 3

Methodology

In this chapter, we cover the methods and procedures which have been used in this research
project. The first of two main methods is a systematic literature review (SLR) process,
which was the basis for conducting the literature review and identifying research gaps, as
described in chapter 2. The second main method is a qualitative research approach, in order
to collect and analyze the empirical data, which is presented in chapter 4.

3.1 Systematic Literature Review (SLR)

Webster and Watson (2002)’s title "Analysing the Past to Prepare for the Future" is quite
a descriptive summary of what the realm of literature review encompasses. The aim is to
uncover what other researchers have been investigating in the past, as well as reporting and
highlighting this to further build your own study (Webster & Watson, 2002, p. 93).

Other researchers, such as Templier and Pare (2015) and Rowe (2014), have constructed,
what they refer to as, a general procedure (Templier & Pare, 2015, p. 116) and a set of tasks
(Rowe, 2014, p. 246), that point out the key aspects to the process of a literature review.
Even though these processes are considered to be different from one another, they still are
based on somewhat the same concepts, but with different wording, such as "Formulating the
problem" (Templier & Pare, 2015, p. 116) and "Selecting a research question" (Rowe, 2014,
p. 246).

3.1.1 Method

To carry out our SLR, we have decided to follow Xiao and Watson (2019)’s guidelines for
conducting SLRs (p. 93–112). The reason as to why we have opted for these guidelines, in
particular, instead of the aforementioned alternatives in the previous paragraph, is due to
its streamlined process, which is easy to follow. This process is illustrated in the figurative
overview (figure 3.1) from Xiao and Watson (2019) (p. 103).
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Figure 3.1: The systematic literature review process (Xiao & Watson, 2019, p. 103)

3.1.2 Review Protocol

A review protocol can often be seen as the blueprint for how you are conducting your
literature review, in comparison to a research design in social science studies (Xiao & Watson,
2019, p. 103). According to Xiao and Watson (2019), the review protocol should include
and describe the following elements of the literature study: Purpose of the study, research
questions, inclusion criteria, search strategies, quality assessment and screening procedures,
and strategies for data extraction, synthesis and extraction (p. 103). The purpose of the
study and research questions are covered in section 1.

Inclusion Criterion

The research questions should be the basis for developing inclusion criterion for the literature
review (Xiao & Watson, 2019, p. 105). These criterion act as guidelines for the researchers
when selecting literature for the review - any irrelevant literature can be excluded based on
the inclusion criteria (Xiao & Watson, 2019, p. 105). Our inclusion criterion consists of the
following:

• It must be written in either English or Norwegian

• It must be relevant to our topic or sub-topics related to social engineering or social
media

• The literature must have been cited at least once

• Literature must be accessible to everyone, or accessible through the university
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3.1.3 Literature Search

The literature study is heavily reliant on the literature you find. A lack of dedication to the
literature review, can often result in your review not being up the the required standards
(Xiao & Watson, 2019, p. 103). According to Xiao and Watson (2019) there are three major
methods of collecting literature being, through electronic databases, forward- and backward
search (p. 103). In this literature review, we have aimed to use all three of these methods,
and we will in the coming section describe how each of the methods have been utilized.

Figure 3.2: Overview of keywords used in SLR

Electronic Databases

Searching through multiple different reputable electronic databases has been our main meth-
ods of collecting literature. We have tested multiple electronic databases, and ended up using
Web of Science as our main database, as well as ProQuest and Scopus as supplementary
databases. We have used multiple search words, which can be seen in table 3.2, to search
for relevant literature. Most of the articles, included in section 2, have been found using the
three main keywords, Cybersecurity, Social engineering, and Social media, in some combi-
nation. Along with these three main keywords, we have used other supplementary search
words, to further narrow down the searches, where this has been necessary. From the results,
we picked out each article which had an interesting title, to include for further screening and
assessment.

Backward Search

Backward searches are applied to find relevant research cited in the already identified articles
(Xiao & Watson, 2019, p. 104). We have through the SLR process conducted backward
searches on multiple of the articles found during our search of the electronic databases. The
backward searches we have conducted have yielded seven articles, which have been included
for further use.

Forward Search

When conducting a forward search, researchers look through all of the already reviewed
articles, looking for new articles which have cited these (Xiao & Watson, 2019, p. 104). We
have attempted to perform forward searches during the literature review, without it yielding
any extra articles to include.
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3.1.4 Screen For Inclusion

During the literature search, the need for further screening, in order to decide which articles
are suited for further inclusion is imperative, to ensure the relevancy of the articles (Xiao
& Watson, 2019, p. 105). Xiao and Watson (2019) propose an efficient two-step process to
review the literature, where researchers start with reviewing the abstract of the article and
comparing it to their inclusion criteria (p. 105). Every article we have picked out based on
the title have been review based on the abstract, prior to further analysis.

3.1.5 Quality Assessment

The last stage of the two-step process is to review the quality of the literature, which is
done by performing a full-text review (Xiao & Watson, 2019, p. 106). Before including the
articles for our final analysis and data extraction, we have read through each article, and
excluded those who did not fit this research project. The entire process of the literature
review have been summarized, and can be seen in figure 3.3.

3.1.6 Literature Search Result

To wrap up the SLR-process, we provide figure 3.3 consisting of the number of articles at
different stages in the process. The bottom left box represents the net total of articles that
was included in section 2.
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Figure 3.3: Overview of the literature search result

3.2 Research Approach

Following the chosen literature study, described in the previous section, we will now provide
an overview of how we have structured our research project and a description of the employed
research approach.

3.2.1 Qualitative Approach

When it comes to the differences between the two main approaches of research, quantitative
and qualitative, we have opted to use Bryman (2016)’s rule of thumb, which he describes
as the first approach summing up the results with numbers, whereas the other one makes
use of words for this purpose, respectively (p. 375). Qualitative research is better suited
for phenomenon that does not have any specific boundaries or apparent ties to their context
(Recker, 2021, p. 114). Opposed to quantitative research, where the general aim could
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be described as retrieving quantifiable data to test the assumptions and hypotheses, before
generalizing the findings, a qualitative research emphasizes every observation, statement and
any unique finding, and does not generalize these findings to camouflage them as part of a
statistic (Recker, 2021, p. 114).

We would argue that these differences described by Bryman (2016), aligned with our initial
ideas from the start of this research project, where we did not want to generalize our findings
and quantify them - on the contrary, emphasize every finding in an attempt to answer or
provide possible solutions to the research area.

In the following section, we determine and justify the choice of research approach, not only
by Bryman (2016)’s rule of thumb, rather a more detailed description of the differences.

3.2.2 Rationale For The Qualitative Approach

Bryman (2016) provides a table (3.1) that summarizes some of the key contrasts between
quantitative- and qualitative research (p. 401).

Quantitative Qualitative
1 Numbers Words
2 Point of view of researcher Points of view of respondents
3 Researcher distant Researcher close
4 Theory testing Theory emergent
5 Static Process
6 Structured Unstructured
7 Generalization Contextual understanding
8 Hard, reliable data Rich, deep data
9 Macro Micro
10 Behaviour Meaning
11 Artificial settings Natural settings

Table 3.1: Overview of the key aspects in "Some contrasts between quantitative and qualitative
research" (Adapted from (Bryman, 2016, p. 401))

When outlining our study’s objective to how and what we aim to achieve during this period,
based on table 3.1, we aim to describe our findings and results with words (1). We aim to
get insight regarding the topic from the respondents’ point of view, ideally without guiding
them towards a desired answer from our part (2). With the inclusion of semi-structured in-
terviews (6), along with us being the interviewers, we are more likely to build some kind of a
relationship to the respondents (Bryman, 2016, p. 401), which effectively makes us closer to
the respondents (3), unlike by the use of questionnaires, where these kinds of studies usually
sends out a pre-made questionnaire with little to no contact between the respondents and
the researchers outside of the invitation of participation.

Bryman (2016) describes that Theory testing refers to quantitative researchers that em-
ploys a framework and other concepts to base their research on, whereas theory, more often
than not, emerges from qualitative research; that is at least the purpose of it (p. 401). We
would argue that we adopt aspects of both quantitative- and qualitative, as we base our
research project on a framework, but also the inclusion of new emerging concepts (4). For
the fifth measure, Static and Process, we are somewhere in the middle of them, with Static
referring to the depiction of a static image of the social reality, where the dependencies and
relationships amongst the variables are emphasized, whereas Process depicts events over time
along with the respondents’ interactions in social settings (5) (Bryman, 2016, p. 401).
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Bryman (2016) synonymizes quantitative- and qualitative research as Generalization and
Contextual understanding, respectively (p. 401). Where quantitative research aim to gener-
alize and quantify all findings, the qualitative approach aims to get a better understanding
of behavior, values, beliefs and other similar concepts (p. 401). The aim for this research
project fits best with the description of qualitative research, where the emphasis on a more
comprehensive understanding is desired (7).

By the use of interviews, the level of richness and understanding of the data you are able to
retrieve from the respondents, are typically better suited to gain a contextual understand-
ing, along with the presence of the researcher throughout the interview would often result in
richer data (8) (Bryman, 2016, p. 401). With a relatively small amount of respondents, we
would not be able to draw any universal trends or conclusions, but a more focused small-scale
aspect of the topic (9) (Bryman, 2016, p. 401).

In qualitative research, the aim is often to gain better insight into the rationale and ac-
tual meaning behind the topics, through in-depth analysis of the individuals, rather than
only collecting opinions without context (Bryman, 2016, p. 401). Lastly, "normal" human
interaction sets the standard for natural settings, rather than artificial settings, which usu-
ally entails the use of a PC or other constrained environments to answer a questionnaire, for
instance (11) (Bryman, 2016, p. 401).

With the descriptions of the key aspects between quantitative- and qualitative research
as a foundation, it became more clear how we wanted to structure our project. Due to the
nature of our research questions, with them being more exploratory and requiring a contex-
tual understanding to best analyze this research area, along with our desire to gain more
in-depth and rich data through direct human connections, we have opted for a qualitative
approach. We do believe that it could be possible to structure this research project as both a
qualitative- and quantitative study, but we would argue that a qualitative approach explores
the possibilities to a better degree, in addition to it aligning with what we aim to achieve
through this research project.

3.3 Intellectual Reasoning

When conducting a research project, Recker (2021) provides an explanation as to how the
inclusion of a plan that describes your approach for collecting, measuring and analyzing
the data, and how that will tie to the research question(s) (p. 39–47). This further builds
into the three main methods of intellectual reasoning, which are induction, deduction, and
abduction (Recker, 2021, p. 39).

The purpose of defining the type of intellectual thinking comes down to what conclusions
and outcome the researcher aims to provide from the research project (Recker, 2021, p. 40).
As described in the previous section, regarding qualitative research approach, our aim is to
emphasize all important findings through our interviews, and not generalize the results for
them to merely be a part of a statistic.

Recker (2021) describes that deduction refers to basing your research on known theory and
the efforts of connecting the known theory and your observations (p. 41). He refers to
induction-based reasoning as drawing general conclusions from a set of observations, most
commonly with an aim to formulate "new" theory from the research (p. 40). As a general-
ized difference, Recker (2021) further categorizes induction and deduction as exploration and
validation, respectively (p. 43). On one hand, we approach our research with delving into the
literature to both support and reference our findings from the interviews, which corresponds
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with the validation approach (deduction). On the other hand, we are also susceptible for the
theory and practice to contradict one another, which is where the elements of exploration (in-
duction) have the potential of being introduced, based on the findings through our interviews.

In short, looking at the differences between the intellectual reasoning methods, we would
categorize our aim of the project as mainly deduction-based, but with elements of induction,
more specifically an inductive conceptual framework (figure 5.1), in addition to supporting
articles on the emerging concepts from chapter 4.

3.4 Research Design

As referred to in the previous section, 3.3, Recker (2021) describes the emphasis on a plan
for conducting research (p. 39-47). When choosing a research design, which essentially is
the basis for a methodological plan for the research, Recker (2021) includes an overview with
the key elements to consider into your research design (figure 3.4).

Figure 3.4: Research design decisions (Recker, 2021, p. 45)

Aim could be considered as the overall aim to your research, in the ranges of exploration
and explanation (Recker, 2021, p. 46). We would consider our research somewhere in be-
tween them, where we want to both explore the options for securing users of social media
against social engineering attacks, and try to explain what measures that are most effective
to mitigate the risk, both from a technical-, individual-, and organizational perspective.

Method, as described in detail in section 3.2.2, we have opted for the qualitative approach.

Boundary tends to differentiate between case-related and statistical studies. In relation
to the choice of research approach, we do not aim to summarize our findings in a statistical
manner, rather emphasizing all relevant findings, without the quantification of them. At the
same time, we would not categorize our research as strictly case-related, as we do not look
into and make use of a case. We would argue that our research does not have any aspects
of either case-related study nor a statistical lens to it, hence making this element obsolete.

Setting refers to the location the research will take place, either in the field or in a laboratory
environment (Recker, 2021, p. 46). We aim to gain insight from personnel in organizations,
hence our research taking place in the field.

Timing focuses on the time aspect with cross-sectional and longitudinal, where cross-
sectional refers to several cases at the same point in time, whereas longitudinal focuses
on the same case over a longer period (Recker, 2021, p. 46). Our research do not fit ex-
clusively into one or the other, where we would define our research as having one case that
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we got insights into from several individuals in organizations at different points in time. We
did not have an overview or control over the prerequisites that the individuals have, merely
their interest in participation to our research.

Outcome refers to descriptive- and casual presentation of the research area, where descrip-
tive presentations aim to describe undiscovered phenomenon, whereas casual presentations
aim to explain why the research area or the phenomenon manifest as it is known to do
(Recker, 2021, p. 46). Based on these differences, we would argue that we have a mix of
both, where we aim to discover something new through our research.

Ambition differentiates between analyzing and designing, with analyzing referring to inves-
tigating the root causes of a problem and designing referring to the design of a solution or
an artefact (Recker, 2021, p. 46). For this research, we have chosen to analyze the topic,
rather than providing a solution.

3.5 Data Collection

Based on the seven key elements from Recker (2021), we have concluded with the use of
semi-structured interviews, which will be discussed in this section, along with the overall
data collection phase, including respondents and the interview process.

3.5.1 Semi-Structured Interviews

With the use of interviews as part of this research project, a semi-structured approach is the
most common (Recker, 2021, p. 118). A semi-structured interview usually aims to address
the research topics, along with potential follow-up questions based on the answers given
by the interviewee. In comparison to a structured interview, there is merely a strict set
of pre-planned questions that will be asked. There is also an approach called unstructured
interviews, where there is no agenda or aim for the interview, but more a conversation and
creating an environment for discussion (Recker, 2021, p. 118).

Based on the explanation of the three different interview approaches, our chosen interview
approach is somewhere in between structured- and semi-structured interviews. We have a
pre-planned set of questions that will address the topic, basically an interview guide, which
are sent to each potential interviewee for them to familiarize themselves with the topic, in
addition to them having the right mindset coming into the interview. The semi-structured
aspect is included by the means of the opportunity for follow-up questions, from our side, to
interesting statements or sub-topics from the interviewees. The interview guide is presented
in appendix A, and the consent form follows in appendix B.

With the inclusion and mix of both structured- and semi-structured aspects to the inter-
views, we would argue that we lean more towards a semi-structured approach. Even though
we base our interview on the pre-planned questions, these questions are created in a manner
that could start a discussion and does not necessarily have a concluding answer to it. Based
on this, the nature of the interviews could vary largely, depending on how each interviewee
express themselves.

3.5.2 Respondents

To help us answer our research questions, we have interviewed a diverse array of people,
related to either cybersecurity, social media or communication. During our data collection
process, we have interviewed ten individuals from different related professions, including
cybersecurity consultants, senior advisors, communication advisors, researchers and experts
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in the field of social media and cybersecurity. A list of the respondents can be seen in table
3.2. This group of respondents have given us a holistic view of the research problem, ensuring
coverage from multiple perspectives.

Respondent Job Title
R1 Cybersecurity Consultant
R2 Senior Advisor Social Media
R3 Security Advisor
R4 Cybersecurity and Communications Researcher
R5 Cybersecurity Expert
R6 Special Advisor Security
R7 Cybersecurity Expert
R8 Communications Expert
R9 Social Media Researcher
R10 Cybersecurity and Social Media Expert

Table 3.2: Overview of respondents and their job title

3.5.3 The Interview Process

To gather a pool of respondents, we started out by reaching out to several different orga-
nizations, both in the private- and public sector, in addition to possible respondents in our
own networks. Along with the invitation, we also sent both the interview guide and consent
form, providing the possible respondents a chance to familiarize themselves with both the
topic and questions, as well as reading our term and conditions before the interview.

All interviews were conducted digitally using Microsoft Teams, with both of us attend-
ing each interview, leading five interviews each. The other interviewer that did not lead the
interview was responsible for starting and stopping the recording, as well as the transcription
in Microsoft Teams. He also took notes during the interview, and was also able to ask any
follow-up questions on interesting topics.

The interview itself was divided into three parts. The first part focused on the respon-
dent’s educational level and their job position and work experience. The first part also
included questions regarding their level of trust in social media platforms to protect them,
as well as questions regarding the risks associated with the usage social media platforms.

The second part of the interview focused on the research problem of our master thesis -
social engineering in social media, and how to this can be mitigated. The respondents were
presented with questions about the use of social media in social engineering attacks, whether
they think it is being used or not, along with which techniques they think are being used,
and what they see as the most effective. The rest of the questions, in this second part of
the interview, was tailored more towards the research questions being the responsibility of
protecting users of social media, and how to mitigate the threats of social engineering in
social media, from a technical-, individual-, and organizational level. As a wrap up for the
second part of the interview, the respondents were asked if they had anything else to add in
regards to the topic.

In the third part of the interview, we asked for feedback on the interview process itself.
The recordings of the interviews were stored in a private team in Microsoft Teams, which
only the owners of the master thesis had access to. When the analysis of the interviews was
complete, the recordings were deleted from Microsoft Teams. The interviews varied greatly
in length, with the shortest being 18 minutes, and the longest being 1 hour and 17 minutes.
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3.6 Data Analysis

In qualitative research, data analysis can be seen as a way of making sense of the collected
data (Recker, 2021, p. 120). During a qualitative research study, the share amount of data
collected are typically massive, and knowing what parts of the data are useful and interesting
can be extremely difficult (Recker, 2021, p. 120). One may use a variety of tools to analyze
the data, but what is most important is the choice of analysis technique (Recker, 2021, p.
120). According to Recker (2021), there are five main analysis techniques used for analysing
qualitative data, being Coding, Memoing, Critical incident analysis, Content analysis, and
Discourse analysis (p. 120). We have chosen to use coding as our analysis technique, which
we will describe further, after addressing the transcription process.

3.6.1 Transcription

All ten interviews have been recorded and transcribed automatically by Microsoft Teams
during the interview itself, and we have also used a tool from the University of Oslo (UiO)
called Autotekst. We found that the quality and accuracy of the transcription in Autotekst
was higher than Microsoft Teams’ version, hence our decision to make use of the versions
from Autotekst. In general, Autotekst provided transcriptions of higher accuracy of both
Norwegian- and English speaking interviews. As we have six Norwegian speaking respondents
out of the group of ten, finding a tool which handled Norwegian transcription well, was
important. We were recommended to use Autotekst from UiO, both from other students, as
well as one of our interviewees. After each interview was transcribed by Autotekst, both of
us went through the transcriptions manually, looking for and fixing any inaccuracies made
by the transcription tool.

3.6.2 Coding

As previously mentioned, we have chosen to use coding as our analysis technique. According
to Recker (2021), this is one of the most common techniques for analyzing qualitative data
(p. 120). Coding is used to reduce the massive amounts of data, gathered during a qualita-
tive study, into more meaningful and usable information (Recker, 2021, p. 120). Coding is
also the first part in a three-step process of qualitative data analysis, called data reduction
(Recker, 2021, p. 122).

During the first step of the process, we used a tool called Nvivo to code our empirical
data. In Nvivo, we created categories, based on the conceptual framework and the research
questions, were we could dissect each interview and extract all interesting and relevant in-
formation and statements, and map them to the relevant categories. The categorization
in Nvivo made it easier to organize the information in a systematic manner, which greatly
helped us when extracting the relevant information later in the process.

The second part of the three-step process is Data Display, where the data is extracted from
the coding state into a more easily readable format (Recker, 2021, p. 122). During this stage
of the process, we extracted each interesting statement and data already identified through
Nvivo, and created categories to gain a better overview for further use. With the creation
of categories, the statements and data were better structured, hence making it easier for us
to navigate when extracting statements for inclusion in chapter 4.

The last step in this three-step process is Conclusion-Drawing and Verification, this is where
researchers validate the gathered information with other sources of data collected during
the research project (Recker, 2021, p. 122). The conclusion to our research is included in
chapter 5, where we compare the empirical data, with the findings from the SLR, to address
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the differences and potential contradictions between the two sets of data.

3.7 Limitations, Ethical Considerations and Potential Challenges

When conducting a small-scale research project within a tight time constraint, addressing
project limitations, ethical considerations, and challenges is imperative to scope our work
more precisely. This section outlines the challenges and considerations we anticipated, in-
sights gained during interviews, the adjustments we made during the process, in addition to
how these factors influenced our thesis, along with potential impact of omitted measures.

3.7.1 Challenges in Data Collection

With our research project being mainly deductive-based, as described in section 3.3, as well
as adopting semi-structured interviews as our choice of data collection method, we realize
that the questions we are asking in the interviews have the potential of being biased, essen-
tially leading to an answer that we are searching for to confirm or validate our literature.
Recker (2021)’s differentiation between inductive- and deductive approaches, which he de-
scribes as exploration and validation, respectively, further describes this challenge, where a
deductive approach seeks to validate (p. 43). This might be considered a potential weakness
to the deductive-based approach, where the aim is to validate the literature - to conduct
a literature study, which then might influence what questions are being asked or in which
manner they are presented, in the data collection stage.

To address this challenge, we made the decision to formulate questions in a manner that
is quite open and creates the opportunity for discussion, rather than steering our respon-
dents in a certain direction. One could argue that this is where an aspect of the inductive
approach is introduced, with Recker’s synonym to inductive being exploration. Recker (2021)
describes that all research projects will have some kind of a combination between inductive,
deductive and abductive methods in either stages of the project (p. 42). With this statement
from Recker in mind, we would still argue that our research remains deduction-based, but
with the introduction of some inductive methods.

Another challenge that we abruptly encountered after constructing the interview guide with
the questions we planned for our interviews, was to actually recruit relevant personnel. In
the planning stage of this research project, we envisioned that we wanted to interview cyber-
security personnel explicitly, to gain valuable insight into the security aspects of the relation
between social engineering and social media. Our initial target group of cybersecurity per-
sonnel were hard to reach within the restricted time frame, requiring us to broaden the scope
and recruit experts elsewhere. Even though we initially regarded this as a potential weakness
to our study, we are quite certain that this forced alteration turned out for the better. It led
us to recruiting a more diverse array of personnel, as we touched upon in section 3.5.2.

With this diverse array of personnel, we were also interested in getting their feedback on the
interview process and also the dialogue, flow of communication and other actions leading up
to the actual interview. This was both to unveil potential improvements that we could make
as we conducted the interviews, in addition to gain a sense of understanding of our ability
as interviewers. As we have not had any experience with similar research projects in the
past, only a smaller-scale quantitative pilot study, we appreciated all feedback and insight
into both the positives and what we could improve upon.

What we also have identified as a largely positive factor in our research project, is the
fact that we have been a group consisting of two. We believe that we are able to cover
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more important aspects when discussing together, rather than weighing the pros and cons
individually. We will explain what we have done in practice in greater detail in the coming
sections.

3.7.2 Challenges in Data Analysis

When it comes to data analysis, which essentially is analysis of the interviews, there were
certain precautions and measures that we had to consider in regard to the validity and
reliability of the project. It is important to highlight the measures and methods to best
ensure validity and reliability regarding both the data collection and -analysis, and to be
transparent about the process in which we have carried out the project.

Reliability

Grønmo (2016) describes that there is a lack of standardized methods for measuring the data
reliability, but emphasizes that one could determine the reliability through evaluating the
stability of the data (p. 248–249). We have made use of several steps to evaluate the stability
of the data, where the first step was to synchronize the transcripts with the recording of the
interviews. The way we did this was that we split the number of transcripts and recordings
in half (five each). When we had finished the five, we swapped this set of transcripts and did
the exact same process, only with an improved version of the transcripts to assess the quality
and identify potential slip-ups or misinterpretations to the pronunciation of the respondents.

After assessing and proof-reading all of the transcripts, we used Nvivo to code and cate-
gorize the data, which is explained in section 3.6. To further assess the stability of the
data, we decided that both of us coded every transcript separately before coming together
and comparing the results. This process is also known as an Intercoder reliability (ICR).
O’Connor and Joffe (2020) describe that ICR refers to the level of agreement that different
coders have on the same data, and that this ensures transparency to the process, in addition
to better cover all relevant aspects of the data in question (p. 2–3).

Initially, we thought about splitting the workload in two, to make the process more effi-
cient and get on with the analysis, but we are very satisfied with our decision to apply the
ICR-method. When comparing our results, we identified some discrepancies to our two sets
of coding and categorization, which might have been overlooked and then excluded entirely
if we were not to use this ICR-method. Even though it was time consuming and double the
workload, we would still recommend to make use of this in a group setting, regardless, to
enhance the reliability of the analyzed data and the overall coding process.

Validity

The conceptual framework, presented in section 2.2, acts as a foundation for the research
approach. The main reason as to why we argue that the use of a framework is important,
is to ensure that there are certain guidelines, in terms of topics within the domain, that
are predefined, instead of improvising relevant terms without any material to refer back to
when rationalizing decisions. As touched upon in section 2.6, Grant and Osanloo (2015)
compares the use of a framework in research to the blueprint of a house (p. 12). We
argue that the adaptation of the Cybersecurity Culture Framework from Gioulekas et al.
(2022) and its detailed description of the concepts from Georgiadou et al. (2022), increases
the validity of our research through ensuring that we cover relevant topics within the domain.

With the use of the conceptual framework, we have also used this as a foundation for creating
the questions that we asked the respondents in the interview. In the process of creating and
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selecting questions to include in the interviews, we found it very helpful to have an array of
topics for reference, while also this increasing the validity through ensuring that the ques-
tions are based on the conceptual framework. Although there are questions regarding the
level of trust and the perceived risks that the respondents have regarding the topic of social
engineering and social media, we have considered these questions as a segue and a means of
getting the respondents started on the topic, rather than something of utmost importance
to the research.

The focus area for selection and recruitment of respondents to our interviews became con-
siderably wider than we anticipated initially, but what we believe happened for the better.
In hindsight, we argue that recruiting personnel from a variety of sectors and work positions
helps the researcher in gaining a more holistic view of the research area. In comparison to
if the researcher were to interview a restricted set of people within the same department
or whom share the same work title, that could be considered borderline niche, there are
probably a smaller chance of gaining a variety of views and opinions, as they most likely
discuss and share their opinions and perceptions internally, and take inspirations from each
other. In relation to validity, the recruitment of personnel from several different sectors and
companies, increases the external validity, instead of creating an environment of internal
validity.

3.7.3 Ethical Considerations

On the note of identify potential identifiable statements or other insight that could be harm-
ful in some way, there are also other ethical considerations that we are responsible for. With
the nature of this research project being based around voluntary participation, the impor-
tance of gaining the respondents’ consents was necessary. This was done through a consent
form, which was also part of our application to the Norwegian Agency for Shared Services
in Education and Research (SIKT). This application did not only contain the consent form
to which we sent to the respondents to sign, but also an interview guide, in addition to a
description of the data storage.

This consent form describes our motivations with the research projects, as well as the respon-
dent’s rights, in addition to details regarding anonymity and how we handle their personal
information. The respondents were also given the possibility to withdraw their consent until
May 10th 2024. Our reasoning as to why we set a deadline for withdrawal is so we would
have the time and possibility to remove all of their information from every stage of the pro-
cess - all the way from transcriptions to the results. The deadline for withdrawal, and our
reasoning behind it, was approved by both our supervisor and SIKT.

As described in section 3.5.3, we conducted all of our interviews using Microsoft Teams.
When inviting our respondents to a meeting, we made a conscious decision to not enable
automatic recording of the meeting. Even though the respondents had signed on the fact
that the interview was going to be recorded, we still wanted a final word of consent in the
meeting before starting the recording. This was both to remind our respondents once more
that everything they say and do will be recorded, in addition to ensuring that there are no
technical issues before the recording starts.
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Chapter 4

Empirical Findings

In this chapter, we present our empirical findings, which have been collected using semi-
structured interviews with our ten respondents, as described in section 3.5. Through the use
of our adaptation of the Cybersecurity Culture Framework and its categories (figure 2.1), we
analyzed the transcripts and extracted the most interesting views and statements, which are
presented in this chapter, through the research questions and the aforementioned conceptual
framework. This chapter starts off by looking into the level of trust the respondents have
in social media’s capability of ensuring their security and privacy, as well as what risks they
associate with the usage of social media platforms. The structure for the rest of the chapter
will be based on the three research questions, addressing them accordingly. All respondents
are refereed to as R and their corresponding number.

4.1 Trust and Risk Associated With Social Media

Even though the trust and risk aspects are not a part of the research questions, our rationale
for including questions of these aspects is both to create a foundation and the potential to
gain new insight to the overall topic that we did not consider initially. The general perception
of the respondents on the level of trust by using social media can be described as low. The
risks, however, are considered to be very high.

4.1.1 Trust

Addressing the level of trust, with the general perception being low, when confronted with
the question, R3 abruptly answered:

"The short answer is no. I do not have that. Both Facebook, Twitter and
LinkedIn have had data breaches in the last ten years. [...], where customer
data has been lost."

Along with R3, several of the other respondents also expressed concerns with trusting social
media platforms - some just blatantly stating that they do not trust these sorts of platforms,
and others had some more interesting views on the topic, more specifically an economical
aspect. R5 also answered that they do not trust these platforms, but with a different rea-
soning than the previous statement from R3:

"No, I don’t. I’m just thinking these companies have a purely economic interest
in what they do on privacy and security. [. . . ] the level they provide will be
the level that is either mandated by regulations, and even that is questionable
[. . . ]."
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The economical aspect of this statement is very interesting, and this was further supported
by R7, who do not directly mention the economical aspect, but clearly believes that these
platforms will do what they need to, and what is expected from them, but nothing else:

"No, I do not [trust social media platforms]. I trust that they will take care of
their own security beyond their own needs. And then they do what is required
from them in regard to societal needs and regulations, but not more than that."

Even though social media platforms might not do more than what they are required to, we
live in a time and world where social media have become a crucial part of many peoples
lives. R10 touched upon this balance in their response:

"We can’t fully trust social media, but we need it. So that is the balance."

The balance between trusting these platforms and the need for them can be extremely thin
and hard to manage. This point is further elaborated by R9, who does not completely trust
these platforms, but mentioned something which we as consumers might not think about:

"Not quite [trust social media platforms]. But yeah you kind of like [trusting]
by using them [social media platforms] you kind of like blindly assume that
you’re going to be okay until you’re not."

To sum up, the respondents generally do not trust the social media platforms to ensure their
privacy and security, anyhow the fact that people keep on using them, means that they trust
these platforms to some extent, whether they think about it or not. The hard truth is that
people need these platforms; people are progressively becoming dependent on social media
in their everyday life and an absence from these platforms is not an option for most people.

4.1.2 Risk

Social media brings a lot of advantages with them, but there are various risks associated
with using them, and the risks a user exposes him- or herself to through usage of social
media are plentiful. R3 discussed the high risks of using social media, along with sharing
their thoughts on the use of these platforms, from a penetration tester’s view:

"I would say that it is generally quite high risks in using such platforms. [...] if
I see it from a penetration tester’s perspective, if you are going to attack either
an organization or a person, social media is one of the first places you start to
look for information."

The risks associated with sharing personal- and sensitive information tie in to other respon-
dents’ answers, more specifically the answer given by R9:

"There is a risk of exposure. Everything you put out there, everything you react
to can be used for or against you."

Generally the respondents focused a lot on risks in regards to the information a user pub-
lishes on these platforms, and the consequences you might suffer from posting information
on social media. Along with that, they also mentioned risks like, phishing, impersonation,
consuming disinformation or misinformation, and social engineering.
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When the respondents were asked whether they believe there are any differences in risks
using social media for private and work, R5 gave a reflective answer:

"I’m tempted to say yes and no at the same time, because on the abstract level,
the risk for private and for business use is entirely the same. So, there’s a
plethora of things that can go wrong,[. . . ]. However, the consequences that you
face differ."

R5 further elaborated this, giving an example of how a private user might post something
that only their friends will see, where an organization posting or sharing something that
they should not on social media, might damage their reputation or market. These comments
from R5 are mostly in line with other responses given by the other respondents, with them
also stating that the risks might be the same, but that the consequences differ.

4.2 Platform

After getting the respondents started with questions regarding their trust in social media
and the perceived risks associated with it, we move on to the main part of the interview,
where we aim to address the three research questions through several sub-questions. Follow-
ing our conceptual framework, the first research question builds into the Platform-box (see
2.2). The first research question is as follows:

RQ1: Which technologies and measures exist to help secure users of social media platforms
from social engineering attacks?

Several key themes have become central throughout the analysis of RQ1. The first one
is Technical Possibilities, which entails technologies and measures that can be implemented
from the platforms. Secondly, Artificial Intelligence, addresses how AI and machine learning
can aid in mitigation of social engineering. Implemented Platform Security and Economic
Interests refers to regulations, obligations, and economic aspects. Lastly, the Interrelation
between Technical- and Human Aspects, in relation to implementing measures of technical
and non-technical sort.

4.2.1 Technical Possibilities

In regard to the technical possibilities, several of the respondents stressed the need for certain
password requirements, encouraging the use of a password manager, various multi-factor au-
thentication options, and enabling login alerts that directly tie to the users of social media.
R2, amongst others, discussed the topic of filtering and safe-listing, where R2 reflected on
the internal browsers that several social media platforms have integrated:

"If you click [on a link] in the platform, it will render an internal browser in the
application. It is obvious that you might gain access to something that might
not be good. [. . . ] The first thing that comes into my mind is that the filters
have to work well, and maybe some kind of sealing, safe listing of domains. I
don’t know how this would work in practice. It could potentially be an exclusion
machine that would receive a lot of critique."

Even though R2 reflected on this suggestion that it may be an exclusion machine, meaning
it could result in excluding legit and non-malicious websites. It could still be a possibility to
limit the access or filter certain domains, especially of which are illegal or damaging in some
way.
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Several respondents discussed a huge risk when using and being engaged with social media -
fake accounts. This is usually a profile where the social engineers hide behind, and could be
either compromised accounts of victims, or fictive accounts with some compromised infor-
mation to make this account seem more legit. The topic of unique identification, in relation
to the creation of fake accounts, is brought up explicitly by R2:

"Regarding setting up accounts - I wouldn’t want to sign on with BankID when
I’m logging in to Meta myself, but I’m sure that this type of hard [unique] iden-
tification could solve some issues."

With BankID being a unique national identification method in Norway that the majority of
the Norwegian residents utilize to for authentication reasons, in addition to enter banking
and other sensitive public services, R7 discussed other methods of identification that does
not tie to your personal identity:

"[...] there have also been some variants of verified accounts and such, but they
usually charge you for this, and then it is only companies that would choose to
pay for such features. Companies and celebrities, politicians and such."

This type of verification is not considered as unique identification, where unique identification
calls for personal information, such as social security number or similar uniquely identifiable
to your individual. There are similar verification features on LinkedIn and Instagram, where
you can get a verification badge on your profile if you fulfill certain criterion.

4.2.2 Artificial Intelligence (AI)

The use of AI, and its potential pros and cons, is brought up as part of the technical mea-
sures from the social media platform’s side. The areas of application ranges from filtering, as
touched upon in the previous section, to performing sentiment analysis and behavioral anal-
ysis of the users of the different platforms. On the other hand, the concern for AI-generated
content is also mentioned, along with the potential use of AI as an assistant for attackers.
R10 summed it up as:

"[...] AI for attacking and AI for generating malicious content or AI for pro-
tecting."

R9 discussed an analogy in relation to AI, which also further builds to the statement of R10:

"Like everything, it [AI] kind of depends on how it is used and how it is de-
signed and for which purpose. The problem with security [and AI] is that it
is indeed a blade like a double [edged] sword. [. . . ] Because [. . . ] what can
be used for good can also be used for the wrong purposes. As long as artificial
intelligence is supervised it is used as an assistant to the human component
[then it could be possible]."

Other respondents are doubtful whether the development of AI is advanced enough, at this
point in time, for it to being able to be part of any solution or mitigation for social media
platforms. What some respondents do believe AI is capable of today, in relation to social
media, is to analyze the behavior of certain groups and the emotional tone of texts and posts
on the social media platforms to try and predict or interpret potential harmful actions to
come, in other words - sentiment analysis.
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4.2.3 Implemented Platform Security and Economics Interests

Several of the respondents highlighted that all technical aspects should not necessarily re-
quire the user to make a conscious action in order to use it, rather it being part of the social
media platform’s back-end mechanisms. R7, in particular, presented a technical aspect in
this regard:

"[. . . ] to some degree maybe there should be some kind of a mechanism to delay
the response."

R7 referred to the delay response as a platform measure to implement an opportunity to
withdraw or modify actions related to information sharing, such as posts one may regret
publishing. R8 had a slightly different angle of approach to the "delay response"-aspect:

"[. . . ] it could be that the government should implement a delay on some of
these transactions [transactions: in relation to posting, submitting or sending
content on social media]."

R7 and R8 made the same point, only with R8 believing that the motivation should originate
from the government or through a similar legal instance. Contradictory to the approach that
R8 has, R5 described how they perceive the social media platforms view any legal obligations
(same statement as in 4.1.1):

"I’m just thinking these companies have a purely economic interest in what
they do on privacy and security. [. . . ] the level they provide will be the level
that is either mandated by regulations, and even that is questionable, whether
they would always go for that or the levels that they deem necessary in order
to keep users hooked up. [. . . ] But for simple economic reasons, the level will
be kept as low as possible."

R7 shared a similar opinion to R5’s statement:

"[. . . ] if you look at the likes of [Mark] Zuckerberg, do you think that guy gives
in [to the legal obligations] if he is told to do this and that? Don’t you think
that he will do anything in his power to find a way around it? [This is] because
the entire business model bases itself on data harvesting."

Both R5 and R7 referred to the business model and the economic interests that are present
in the social media platforms. R7, in particular, further discussed their doubts when it comes
to focusing on user-related security and if they were to consider implementing such, they
would see a clear economic reward to it. To support this opinion, R7 contextualized it with:

"[. . . ] let us say that they force [the use of ] two-factor [authentication], and
10 % of your users are not able to make two-factor [authentication] work, then
you have lost 10 % of your customers. Not necessarily that they have resigned
from the platform, but if they are not active [users], you generate less money."

R7 further discussed that there will always be a cost-benefit analysis when it comes to
implementing, and especially forcing, additional features, and when the platforms themselves
do not necessarily capitalize on it, then why should they force it through?

36



4.2.4 Interrelation between Technical and Human Aspects

When confronted with the question of what the social media platforms could do on a tech-
nical level, R9 responded with:

"[. . . ] on a technical [level] it’s kind of weird because you can have the most
technical, the most advanced security controls and all that, but without the so-
cial aspect or like that contextual aspect of it is, you can have everything [and
still fail]."

Even though this does not answer our question directly, it showcases the ever-important need
for focusing on individuals, equally as much as the technical aspects. R1 had a statement
that correlates to this one, being:

"[...] there are various things that could be done on the technical side, but I
don’t think that you will solve it 100% through the technical [aspects] [...]"

The two statements, questioning whether technical measures and mechanisms are enough to
mitigate the risk of falling victim to social engineering attacks, builds into the human aspect
of the matter. Without any emphasis on the education or enlightenment of the users to be
aware of certain red flags to be on the lookout for, there are no technical measures that can
prevent this.

4.3 Individual

With the two last statements in the previous section concerning the human aspect, this acts
as a segue into the second research question. It has almost become a cliché in the cyberse-
curity domain that you can have the most advanced systems, but if the users do not comply
and are aware of the risks from attackers, all it takes is one click on a malicious link or
attachment, and the attacker is in.

To address this human aspect, the concepts within the Individual -box in our conceptual
framework, figure 2.2, act as a basis for this research question.

RQ2: What responsibilities lie on the users of social media platforms to protect themselves
against social engineering attacks?

Throughout the analysis of RQ2, several themes have arisen. Mainly, the Responsibility
of the individuals, which the research question also calls for. Furthermore, addressing What
Users Should Actually Do in terms of securing themselves on social media, in addition to
the Education and Awareness of Children.

4.3.1 Responsibility

The questions of responsibility among the users of social media platforms resulted in most
respondents discussing the balance between the user’s responsibility and the platform’s re-
sponsibility. In some aspects they may overlap each other, causing discussions and a variety
of answers. Starting with the user’s responsibility, R9 opened with:

"I feel like as a user your responsibility starts when you sign up for a social me-
dia platform. And that’s where you start in your signing up to the pretty much,
I call it [...] “you’re making a deal with the devil”. Because you’re signing up for
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your data to be used at their like at the convenience of a social media platform."

The message of this statement can be reduced to that you should be aware that your data
will essentially not be your data anymore, and you should consider if you are willing to risk
it, in addition to be cautious of what you are sharing at these platforms. R2 shared a similar
view on the topic:

"In principle, I think it is my job to secure my own accounts. If I am not able
to do it, I should not have a presence there. [...] but we also have to realistically
look at what people are capable of - not everyone will be super users of this."

What Should the User Think Through?

To follow up the two previously mentioned statements, R8 provided a three-step thought
process that could help potential users in evaluating whether they are in actual need of an
account on the particular social media platform in question:

"So I think the first thing to think through is “do I really need this?”. And
“what is it that I want to achieve by signing up?”. Number two, if I decide to
sign up, [...] I think it is important to familiarize myself with the conditions.
Number three, purely security-based, [...] what kind of security does these sys-
tems [and platforms] provide, and how do I use this security to protect myself?"

Such a simple and logical thought process, yet universal in terms of that this could encom-
pass, not only choice of social media platforms, but any other digital service that requires
signing up and creating an account, could help potential users sorting out their thoughts and
through this decide whether they want to engage in it - basically performing a cost-benefit
analysis. R9 also believed that a certain degree of user awareness regarding terms and con-
ditions could be used as a guide:

"Learning what the platforms do, and most importantly learning what social
media networks can do with your data. Like once you find that out then you
become more conscious into like what you’re putting out there, and how you’re
interacting with these tools [platforms]."

4.3.2 What Should Users Actually Do?

Like touched upon in the previous research question, passwords are also mentioned here.
A specific solution to maintaining a secure and reliable password storage is the use of a
password manager. The respondents encouraged the use of password managers where this is
possible, both to being handed strong passwords and having them stored safely. If, however,
you use a password manager, good password practices should be part of your routine. R2
provided a specific scenario and recommendation:

"Use long passwords, that was status quo last time I checked. It is not too
important with all these weird symbols – they have to be long. I read something
about [...] Handshake hacking. You can, on a Wi-Fi, intercept the handshake
and upload this handshake to a server with immense computational power. If
you have a long password, the time it takes to retrieve it is considerably longer
compared to a shorter one."

Even though handshake hacking may be more applicable for retrieving Wi-Fi-passwords, the
importance of good password practices is evident. R3, on the other hand, also emphasized
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password creation and good practice, but in a different way:

"[...] strong passwords, don’t reuse your passwords. If one password is com-
promised, all of the sudden, all of your users are at risk."

4.3.3 Enabling Security Controls

With most respondents discussing the responsibilities of securing accounts from a user’s per-
spective and also concluding that it is mostly the user’s responsibility to secure their own
accounts, R7 contradicted most respondents by stating:

"[...] when I think of social media and securing accounts and such, then it is at
the mercy of the [social media] platforms. Not just the technical possibilities,
but also how it is shared with their users."

On the topic of security controls, there is a discussion of who is actually responsible for
them. Some respondents argued that it is the user’s responsibility to activate them, while
others emphasized that the platforms are responsible for both implementing them, as well
as making them available and encouraging the average user to make use of it:

"We as individuals are probably not able to make a particular difference. We
have, to some degree, the responsibility of activating the [security] mechanisms,
but then again if it is not made easy for the average Joe, it is realistically not
good enough. It should not be necessary to be a super-specialist [...] to achieve
this [sufficient security]." -R7

4.3.4 Education and Awareness from an Early Age

With the group of users of social media platforms ranging from children to elderly people,
some respondents addressed their concerns especially regarding children consuming a lot of
content from these social media platforms. With the awareness- and knowledge levels being
naturally low, if not completely absent, along with the lack of critical thinking, this could
have huge consequences:

"[...] if you were to be raised with [using] social media [on a regular basis],
even before you could read or write, then it is almost baked into your identity."
-R7

When using social media platforms and sharing posts or some other type of content, maybe
even personal information or controversial opinions, users may not realize the consequences
of this:

"It is clear when it comes to the responsibility we have ourselves, that we are
back to the terms of awareness and maybe not post things on these [social] me-
dias that you don’t want to lose control over. [...] but I think very few of us
realize the consequence of losing control." -R7

In an attempt to address this issue, or at least making children aware of how damaging
sharing such information could be, several respondents raise the topic of introducing some
kind of awareness into the school’s curriculum. R5 summed up how it could work in practice:

"I think it’s something that you probably can start [with] as early as elementary
school and it probably should be something that is built on recurring events. [...]
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at the point of time where children typically will start using all mobile devices to
also make that a topic in school, which of course requires teachers to be educated
on that. But I think it’s something that can be started with quite gently and
provoking children to be more critical about what they hear, because from my
own experience, they typically come up with the right answers themselves."

4.3.5 Differences in Physical and Abstract Experiences

Real-life traumatic experiences will most likely stick with one, and the consequences will also
most likely be very real and maybe even physical. R8 compared social media and car driving:

"If I highlight it from a different angle – car driving. Then I might realize that
[...] driving without brakes would be madness, but these social medias might
be, in some way, more abstract maybe. We don’t see the direct consequence of
what we are doing."

When using social media or any other digital service, users may not be able to see the con-
sequences as it is not necessarily physical or directly impacting you at that point in time.
Whether you are able to realize and understand the potential consequences of your actions
online, R10 argued that:

"[...] it is like really depending on [the] individual understanding on cyberse-
curity."

Even though this is not directly relevant for this second research question, the abstract
perspective is important to emphasize and reflect on as individuals. Contradictory to physical
interactions, where the impact is very noticeable, abstract and digital experiences are still
just as important to take seriously, as the consequences faced could be evenly threatening.

4.4 Organization

This last section of the findings is tailored towards organizations and what they can do to
help prevent their employees becoming victim of social engineering in social media, in addi-
tion to what responsibilities lie on organizations, and what can they could do to raise the
awareness levels of their employees. We have used the Organization-box from our conceptual
framework, figure 2.2, as a basis for this research question:

RQ3: How can organizations educate their employees in safe use of social media to reduce
the occurrence of social engineering attacks?

The main themes for RQ3 are the focus on Training and Awareness, focusing on Onboarding
and the emphasis on Repetition, including Rules and Policies, in addition to Top Manage-
ment and the need for Strategies and Clear Philosophies.

4.4.1 Organizations and Their Employees Role

When asked about how organizations can help their employees staying safe on social media,
several of our respondents started discussing the importance of an organizations employees
in their work towards keeping the organization safe from cyber threats. R2 summarized it
like this:

"I think the employees have a very important role in all cybersecurity work in
an organization. Although it is more complicated than that, there is still some
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truth in the fact that the chain is no stronger than the weakest link."

Given R2’s response in the light of social engineering in social media, it can be easy for orga-
nizations to think that it is a personal issue that the employees must fix themselves. The fact
is that this sort of attacks can be very harmful for the organizations as well, and therefore
the organizations should take this into account. R2 further discussed how better awareness
and knowledge about this topic from the employee, can be of benefit for the organization:

"[...] It will also benefit me as an individual if my security regime gets better
and more effective. It will also help my employer not to be afraid of a data
breach happening because of me."

Furthermore, R5 discussed if organizations could do anything to help combat these types of
attacks:

"I think that organizations can both on an operational and on a strategic level
take some decisions that will put in their weight towards countering social engi-
neering, towards countering misinformation, disinformation on social media."

4.4.2 Training and Awareness

When asked what organizations could actually do, there was a broad consensus among our
respondents that starting with training and increasing the awareness level of their employees
was important. One of the respondents that brought this up was R7:

"I think that you have to start with raising the awareness of it [social engineer-
ing in social media]. As simple as that, and maybe don’t start with a scolding
sermon, and don’t start with admonitions and moral aspects, but just start with
awareness."

Having training and raising the awareness levels on the topic of social engineering, social me-
dia, and cybersecurity, in general, are important, which most of our respondents also agreed
with. R5 suggested that training programs in organizations can, and probably should be
made mandatory:

"[. . . ] make mandatory training. That should be something probably to all
users who will use social media, even just a consuming role for a company."

Making training programs mandatory will make sure that all employees, regardless of posi-
tion, will get some sort of training or education on safe use of social media and cybersecurity.

Onboarding

The first suggestion from the respondents was to introduce cybersecurity, and also safe use
of social media when onboarding new employees in an organization. Onboarding meetings
serves as a good platform to introduce new employees to core concepts and important infor-
mation within an organization, as described by R2:

"[...] I believe that the first period after you have been employed, and the train-
ing you receive [during that time], lasts quite a long time. Because it says
something about what the organization thinks is the most important to you."
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R4 further discussed the importance of having the topic of cybersecurity and social media
included in the onboarding process:

"I think very important for new employees is onboarding meeting to provide
them with information in regards to what they should do and what they shouldn’t
do [...], I think this onboarding could help in providing or getting everybody onto
a basic understanding of what they should do and not do and how they should
act,"

On the other hand, R9 had a different opinion on including this in the onboarding process:

"I don’t believe in that security training that people do in the onboarding of
companies, like that is a bunch of like PowerPoint slides [. . . ] but it’s more
like I think having conversations."

R9 is not against having cybersecurity and social media as a part of the onboarding pro-
cess necessarily, but emphasized that we can utilize different methods other than standard
PowerPoint presentations and lecturing, maybe having simple conversations instead.

Risk and Consequences

In section 4.1.2, there are mentions of the risks associated with being present on social media
platforms. This was further brought up in regard to what organizations can do, then in the
context of making their employees aware of these risks. R2 talked about the importance of
this:

"[...] you have to be aware that the risks exist. That is the first step, if you
manage to make as many in the organization aware that there are actually
some risks associated with their presence on the various [social media] plat-
forms. Then it enables people to seek more knowledge about it."

R3 further discussed what information the employees should be given, in regard to the risks
of social media:

"The awareness of the risks of cyberattacks on social media must be raised as
much as possible. Give employees a good overview of the potential scope of a
cyber incident on social media, and give them an idea of how cybercriminals
operate."

Along with informing employees on the risks, some of the respondents also mentioned rais-
ing the awareness regarding the possible consequence of these attacks. R3, in particular,
mentioned:

"Getting people in an organization to understand the consequences and risks,
that i think can have a very good effect on building a [good] security culture.
[...] You should not scare your employees either. Then you have to find the
balance. That they understand the scope, but that you do not scare them."

Finding the right balance between educating and scaring your employees can be difficult, but
if an organization would be able to do that it might be a good way of raising their employees
awareness levels.
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Gamification

R10 brought up gamification as an alternative for educating and training employees, and
people in general.

"I see that people finally want to learn that [cybersecurity] as a game, because
you will get a score and there is a rank scoreboard"

Taking a more "modern" approach to educating people might be a good idea. R10 further
elaborated that in this day and age, more people are engaging with video games, and other
sorts of digital entertainment, why not try this for education and training on cybersecurity
as well.

Repetition

Along with focusing on training and raising awareness, several of the respondents brought
up the need for repetition. R10 explained it like this:

"Organizations should understand that people forget about what you have taught.
That is, you have to remind again, memory working like this. [. . . ] Because
people might forget about those things and especially also about differentiating
something that is real and unreal."

In general, people often forget what they have been taught, especially things that might not
interest them a lot. Reminding people what they should and should not do is important, R4
further discussed one of the consequences of not reminding people what to do:

"[. . . ] after months and even years they are probably taking the easier way to
do things, and [we should be] refreshing these memories and what to do and
not to do."

The individuals that opt for the easier solution to their everyday tasks could pose a threat to
the organization, if this trend is upheld. In order to remedy this, R4 mentioned the aspect
of repetition in training and awareness programs:

"I would think that regular workshops and meetings where people get updates
on new types of attacks and refresh their memory on how they can protect
themselves and the company and what they should avoid [. . . ]. "

Cybersecurity is in constant evolution, with new threats, risks and consequences emerging.
Through repetition, by the means of regular workshops and meetings to repeat the basics
and core concepts, it would keep employees up to date on the possible threats they might
encounter.

4.4.3 Rules and Policies

Training and education is an important and effective way of raising the awareness of em-
ployees, but there are also other measures that organizations can utilize to protect their
employees and themselves from social engineering. Several of our respondents mentions the
importance of having rules and policies in place. R5 described it like this:

"You need something like official guidelines on social media usage. So, this
would be the internal guidance, and also the possibility to enforce if there’s

43



some wrongdoing."

Not only will these guidelines tell the employees what they can and can not do on social
media, it will also make sure that the organization have something to enforce, should their
employees do something wrong on social media. Organizations will not necessarily be able
to control how their employees behave on social media on a personal level, but could have
rules and policies for work-related social media usage to hopefully affect their behavior. R4
further discussed the possible implementation of rules and policies for social media usage
like this:

"It could highlight that people should follow these instructions and that it is not
a suggestion basically, but it is kind of mandatory that they act in that certain
way not only for the company’s sake, but also for the user’s sake [...]."

As R5 stated, making it mandatory to follow these rules, and highlighting the fact that it
can be positive from both a company and personal level for the employees, might be benefi-
cial for the organization. In addition to implementing rules and policies, R8 mentioned the
possibility of restricting the use of social media, especially during work hours:

"How can we raise the awareness regarding the use of social media at work?
Should it be allowed?"

Restricting access to social media platform might bring some issues with it, but for some
organization this might be an effective and necessary solution.

4.4.4 Top Management

Some of the respondents also brought up the importance of the management of an organiza-
tion when it comes to raising the awareness of their employees. R7, in particular, explained
it like this:

"The management must be made aware that this may be a good idea [focusing
on cybersecurity], to have a professional relationship towards it. To increase
the employees awareness, you have to start with the managements awareness."

It was further discussed that this will differ from organizations, but that for most organiza-
tions it will be necessary to start by raising the awareness of the management, as well as the
employees.

Strategy and Clear Philosophy

Along with the focus on raising the managements awareness, and making the employees
acknowledge the importance of focusing on cybersecurity, the respondents also mentioned
the importance of the organization having a plan and a strategy in place for the use of social
media. R5 mentioned it in this manner:

"[...] is to set up a social media strategy. To be very clear on why you use
social media and besides this purpose, what it entails for you. And to be quite
clear on what you do."
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A clear strategy can be a great tool for employees that uses social media on the behalf of
the organization, as well as their private presence on these platforms. R5 elaborated on this
further:

"I think anything that you do as a kind of outreach activity should have a clear
strategy behind it. So, it needs to be clear for what purpose, what are the mea-
sures, how can you control it, how can you steer it? And particular, what do
you do if things go wrong?"

Focusing on the managements awareness and knowledge, along with having a clear plan and
strategy for using social media in the organization can be important parts of keeping the
employees and organization safe from social engineering.
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Chapter 5

Discussion

This thesis aims to understand the role of social media in social engineering, more specifically
how social media as a platform is being used for conducting social engineering attacks. Along
with that, this thesis also aims to look into how these types of attacks can be prevented from
a technical-, individual- and organizational level. To accomplish this, we have conducted a
systematic literature review to collect and analyze relevant articles and literature for this
topic - these findings can be found in chapter 2. Along with the literature review, we have
collected empirical data, through the use of semi-structured interviews, which is presented in
chapter 4. This chapter combines the findings from both the literature review and interviews
to get a broad understanding of what measures exist, and what can be done to mitigate the
occurrence of social engineering through social media platforms.

5.1 Inductive Conceptual Framework (ICF)

Figure 5.1: Inductive conceptual framework with categories and adherent concepts
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The figure 5.1 provides the inductive conceptual framework (ICF), which is based on the
conceptual framework (CF), as presented in figure 2.2, and the emerging concepts through
the empirical findings. This ICF is organized into the three main sections, Platform, Indi-
vidual, and Organization, similar to the CF. Where the ICF differs from the CF, is that the
ICF offers in-depth insight into the existing categories and their concepts identified through
the empirical findings.

As there are certain concepts that have emerged through the empirical findings, there are no
coverage of these concepts in section 2, such as "Educating Children" and "Management and
Top-Level Support". With these emerging concepts not necessarily being brand new and
innovative, we have made an attempt to gather literature on these concepts to investigate
the coverage of them.

The overall sections, categories, and concepts presented in the ICF (figure 5.1) will be the
structure for the remainder of the discussion chapter, addressing what each concept refer to.

5.2 Platform

The first section of the discussion addresses the possibilities that the social media platforms
have when it comes to help securing their users. This includes both concrete recommenda-
tions on already existing parts of account security and other measures that are theoretically
possible, but that has not been implemented yet, to our knowledge. Through the interviews,
respondents seemed to find it challenging to differentiate between the platform’s- and user’s
responsibilities, as the two are closely related, where it may be the platform’s responsibility
to implement the certain measures, but it is up to the user to enable them. Nevertheless, the
respondents provided their opinions as to how the social media platforms could do a better
job in both informing and encouraging their users to make better security-related decisions.

5.2.1 Access and Trust

The first concept for the platform-box, in the inductive conceptual framework, is Access and
Trust. This encompasses various technological measures in relation to account management
and security, such as passwords and other concrete aspects to account security. Furthermore,
potential third-party relationships will be discussed, such as BankID and other means of
unique identification, while also addressing the ambivalence regarding unique identification
and verification of user accounts.

Password Encouragement The biggest "elephant" in the room, that concerns every user
of social media platforms, is passwords. NSM (2023a)’s report addresses the concerns re-
garding weak password practices in Norwegian ICT-systems. Through the interviews, the
respondents have not directly stated any concerns regarding weak passwords, rather empha-
sized that a good password policy and practice is very important, both on an individual-
and organizational level.

Although password creation is the user’s responsibility, it could be argued that the platforms
should provide better solutions to users that does not necessarily prioritize their security on-
line. There is probably little that can be done technically to make people use a unique
password for each account, but the platforms could advise their users, for example upon
signing up and creating an account, with a pop-up message that informs them that certain
tools for generating passwords exists, to help secure the user’s accounts by simply informing.
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Multi-Factor Authentication On the topic of signing up and creating an account, multi-
factor authentication (MFA) is used as an extra layer of security to the login phase to an
account, as an extra obstacle for attackers before gaining access to other people’s accounts
(Kosinski & Forrest, 2024). MFA was a topic that was brought up by several of the re-
spondents. The context to it ranged from emphasizing the importance of it, in addition to
encouraging that most people enable this feature, to being more skeptical to force this on
everyone.

Most social media platforms do have the option to enable MFA. A concern was raised
regarding the average user that might decide against this feature, due to anything from
deeming it unpractical to use, to not realizing the risk itself and having the mindset of "No
one is interested in me" and "It will never happen to me" - in some cases an act of negligence.

There is little to no doubt that if a user enables MFA, it will increase the level of secu-
rity to the account. The challenge is to get most people on board with it, and helping them
to realize why it is important and why they should enable it. This was also the foundation
for the skepticism from R7, as referred to in the last statement in section 4.2.3. R7 discussed
that if the social media platforms were to force the use of MFA to every single user, they
would risk that a percentage of the users are not able to enable this feature and succeed with
it, leading to loss of active users. The reasoning behind this comes down to the economics
and the business model that most social media platforms incorporate. With less active users,
and therefore less data, the less money generated for the platforms, hence the skepticism to
force it from a platform point of view.

If the social media platforms were to force the use of MFA, it could lead to an abundance of
inactive and less secure user accounts. These accounts could pose as an attack vector that
a social engineer could exploit to manipulate potential victims on social media. In order to
mitigate this described risk, the deactivation or removal of these inactive accounts could be
considered as a possible solution.

Unique Identification As described in section 2.3.3, the implementation of unique iden-
tification could help mitigate social engineering (Osuagwu et al., 2015). Although this has
not been tested in any social media platform, to our knowledge, it could still be a viable
option, as a user would have to sign up with uniquely identifiable information, rather than
having the option to create accounts without any means of authenticity to them.

The topic of unique identification was brought up by R2, stating that this type of unique
identification, like BankID, could solve some issues, in regard to fake accounts. On the con-
trary, this respondent would have been hesitant to sign on with BankID themselves, if it
were to be an option. As BankID is merely a Norwegian solution, it would not be applicable
to implement to social media platforms, but a more universal solution for the world’s popu-
lation. It would be implausible that every country in the world would be able to have their
own unique identification solution, hence the need for a global solution. The ambivalence
regarding unique identification could be grounded in that some people do not want to share
too much personal information online, essentially being quite anonymous, and using social
media platforms as a way to communicate effectively with certain people.

If we were to envision that Meta were to implement a global solution as a way of authentica-
tion and verification, this would retrieve personal and sensitive information about the user,
and also display this as part of the profile information on the social media platform. The
average user might not care, as long as it works, but others may be more restrictive in what
information they are comfortable with sharing. This way of authentication, with a plenti-
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ful supply of personal and sensitive information at its core, could potentially result in an
increase in attempts of data breaches to the platforms, to retrieve this valuable information.

Verified Accounts Apart from unique identification itself, a similar topic was discussed
concerning platform verification. On social media platforms, such as Instagram and LinkedIn,
there are features that enable users to verify their accounts and get a verification badge on
their profile, as a symbol of verification to other users. More often than not, we primarily
see celebrities and other individuals with a higher social role having this verification badge,
as they usually have a fee to them, at least on Instagram. On LinkedIn, users are able to
verify their accounts through their organization or university, along with a similar visible
verification badge on their profile.

In regard to social engineering, the discussion of the impact verified accounts could have
on both how social engineers would conduct themselves to the matter, and whether it may
would have an impact on the awareness of users, was raised. As this is merely a "nice to
have"-feature, and not a feature that every user have to enable and make use of, the number
of fake accounts would perhaps not be reduced, but it could impact the cautiousness of users.

5.2.2 Defense

The second concept is Defense, which will address the use of Artificial Intelligence, in attempt
to analyze certain groups and topics on social media platforms and predict events before they
happen, to hopefully prevent, or at least being aware of them, and being more proactive.

Artificial Intelligence (AI) Prior to conducting the interviews, we thought that the topic
of AI was going to be a major talking point throughout the interviews - however, this was
not the case. Although some respondents touched upon the topic, the answers were rather
vague and not providing any specific countermeasures. The general perception of the use of
AI among the respondents is that it is not advanced enough today. The respondents that
discussed AI, also believed that it may well be a solution at some point in the future.

As described in section 2.3.1, Homsi et al. (2021) and Thuraisingham (2020) explain that AI
could be used to detect fake accounts, malware, and fake news, among other. In relation to
social media, a user is at risk to face all three of them through social engineering. Perhaps
the most predominant risk being fake accounts, where there are few possible technological
measures to prevent this on social media platforms today.

In addition to this, the Yue et al. (2019) emphasize the use of sentiment analysis (p. 617–
618). Through the interviews, some respondents described the process of sentiment analysis
without explicitly labeling it as sentiment analysis. This was brought up in regard to the
respondents discussing that AI, in general, would not necessarily result in direct prevention
of social engineering, rather as a measure of prediction.

The relation between the general perception of the respondents and the proposed measures
in the literature is contradictory, but the respondents do not explicitly deny that AI could
be used as a countermeasure to social engineering. A plausible explanation to this could be
that the use of AI is not that visible to the average user of social media. With AI mostly
running in the background, the user might not be aware that it is affecting them, hence
influencing their opinion on the use of AI in social media.
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5.2.3 Security Governance

The last concept, from a platform point of view, is Security Compliance. More specifically,
this concept highlights the opinions and reflections regarding the responsibility the social
media platforms have when it comes to handling reports in a proper and serious way.

Reporting Mechanisms In relation to the topic of the existing reporting mechanisms on
social media, some respondents expressed a concern about the fact that there usually have
to be a high number of reports on the same content or profile for it to be taken care of.
Most relevant for this research is the profile aspect. It may be difficult for the platforms
to deal with reported profiles with only one or two reports to it, as they may seem either
legit to the naked eye or have no suspiciousness to them. Vilk and Lo (2023) investigates
the concept of reporting mechanisms in social media platforms, where they address how the
lack of efficient reporting mechanisms are an issue, in addition to the underlying reasons as
to why they claim that such mechanisms are "deeply flawed".

Vilk and Lo (2023) further discuss that if the communication between the platform and
the users were considerably enhanced, in addition to more user-friendly and accessible, it
could improve the efficiency of the reporting process, along with the user experience, es-
sentially making the user feel like they are seen and heard. Through the interviews, some
respondents addressed the aspect of whether the platforms would directly benefit from this,
and they also expressed an uncertainty regarding whether more advanced reporting features
would be beneficial for them. Several respondents argued that one important aspect that
the social media platforms look at when considering adding functionality is whether they
are able to profit off of it.

5.3 Individual

The second section of the discussion encompasses the human aspect and users of social
media, and what responsibilities these individuals have when it comes to protecting them-
selves against social engineering attacks. Opposed to the previous section, Platform, that
encompassed the technical measures that the social media platforms are responsible for being
implemented, this section will be more user-focused and highlight important aspects that
individuals have to consider when using a social media platform.

5.3.1 Awareness

The first concept within the individual aspect is Awareness. With a reported 74 % of all
cyber incidents including some form of human element (Hylender et al., 2023, p. 8), the
human factor in cyberattacks is a problem. Instead of targeting systems with potentially
multiple layers of security on several levels, threat actors tend to focus more on individuals
that are more easily fooled and manipulated (He, W. and Zhang, Z. J., 2019, p. 249).
Ikhalia et al. (2019) emphasizes the need for security awareness measures tailored to the
users of social media platforms in order to mitigate social engineering attacks (p. 1277).

Responsibility Awareness When conducting interviews, there were various angles of ap-
proach when the respondents discussed the responsibility individuals have to their own se-
curity on social media platforms. Some respondents discussed that a level of awareness
regarding what a particular social media platform could do with the data and information
that a user is sharing, is important to know. This type of information is typically found in
the terms of use, but the reality is that a very small percentage of people actually engage
and read this information. It was further discussed that a different form of sharing this
information could help to preach the message, such as videos or other content that are more
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easily digested than text.

Regardless of whether an alternative form of displaying and conveying the terms of use
from the platform’s side were to be added or not, it is still the responsibility of the individ-
uals to actually familiarize themselves with this information. Marwick et al. (2017) share
a similar view regarding the responsibility, essentially stating that the individual users are
responsible for all of their action on social media (p. 1–2). R8 discussed a logical mindset
that they believed most individuals should apply before making the decision of signing up
and making an account (see section 4.3.1). The three-step thought process being: "Do I
really need this?", "What are the conditions?", "What kind of security does this platform
provide me, and how do I use it?". With this thought process or a similar one being applied
before signing up, it is up to each individual to assess whether they are willing to take the risk.

The three-step thought process encompasses merely a logical mindset, rather than empha-
sizing the technical aspects. This could imply that there is not necessarily a need for delving
into the technicalities as an individual on social media to best understand the risks of using
them. If users apply common sense and the attempt to understand the basics of the terms of
use, hence being more aware and sceptical in general, it could reduce the risks and likelihood
of falling victim to a social engineering attack.

Loss of Control An interesting statement was brought up by R7, regarding sharing content
on social media platforms, in addition to coloring personal profiles with an array of infor-
mation to make it look complete. When a piece of information is shared, either personal
or other general information, a user have essentially lost control. The responsible user is
no longer in control of who has been able to get a hold of this information, and it could
potentially be misused.

Hajli and Lin (2016)’s main focus point in their paper is the perceived control of users
of social media, which could be considered the same concept as loss of control, in some re-
gard (p. 111–113). Perceived control in social media refers to that users are of the perception
that they are in control of their information and assets, when the reality is that once the
information is shared, the control is lost. When control is lost, it poses a risk of privacy
invasion and exploitation from a social engineer (Hajli & Lin, 2016, p. 113).

It was further elaborated by R7 that the average user might not be aware of the fact that
you are not in control of that piece of information now that it is shared online. Even if the
responsible user is to delete it, they would never know how many people have seen it and if
there are any people with malicious intent that have spotted it that could misuse it.

The message of this statement is basically that all information you share as a user on social
media, or online in general, have the potential to be used for other purposes, and that people
should therefore think twice before they share that piece of information, essentially losing
control.

Abstract Interactions Regarding the loss of control, an analogy was presented concerning
physical- and digital interactions by R8 (see section 4.3.5). It was put into the context of
driving a car, where one hopefully realize the consequence of driving without brakes, but with
digital interactions they might be more abstract and difficult to see the direct consequence
of. Furthermore, there might not be a direct consequence either, as it could potentially take
years between a user posting or sharing content or some other piece of information and it
being misused.
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In general, it may be more challenging to realize the danger and consequences before it
is experienced, both with reckless car driving and being victim of cybercrime. The digital,
more abstract, interactions are just as important to realize the consequences of, as they could
result in physical danger in the utmost consequence, either as in physical pain and hurt, or
as in the loss of a job or something else of value in life.

5.3.2 Competency

The second concept regarding the individual aspect of social media is Competency. The
Awareness and Competency categories are closely related, where it requires a certain com-
petency to be aware, but also the need of awareness to realize that competency in the field
is important. A topic that was brought to our attention through several interviews, was the
reflections regarding both awareness and some form of education from an early age.

Educating Children Several respondents brought up the topic of how social media and
digital tools and services have taken a big role in our lives, including the upbringing of chil-
dren. With consuming content through TikTok and YouTube, children are being exposed
to the entire spectrum of both good and bad. At an early age, children are generally more
susceptible to what comes our way, without a sense of criticism.

As we do not have any literature that support nor deny any statements to this topic, but
something we found interesting as the interviews went on, supplementary questions were
asked, especially regarding how this could be included as a part of the school curriculum.
One response, that stood out, in particular, was to make it a classroom discussion, rather
than something that should be included in textbooks and concrete learning material. Fur-
thermore, it was stated that children usually tend to come up with the right or reasonable
answers to bigger questions and discussions, so instead of having the teachers preach about
the topic with what is good and bad, make the children reflect and discuss the issue.

Even though the first statement, regarding content consumption through TikTok and YouTube,
may build more into the domain of mis- and disinformation, there is still a need for a certain
emphasis in school to prepare the children on the real world. If children were to become
more aware and making this a talking point, both as a classroom discussion and a casual
conversation, it would be a good start.

5.3.3 Behavior

The last of the three concepts to the individual aspect is Behavior. This encompasses certain
security behavior that users of social media exhibit, more specifically regarding password
creation and the overall perception of how users of social media behave in regard to security.

Password Hygiene Although there is coverage on the password aspect in the literature,
this does not address the password behavior and regime people tend to have when creating
or updating their passwords. This was a topic that was discussed in the interviews by several
respondents, where the emphasis on not re-using passwords across multiple accounts, and
the use of long and strong passwords were encouraged. R2 brought up the attack method of
handshake hacking or capturing, and recommending the use of long passwords rather than
strong passwords, as this method uploads the captured password to a server with immense
computational power to display it in plain text. Even though this method mainly applies to
Wi-Fi-passwords, rather than passwords on social media, the message is still viable as the
use of long passwords that has a personal meaning to the individual, might be preferred.

52



Furthermore, on the topic of password behavior, it was mentioned that it is perceived that
most users tend to find an easy way out when confronted with a set of password require-
ments, basically implying that the requirement of symbols, a minimum number of letters
and so on, is working against it intended purpose.

Comparing the first statement regarding handshake hacking, and the second statement about
how people tend to find the easy way out of password requirements, it could be argued that
these two statements have the same message, implying that long passwords could be preferred
ahead of strong passwords, only with different rationals.

Password Managers Regardless of whether passwords are long or strong, or maybe even
a good mix between the two, the use of password managers were a hot topic and discussed
by a number of respondents. The reasoning behind it is both aligned with the essence of the
previous section of long and strong passwords, but also that the password manager generates
a unique password for each account you sign up to, in addition to having the passwords being
stored in a secure manner.

Reflecting on the use of password managers, they could be a helpful tool to increase the
account security by generating long and strong passwords, essentially lifting much of the
password-burden off the users. It is understandable that the average user may have some
difficulties with having a unique password for each account online and remembering that
account-password link from memory, hence stating the practicality of password managers.

5.4 Organization

The third and last section of the discussion focuses on what organizations can do to ed-
ucate their employees on safe use of social media. It became clear during the interviews
that organizations play a big role in educating their employees on cybersecurity, in general,
but also when it comes to safe use of social media. Several of the respondents stated the
importance of their employees in securing organizations, with specifically pointing out how
better security regimes for their employees can directly benefit and make organizations more
secure. Furthermore, several of the respondents suggested both strategical- and operational
measures that organizations could use to educate their employees in safe use of social media.

5.4.1 Defense

This part of the framework, Defense, encompasses the different measures that an organization
could utilize in an attempt to raise their employees’ awareness- and competency levels, hence
strengthening their cyber resilience.

Training and Awareness One of the main talking points during the interviews was the need
for training- and awareness programs, even though there was a broad consensus between the
respondents that these types of programs was necessary, many of them had different ideas
for how these could be implemented.

As described in section 2.4.1, a common issue with training and security awareness programs,
in organizations, is that often employees feel that they are not relevant nor interesting, often
feeling that they are way to generic (He, W. and Zhang, Z. J., 2019, p. 250). This was
also brought up by our respondents during the interviews, many of them touched upon and
mentioned ways which could encourage their employees, further helping them raising the
awareness levels. The training and awareness concept could be considered an umbrella term
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for other measures in regard to awareness- and competency enhancement, such as onboard-
ing, risk and consequence, gamification, and repetition.

Onboarding One of the areas that the respondents brought up as an arena for educating
and training employees, in both cybersecurity and safe use of social media was onboarding.
Onboarding meetings and activities are one of the first things you as a new employee attend
after starting a new job. When new employees are presented with information during the
onboarding phase, this information could be an indicator for the employees to get a feel
for the organization’s values and philosophy. Furthermore, it is perceived that employees
are usually more susceptible to information during this time, as they want to make a good
impression to their new employer.

The general perception of onboarding, in general, is that the structure and content could be
considered as generic, and borderline a burden to complete. This is especially relevant where
online courses and material are the requirement, where the employees prioritize to complete
it at a fast pace, rather than actually learning something from it. To remedy this challenge,
the nine core ideas from He, W. and Zhang, Z. J. (2019) could be applied, such as making
the information sharing and the overall onboarding experience fun, interactive, relevant, and
rewarding (p. 252–253).

Risk and Consequences In section 2.4.1, He, W. and Zhang, Z. J. (2019) describe nine
core ideas, which organizations can utilize for their security awareness and training programs,
with the first one of these being Accountability (p. 252–253). This was also brought up by
several of the respondents, then in the context of risk and consequence. Some of them ar-
gue that focusing on and educating employees on what risks users of social media platforms
expose themselves too, as well as what consequences they might face, should they become a
victim to a social engineering attack, through social media. Making employees aware of the
risks and consequences might have a positive effect on their behavior and awareness, leading
to a smaller chance of them falling victim of such attacks. Most people might not know what
being present on social media entails, especially from a cybersecurity view, and making then
understand the risks and consequences, could absolutely have a positive effect.

One of the biggest issues with educating an organization’s employees on the risks and conse-
quences of using social media is the fine line between enhancing their knowledge, and scaring
them. It was mentioned by several of the respondents that this line can be hard to balance,
and that finding that right balance is important for it being successful.

Gamification Introducing gamification as a tool for education has been suggested already
in the literature. McHatton and Ghazinour (2023) suggest a tool called Digital-PASS, which
is a gamification tool specifically for social media, and to learn users what risks are associ-
ated with using these platforms (p. 30). During the interviews, R10 brought up the concept
of learning cybersecurity as a game. R10 explained that people are more willing to learn
through games, because the user gets a score, and there might also be a leaderboard for
users to compete on.

In this day and age, more and more people are engaging with games or other sorts of digital
entertainment. Trying to introduce gamification into education of cybersecurity might be a
good platform to use, also for organizations. This also correlates well with most of the nine
core idea for successful training programs, as described in section 2.4.1. Gamification can be
both fun, interactive, bring some sort of reward, as well as giving the users a feeling of being
hands-on with the learning experience. Such platforms will also open up the possibilities of
updates, making sure that the content stay relevant and up to date.
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Repetition The last point of the defense section is repetition. There was a lack of informa-
tion in the literature regarding repetition, and this was brought to our attention during the
interviews. Several of the respondents discussed the need for repetition, when educating em-
ployees. R4 and R10, in particular, discussed the need for repetition. They both explained
how people often forget what they have been taught, that people in general will forget more
and more over a period of time, until they eventually start to take shortcuts instead of
doing what they have been taught. Organizations need to understand that educating their
employees on cybersecurity and social media, can not be treated a one time tactical thing,
rather it must be a strategic ongoing effort from the organization.

5.4.2 Behavior

In this framework, Behavior refers to employees compliance with an organizations rules and
policies. The behavior of an organization’s employees can play a big role in the organizations
cyber resilience.

Rules and Policies Along with the need for training programs, several of the respondents
mentioned the need for rules and policies for social media usage. As earlier described in
section 2.3.2, organizations often utilize policies and rules for other aspects, such as pass-
words and the use of multi-factor authentication. Several of the respondents pointed out
the importance of having rules and policies in place, it does not only tell the employees
what is expected of them and what they are allowed to do and not, but it also gives organi-
zations the opportunity to enforce these rules and policies, should there be some wrongdoing.

What these rules and policies should include will vary from organization to organization.
R5 mentioned the possibilities of having separate rules and policies for using social media,
as an addition to already existing rules and policies in the organization. These guidelines
should apply to all employees in an organization, not just them who uses social media on
the behalf of the organization.

Official rules and policies, in combination with educating employees on the possible risks
and consequences of using social media, can be an effective way of raising the minimum
knowledge level of employees, which can have a positive impact on the employee and the
organizations cyber resilience.

5.4.3 Operations

The last concept of the organization section is Operations, and it encompasses the organi-
zational culture and the top management support. This concept lacks literature, and the
concept of management support and strategies was brought to our attention by the respon-
dents throughout the interview process.

Management and Top-Level Support The respondents discussed the importance of hav-
ing the management onboard when changing the culture of an organization, and especially
R7, in particular, stated that if you want to change the culture, you have to start with
the management. Shaikh and Siponen (2023) also address the importance of the top man-
agement’s attention to cybersecurity and stress the need for investing adequately before a
data breach could occur (p. 6–7). R5 elaborates that this will vary from organization to
organization, but that for most organizations they need to start with raising the awareness
of the management, to further strengthen the employee’s awareness.

It is more likely that if there is a foundation of cybersecurity culture starting from the
top management, that this will have a positive influence on the employees, and raising their
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awareness- and competency levels. In order to achieve a top management focus on invest-
ment in cybersecurity, the language of business, more specifically the financial aspect, could
be effective to illustrate the urging need (Shaikh & Siponen, 2023, p. 6–7).

Strategy and Clear Philosophy Along with educating the management, as well as the em-
ployees, several of the respondents mentioned the need for a clear philosophy and strategy
about cybersecurity and social media. The respondents discussed how big the role of social
media in organizations has become, and with that comes a need for clear strategies for using
these platforms. R5, in particular, mentioned the need for such strategies - they mentioned
that these strategies must include information about how these platforms are being used,
and what it entails for both the users and the organization. They also extend this to all
outreach activates an organization has, along with understanding how to use it, they also
need to know how to control it, and most importantly, know what to do if something would
go wrong when using these platforms.

Similar to the concept of Management and Top-Level Support, a strategic approach to the
topic of cybersecurity, essentially investing and being proactive as a means to try and prevent
the occurrence of social engineering attacks and to mitigate the risks, if an attack should
occur. This would call for a clear philosophy and preaching these principles to the employees
and other staff members, in order to pervade the entire organization.

5.5 Implications

Social engineering and social media are two separate and renowned topics that have been well
researched respectively, but research that combines the two are rather limited. The research
area and problem, which have been investigated during this thesis, is important and heavily
relevant, and there is a possibility that this study can be useful for both coming research
and professional practice. We believe that this master thesis covers an important research
area of the combination between social engineering and social media, encompassing a wide
lens that covers the social media platform’s responsibilities and possibilities, the individual’s
responsibilities and the required knowledge and awareness for mitigating the risks of being
victim to a social engineering attack, and what organizations could do to educate and tutor
their employees in safe use of social media. Furthermore, we encourage that more researcher
delve into this topic and investigate the matter further, both through other topics within
the domain and through some of our suggestions and findings in this thesis.

From a practical standpoint, the findings of this thesis might be useful, both on an individual-
and organizational level. For individuals, this thesis highlights some things that users of so-
cial media can do themselves, to bolster their own cyber resilience, and to help protect
themselves from social engineering attacks on social media platforms. For organizations,
this thesis also suggests some measures that organizations can utilize to better help their
employees ensuring their safety on social media, which will also indirectly raise the cyber
resilience of the organization itself.

56



5.6 Limitations of This Thesis

In a master thesis, as with all other research projects and studies, there are limitations
that needs to be addressed. First of all the time frame of the thesis, along with the limited
amount of resources available during the study, made it so we had to make some compromises.

Secondly, the sample size used during the empirical data collection of this thesis, can be
seen as a limitation. The sample size restricted us from seeing the results from a broader
view, something we would have been able to do with a larger sample size. Together with the
sample size, the diversity of the respondents could also be seen as a limitation of this thesis.
With a larger sample size, we would have been able to put together a even broader and more
diverse group of respondents, making it possible to investigate the research problem from
even more angles.

With the adaptation of the Cybersecurity Culture Framework (figure 2.1) as a basis for
structuring this research project, this could be considered as both a positive, in terms of
adapting an already existing framework, but also a negative, in terms of the potential for a
narrow-minded and too specific approach to the research area. When structuring and plan-
ning the interview phase, we based the majority of the interview questions on the selection of
concepts. There is a potential that the scope of the questions is too explicit to the concepts,
hence the potential for exclusion of other relevant concepts.

5.7 Future Research

The opportunities for future research on the topic of this master thesis are plentiful. There
are limited amounts of literature and research available about the use of social media in
social engineering attacks, or in cybersecurity as a whole, which make all new research in
this field valuable. The first suggestion for further research would be to expand upon this
master thesis, it would be beneficial to expand the amount of respondents, and to include a
even more diverse set of respondents. Broadening both the amount of respondents and the
diversity among them, would hopefully give more valuable insight into this interesting and
important topic.

Secondly, each of the three research questions in this thesis can be broken down into separate
research topics. This thesis covers three considerably large research areas, and it would be
interesting and maybe beneficial to specifically look closer into each of the research areas on
its own. By investigating one area at a time, researchers would be able to better understand
the respective areas, giving them better insight, which could lead to even more interesting
findings in each area. An example of how to more specifically research the platform aspect
would be to apply other methods of data collection in addition to the existing interviews,
such as extracting data on what measures are already in place on the social media platforms.

As a final suggestion, we recommend to research the root cause of this master thesis, being
using social media to conduct social engineering attacks. This could be done by looking into
how social engineering is conducted on social media, looking at what techniques are being
used, what is most effective, and also how it differs from other types of social engineering
attacks. Most people are using social media, so to understand how these platforms are used
to manipulate these users, could be highly beneficial.
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Chapter 6

Conclusion

The objective of this master thesis is to look into the use of social media to conduct social
engineering, and especially to look into which countermeasures can be utilized to mitigated
these types of attacks. We identified three research questions, which cover both the techni-
cal countermeasures, from a platform point of view, as well as looking into what individuals
themselves can do, and lastly looking at what organization can do to educate their employees
on safe use of social media.

To answer the three research questions, we have combined the findings from both the sys-
tematic literature review and the semi-structured interviews with the ten respondents, in
section 5.

RQ1: Which technologies and measures exist to help secure users of social media platforms
from social engineering attacks?

The findings and discussion for RQ1 are presented in section 4.2 and 5.2, respectively. Based
on the inductive conceptual framework (section 5.1), the first research question is catego-
rized as Platform. The main focus for this research question is the technical aspects to the
topic of social engineering and social media, addressing mostly the social media platform’s
responsibilities and opportunities for securing their users to a better extent.

There are three main takeaways from this first research question. The first one being the use
of BankID or a similar unique identification method for authentication purposes. The use of
a unique identification method would make the identification of every user of social media
have personal identifiable information to it, hence the opportunity to trace any wrongdoings
back to an individual. Even though it could be considered as controversial, it is still a viable
option. Secondly, the general perception of the use of AI in mitigating social engineering on
social media, is that the AI is not advanced enough at this moment in time. Even though
the technology for detection of fake accounts and bots are available, the scale of which these
threats occur is considered by the respondents as not advanced enough. Lastly, there is an
emphasis on good and effective reporting mechanisms. The users must be able to report
their cases in a effective, but detailed manner, leading to higher efficiency and accuracy for
the social media platforms to take action.

RQ2: What responsibilities lie on the users of social media platforms to protect themselves
against social engineering attacks?

The analysis of RQ2 is presented in 4.3 and 5.3, which call for the Individual -aspect in the
inductive conceptual framework. The emphasis for this research question is more focused on
what the users of social media platforms themselves are responsible for, in regard to what
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they can do to mitigate being victim of social engineering attacks.

Through the analysis of this research question, we have identified three main takeaways,
similar to the previous research question. Firstly, both already existing users and potential
users of social media platforms have to be aware of what they are signing up for. In many
regards, this is already available for the users to familiarize themselves with through the
terms of use, but the reality is that next to none is actually reading this. As a platform’s
responsibility, it is suggested that this information was to be made available in some other
content form than a long text-based report, as it may would help the users to consume the
information in a different way. Nevertheless, the emphasis on knowing the terms of use is
important before signing up.

The second takeaway addresses that most users of social media platforms do not realize
that once a piece of content or information is shared, this piece of content or information is
out of their control. Even if the user would be able to delete it, the spread of the data is
unknown and could be at risk for misuse. Lastly, the education of children about the topic
of social media and overall risks associated with being online became central through several
interviews. To not necessarily preach about the topic and scaring the children, but rather
making it a classroom discussion topic and talking about it, would in most cases result in
the children coming up with rational answers themselves. With the high digital dependence
in all aspects of life today, the content and use of social media and digital tools could have
a high impact on people’s behavior, hence the importance of emphasizing critical thinking
and good cyber hygiene from an early age.

RQ3: How can organizations educate their employees in safe use of social media to reduce
the occurrence of social engineering attacks?

The findings and discussion of RQ3 are presented in section 4.4 and 5.4, respectively. This
research question is based on the Organizational -section of the inductive conceptual frame-
work, where the focus is on what organizations can do to educate their employees on safe
use of social media.

We have throughout the analysis of this research question found several interesting meth-
ods, that organizations could utilize. First of all, there was a high focus on having training
programs and education for employees, particularly focusing on the onboarding phase. Most
companies have some sort of onboarding program when new employees are enrolled into
the organization, and utilizing this phase to introduce new and important concepts, can
be beneficial. When new employees are being enrolled into an organization, they are often
more susceptible to new information, as they usually aim to make a good impression. All
the information and presentations that are being presented during the onboarding process,
could often make the new employees getting a feel for what the organization believe is most
important.

Secondly, for the content being delivered during training and awareness programs, we noticed
that many of the respondents mentioned the importance of learning their employees about
the risks and consequences that a possible cyberattack would have. Even though focusing on
the risks and consequences could be beneficial for organizations, there is a fine line between
making them more aware and scaring them. Along with educating employees on the risks
and consequences, we also found that repetition is key to educating your employees. People
tend to forget what they have been taught, and after a period of time without training, they
will get back to old and bad habits, taking shortcuts instead of doing what they have been
taught. Organizations need to take this into account, making sure that core and important
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aspects are being repeated to their employees, on a regular basis.

The final two key findings of this research question are the focus on having rules and policies
in place, as well as having the backing of the management and having clear strategies and
philosophies for cybersecurity and safe use of social media. Having rules and policies in place,
makes sure that the employees of the organizations know what is being expected of them, as
well as telling them what is allowed or not. It also gives the organization a chance to enforce,
should there be any wrongdoing from the employees. For the management support, it was
noted that to change your employees behavior, an organization needs to start by changing
the behavior of the management. Lastly, it was noted that the work on cybersecurity and
safe use of social media is not a one time tactical thing, rather it needs to be a strategic and
ongoing focus of an organization.
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