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Abstract

Owners of Operational Technology (OT) in different sectors from industry, critical infras-
tructure and other services are increasingly utilizing connected technologies in production
processes, systems, and environments that make up their operations, exposing traditionally
isolated networks to the Internet (Ashibani & Mahmoud, 2017). With cyber-attacks be-
coming a regular occurrence, industrial organizations face an ever-increasing challenge in
protecting their assets as the cyber threat landscape widens due to Information Technology
(IT) being introduced into the OT domain (Dragos, 2024). This means that cyber oper-
ations are not necessarily limited to the digital domain and may, in worst-case scenarios,
lead to severe physical damage to critical infrastructure and personnel (The Norwegian Na-
tional Security Authority, 2024). Critical infrastructure and OT are experiencing increased
threats from the digital domain, and the current geopolitical situation has caused a spike in
cyber-attacks that directly or indirectly impact critical OT environments (The Norwegian
National Security Authority, 2024). To increase their cyber-resilience and respond to digi-
tal malicious actors targeting their environments, OT organizations may employ Managed
Security Service Providers (MSSP) to protect their complex and highly contextualized OT
environments from threats that originate in the cyber-realm. However, due to the inherent
differences between IT and OT, MSSPs and Security Operations Centers (SOC) experience
difficulties when integrating OT into the scope of their enterprise SOC operations (Dragos,
2023). Therefore, when securing systems that consist of OT, MSSPs are dependent on addi-
tional sources of knowledge and context to develop the Cyber Situational Awareness (CSA)
necessary to effectively monitor and respond to cyber-events that span the IT and OT do-
mains.

With this exploratory study, we aim to determine how OT impacts the development of CSA
during Incident Response (IR) in a SOC. Additionally, we investigate how MSSPs can op-
erationalize people, processes, and technologies to effectively provide security operations to
organizations that operate and maintain OT environments. We investigate how people, pro-
cesses, and technology operate in a complex socio-technological environment to determine
how the MSSPs and the SOC develop and maintain CSA during cross-domain IR.

This study expands upon the work of Andreassen et al. (2023) by constructing a conceptual
framework that illustrates the process of developing CSA in OT-SOC IR. We apply Collective
Intelligence (CI) theory and Endsley’s (1995) theory of Situation Awareness (SA) to create
a theoretical lens and explain how CSA and shared SA are developed in cross-domain and
multi-actor environments. Data was gathered through a systematic assessment of 27 peer-
reviewed publications and 11 interviews with 14 respondents, varying from engineers to OT
security specialists. Using the framework for SA in SOC-IR by Andreassen et al. (2023),
theory, and the interview data, we have created a dynamic framework illustrating the process
of developing CSA in OT-SOC IR. The framework illustrates how different actors (people,
processes, and technologies) cooperate and coordinate across domains towards building CSA
during incident response. Further, the framework captures the information flow and decision-
making process at different levels to enable SOC operators to correlate cyber incidents with
events that impact availability and operational safety in OT environments. Lastly, we explain
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how the environment changes when OT is incorporated into the scope of the SOC and
highlight how elements of cognition, cooperation, and coordination act as the foundation in
combined IT and OT cyber-IR.
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Chapter 1

Introduction

In their annual review for 2023, Dragos (2024) reports that advanced cyber threat activity
towards critical infrastructure has been increasing due to the escalation of worldwide conflicts
between nations in different regions. Dragos (2024) also states that ransomware attacks have
shown a 50% increase in reported incidents from industrial organizations . Gartner presented
an article back in 2012 that predicts how "Cyber Attackers Will Have Weaponized Opera-
tional Technology Environments to Successfully Harm or Kill Humans", suggesting that
organizations have to adopt and implement a security control framework (Moore, 2021).
Sophisticated malware targeting critical infrastructure, not only to steal information but to
interrupt, sabotage, and destroy, poses an entirely different threat landscape. The nature of
the Operational Technology (OT) domain operating in the physical world enables malicious
actors to threaten the physical safety of humans and the environment. As such, securing
and safeguarding OT systems is of utmost importance.

In 2015, on the 23rd of December, Ukrainian power companies experienced power outages
that affected many customers (CISA, 2021). Malware had previously been reported in various
infrastructure sectors across Ukraine. These reports indicated that this malware, attributed
to BlackEnergy, had been found on companies’ IT computer networks. The investigated
incident led the IR team to discover that the attack had been caused by a complex, remote
attack against three electrical plants in the region, leaving around 225.000 people without
power during the holiday season. According to the report, spear-phishing was used to dis-
tribute the malware, and as it spread, the threat actors were able to seize control of the OT
environment, leading to a loss of power.

With the ever-increasing cyber threats towards the OT environment and the consequences
it may have, and as Gartner (2021) stated, a prediction of physical harm by the year 2025,
proper security controls in this domain are much needed. To effectively comprehend the
OT domain, its environment, and its technological distinctions from IT, SOCs must address
these challenges. As such, due to the differences that separate IT and OT, the SOC requires
measures and processes that provide the knowledge and understanding necessary to develop
CSA of cyber-incidents that occur in the OT domain (Kayan et al., 2022; Pöyhönen et al.,
2021). The SOCs role is to act as a security control for OT organizations’ environments, as
well as security monitoring, prevention, and IR. With its security tools, the SOC must gather
information, and the analysts must perceive and understand it to make adequate decisions.

Baskerville et al. (2014) highlight in their study an organizational focus on prevention and
response in regard to a cyber-attack. Though each of these paradigms does not ignore the
other in a cyber incident, traditionally, what OT has focused on is prevention. Baskerville
et al. (2014) highlight this point by addressing the context switch of an OT environment
going from performance to control. OT focuses more on availability and up-time than the
traditional confidentiality, integrity, and availability (CIA) prioritization in the IT domain
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(Tuptuk & Hailes, 2018).

This highlights an aspect of how an industrial SOC’s CSA plays a role in IR and how
the security monitoring of the OT environment aims to prevent cyber-attacks. With a
traditionally IT-oriented SOC introducing OT into their workflow, therefore, we pose the
following research questions, addressing the notion of CSA in OT-SOC incident response:

1. How does Operational Technology change Cyber Situational Awareness in SOC incident
response?

2. How are people, processes, and technologies in MSSPs operationalized to provide Op-
erational Technology Security-Operations-as-a-Service?

This study aims to investigate and create an understanding of how the integration of OT
systems and environments into the scope of the SOC changes how analysts develop and
maintain CSA during incident response. How does a Managed Security Service Provider
(MSSP) adapt from a traditional IT domain to handle OT incidents as well? To answer
these questions and gain knowledge and understanding of these concepts, we have developed
a dynamic framework for CSA in OT-SOC incident response to visualize how a security team
in a SOC handles OT incidents that span both the IT and OT domains.

1.1 Rationale and Motivation

The rationale and motivation for this study are inspired by the framework A Dynamic
Framework Enhancing Situational Awareness in Cybersecurity SOC—IR by Andreassen et
al. (2023) (Figure 1.1). In the semester leading up to writing the Master’s thesis, we con-
ducted background work on the effect of implementing OT into a Security Operations Center
(SOC) and its impact on incident response across the decision-making levels. We discovered
a gap in the body of knowledge on the concept of OT-SOC. Per our research, we could not
find any relevant literature specifically covering CSA in OT-SOC. The closest we found was
shared ICS SOC (Dimitrov & Syarova, 2019) and collaboration between cybersecurity pro-
fessionals and industrial stakeholders (Fink & Shulga, 2018; Kanamaru, 2020). Additionally,
a motivational aspect of pursuing this topic is that both authors are SOC analysts, as the
added interest in Operational Technology’s effect on a SOC and how we, as analysts in the
IT domain, would handle OT incidents.
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Figure 1.1: A Dynamic Framework Highlighting Situation Awareness in Cyber IR (Andreassen et al., 2023,
p. 240)

1.2 Research Approach

In order to ascertain the concepts of how OT can change Cyber Situational Awareness
(CSA) in a SOC for incident response, this study relies on a qualitative approach. During
this research’s data-gathering phase, we used semi-structured interviews and published and
peer-reviewed articles from scientific journals. The study initially started with a preliminary
Systematic Literature Review (SLR) in the Fall of 2023, where we compiled a small list of
articles addressing topics surrounding OT and SOC. Our goal was to expand our knowledge
of how a SOC would adapt to the integration of OT into its scope and manage incidents
in OT environments. This led to the initial research in January 2024, when the expanded
SLR was established. The qualitative research method led us to conduct semi-structured
interviews, which aimed to extract as much information as possible with the questions while
having room for great discussions on the topics. Our structured approach was to categorize
the questions into four main parts: (1) Situational Awareness, (2) Operational Technology,
and (3) Security Operations Center and incident response. In the last part (4), we presented
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a preliminary framework based on the SLR. Before engaging the study’s main topic and
themes, the initial (1) set of questions was to establish the interviewee’s role and experience
in their field as well as their knowledge of SA and its concepts. The second (2) and third (3)
parts were about knowledge, experience, and opinions on the subject matters of OT, SOC,
and incident response: the systems, processes, and how security monitoring of OT would
function. In the last section (4) of the interviews, we presented an initial framework based
on the data and information from the SLR and asked the interview subjects for thoughts and
feedback. We conducted a total of 11 interviews in the span of 3 weeks during April of 2024,
where the allocated time for each interview was 60 minutes, but some reached 90 minutes.
The interview subjects of this study consisted of a range of cybersecurity professionals, OT
and IT SOC analysts, and an OT engineer.

1.3 Thesis Overview

The thesis is summarized in the bullet points below, highlighting each chapter’s structural
elements and content.

• Introduction - overview of the problem statement and research questions of the thesis.

• Background and Related Work - Introduces and discusses the literature review as well
as the theoretical lens through which the thesis is formed.

• Research Approach - Presents and argues for the methodology of research this thesis
is based on. Additionally, data collection, interview methodology and its limitations,
data analysis, and ethical considerations are presented.

• Results - Presents our findings from the qualitative method of semi-structured inter-
views.

• Discussion and Summary of Findings - The framework is presented and we discuss our
findings in relation to the empirical data and theory.

• Conclusion - Our conclusion is presented, and a brief mention of limitations in the study
and our contribution to the theory and industry.
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Chapter 2

Background and Related Work

In the following chapter, we address the methodology, process, and results of the SLR that
form the foundation of the thesis. Initially, we provide a brief explanation of what an SLR is
and why it is important. Subsequently, we provide an overview of the selected methodology
and inclusion criteria, the search and screening process, and the resulting articles included in
the review. This will serve as the basis for the theoretical lens, which will be used to frame
and guide the analysis of qualitative data.

2.1 Literature Review

An SLR is the process of conducting a methodological run-through of related literature and
screening for relevancy of the themes and topics (Xiao & Watson, 2017). SLR enables the
researchers to identify gaps in the body of knowledge and summarize the themes and topics
on which the study is based by compiling a list of related work (Xiao & Watson, 2017). As
Kitchenham & Charters (2007) presented in their Guidelines for performing SLR in Soft-
ware Engineering, which Xiao & Watson (2017) build upon. Our rationale and motivation for
conducting an SLR is "to provide a framework/background in order to appropriately position
new research activities." and research OT and Cyber Situational Awareness (Kitchenham &
Charters, 2007, p. 3).

Different review styles or methodologies are used in qualitative research and SLR methods,
such as Meta-Analysis and Meta-Interpretation (Xiao & Watson, 2017). We have decided
to use thematic synthesis for our SLR, as this method was shown to be the most relevant
and best fit for our research, considering the vast number of themes and topics we had to
work with. Clustering data and using data extraction to identify themes and subjects from
said data is known as thematic synthesis (Thomas & Harden, 2008). By using this review
type for our SLR, we enable the review protocol and literature search in accordance with
our research questions to gather and synthesize relevant data.

2.1.1 Method

The methodology provided by Xiao & Watson (2017) allows for a rigorous SLR, albeit time-
consuming, literature review. Figure 2.1 illustrates the eight steps involved in this process.
Initially, our procedure involved developing research questions and designing a review pro-
tocol to begin the literature search. Kitchenham & Charters (2007, p. 12) states that "a
pre-defined protocol is necessary to reduce the possibility of researcher bias". As such, having
a thorough review protocol is important to best avoid any form of presuppositions or bias
when conducting the SLR.
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The literature search process started with the methodology the review protocol was de-
signed for, a review of the titles and abstract, and then a full-text review in order to gain an
overview of the literature. Parallel with narrowing down the body of work, we screened for
inclusion as set by the review protocol and research questions. A large set of articles were
generated due to the initial set of title and abstract reviews, and to assess the quality of the
articles, we made the full-text review and started the process of extracting the data. Lastly,
we analyzed and synthesized the data using spreadsheets to structure and organize the data
properly according to the themes and topics discovered during the SLR.

Figure 2.1: Process of Systematic Literature Review (Xiao & Watson, 2017, p. 103)

Literature Inclusion Criteria

The literature criteria that we have set and outlined for our review protocol to strengthen
and validate the literature search are as follows:

• The literature must be written in English or Norwegian.

• The article must be Peer-Reviewed.

• The article must contain a combination of keywords relating to the research problem.

• The article should not be older than 10 years. However, should the contents of the
literature still be considered relevant to the current start of the topic area, it could be
included regardless of publication date.

Search Process

The search procedure of an SLR aims to gather information and articles systematically, ac-
cumulating a set of relevant literature (Webster & Watson, 2002). There are three search
methods, and due to the process this search goes through, electronic databases are the pri-
mary source of literature and information; backward and forward searching comes in second
and third. Web of Science, IEEE Xplore, Scopus, and Google Scholar were the electronic
databases we used. To find the literature systematically, we used a set of in-depth keywords
on each database to specify our searches and to cover most of the ground to ensure we did
not miss anything. The approach was to use operators in combination with keywords, syn-
onyms, topics, and related concepts (i.e. "Operational Technology" OR OT OR ICS AND
"Security Operations Center" OR SOC OR CSIRT). Table 2.1 presents an overview of the
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keywords and related concepts and abbreviations used during the search process.

Keyword Related Concepts (Abbreviation)

Cybersecurity
- Cyber Defence
- IT Security
- Information Security

Situational Awareness
- Situational Awareness (SA)
- Cyber Situational Awareness (CSA)
- Situation Awareness

Operational Technology

- Operational Technology (OT)
- Industrial Control Systems (ICS)
- Industrial Automation and Control Systems (IACS)
- Cyber Physical System (CPS)
- Critical Infrastructure (CI)
- Safety Critical Systems
- Safety Instrumented System (SIS)

Framework
- Standard Operating Procedure (SOP)
- Workflow
- Information Flow

Security Operation Center

- (SOC)
- Computer Security Incident Response Team (CSIRT)
- Computer Emergency Response Team (CERT)
- Industrial SOC

Safety - Safety

Incident Management - Incident Response (IR)
- Cyber Incident Management

Enterprise/Organization - Managed Security Service Provider (MSSP)

Table 2.1: Keywords and Related Concepts used in the Search Process

Screening

We employed the exclusion/inclusion criteria based on the review protocol and the research
questions we initially formed to conduct the screening process (Kitchenham & Charters,
2007). The way this process works and its intended use is to screen each article and decide
whether it will be added to the pool of references (Xiao & Watson, 2017). To highlight this
process, we have used the PRISMA statement - a guideline/roadmap of what has been done
in the systematic review of collected literature in line with the review protocol (Sarkis-Onofre
et al., 2021). Figure 2.2 visualizes our preliminary literature review and screening process
after the initial collection of articles.
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Figure 2.2: PRISMA Model: Preliminary Search Screening Process

From the initial search across the various scientific databases using the keywords from Table
2.1, we sourced and included 72 peer-reviewed academic publications. Additionally, from a
previous literature review relevant to the scope of the study (Figure 2.2), we identified an-
other two relevant peer-reviewed publications. With a preliminary total of 74 publications,
we adapted the process of Xiao & Watson (2017) (Figure 2.1), adding an extra screening
step to ensure a more thorough screening process. Consequently, after screening the included
articles by title and abstract, introduction and conclusion, and full-text eligibility, we were
left with 21 articles. Furthermore, during the final full-text screening step of the SLR pro-
cess, we discovered additional interesting topics and avenues of research that were highly
relevant to our study. Therefore, adhering to the review protocol, we conducted supplemen-
tary backward, forward, and database searches to cover gaps in the SLR on topics we had
previously missed due to high relevance bias. The supplementary searches yielded another
11 articles, which were screened following the same process as the initial 74 publications.
This resulted in the inclusion of an additional six articles, bringing the final total of the SLR
to 27 peer-reviewed academic publications. Figure 2.3 depicts the entirety of the screening
process, and the final list of included literature is listed in Table 2.2.
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Figure 2.3: Prisma Model: Screening Process

Author (Year) Journal Title Major Theme(s)

Vielberth et al. (2020) IEEE Access
Security Operations Center:
A Systematic Study
and Open Challenges

SOC, Security Management,
Security Operations

Ahmad et al. (2021) Computers & Security

How can organizations
develop situation awareness
for incident response:
A case study of
management practice.

Situational Awareness, SOC

Endsley (1995) Human Factors
Toward a theory of
situation awareness
in dynamic systems

Situation Awareness

Evesti et al. (2017) IEEE Cybersecurity situational
awareness taxonomy

Taxonomized
Cyber Situation Awareness

Kanamaru (2020)

Annual Conference of the
Society of Instrument and
Control Engineers of Japan
(SICE)

Safety and Security
in ICS, and
SOC Incident Response

Safety & Security System,
IT/OT, IACS

Franke &
Brynielsson (2014) Computers & Security

Cyber-Situational
Awareness and
digital/human sensor

Computer security,
Taxonomy, Decision making,
Monitoring

Piggin & Boyes (2015) IET
Safety and security —
A story of
interdependence

Safety & Security in IACS
Information Security, CPS

Fink & Shulga (2018)
IEEE International
Conference on
Industrial Internet (ICII)

Helping IT and OT
Defenders Collaborate

Conceptual and
practical challenges for
IT and OT
personnel’s cooperation

Smith et al. (2021) Computers & Security

The Agile Incident
Response for Industrial
Control Systems
(AIR4ICS) framework

Information flow and
incident response
for agile IRT
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Author (Year) Journal Title Major Theme(s)

Tuptuk & Hailes (2018) Journal of
Manufacturing Systems

Security of smart
manufacturing systems Cyberattacks on ICS

Ashibani &
Mahmoud (2017) Computers & Security

Cyber physical systems
security:
Analysis,challenges
and solutions

Challenges and solutions
to CPS security

Furrer (2022) Springer

Safety and Security of
Cyber-Pyhiscal Systems -
Chapt. 4 Safety, Security
and Risk

Safety, security(and risk)
of CPS

Tadda & Salerno (2010) Springer

Cyber Situational
Awareness - Issues and
Research - Chapt. 2
Overview of
Cyber-Situation
Awareness

Overview of Cyber
Situational Awareness

Pöyhönen et al. (2021)

Digital Transformation,
Cyber Security and
Resilience of Modern
Societies
- Springer Cham

Cyber Situational
Awareness in Critical
Infrastructure
Organizations

Cyber Situational Awareness
in Critical Infrastructure

Matthews et al. (2016) The Cyber Defense Review Cyber Situational
Awareness

General overview of
Cyber Situational Awareness

Nyre-Yu et al. (2019)

Proceedings of the
Human Factors and
Ergonomics Society
Annual Meeting

Observing Cyber
Security Incident
Response: Qualitative
Themes From
Field Research

Incident response,
CSIRTs,
sharing, Organization

Lu et al. (2014) International Conference
on Security Technology

An Analysis of
Cyber Physical System
Security Theories

CPS, Security

Akbarzadeh &
Katsikas (2022)

IEEE Open Journal
of the Industrial
Electronics Society

Unified IT&OT Modeling
for Cybersecurity Analysis
of Cyber-Physical Systems

CPS, OT, IT

Humayed et al. (2017) IEEE Internet of
Things Journal

Cyber-Physical Systems
Security — A Survey CPS security

Vincente et al. (2001)
International Journal
of Human-Computer
Studies

How do operators monitor
a complex, dynamic work
domain? The impact of
control room technology

OT Operators,
Controll Room

Dimitrov &
Syarova (2019)

2019 Big Data, Knowledge
and Control Systems
Engineering

Analysis of the
Functionalities of
a Shared ICS Security
Operations Center

ICS, SOC

Armellin et al. (2023)

2023 International
Conference on Electrical,
Communication and
Computer Engineering

Integrating OT data
in SIEM platforms:
an Energy Utility
Perspective

OT, SIEM, CPS

Shafi (2012)

2012 12th International
Conference on
Computational Science
and Its Applications

Cyber Physical
Systems Security:
A Brief Survey

CPS, Security

Kayan et al. (2022) ACM Computing Surveys
Cybersecurity of
Industrial Cyber-Physical
Systems: A Review

CPS, Cybersecurity

Onshus et al. (2022) Journal of Cybersecurity
and Privacy

Security and Independence
of Process Safety and
Control Systems in
the Petroleum Industry

OT, Cybersecurity, Safety

Williams (1994) Computers in Industry The Purdue enterprise
reference architecture OT, Purdue

Habib & Chimson (2022) Procedia Computer Science
CPS: Role, Characteristics,
Architectures and
Future Potentials

CPS, Characteristics

Table 2.2: Final List of Articles Included in the SLR
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As the screening process and literature review are done, the results of the SLR and its given
themes and topics are presented in the following sections, starting with OT.

2.2 Operational Technology (OT)

Operational Technology refers to physical systems, such as industrial systems or hardware,
that monitor and control physical processes via physical devices in real time (Akbarzadeh
& Katsikas, 2022; Kayan et al., 2022). In industrial areas today, all the physical com-
ponents, machines, and processes that make the operations turn to produce electricity or
manufacturing are all encompassed by OT. These components may be Programmable Logic
Controllers (PLC), Remote Terminal Unit (RTU), and Supervisory Control and Data Acqui-
sition (SCADA) systems (Tuptuk & Hailes, 2018). Under the umbrella of the term OT, we
have Industrial Control Systems (ICS). ICS are computers, operating systems, and protocols
like Modbus that operate in traditionally isolated environments, controlling systems from
water plants, industrial productions, and oil refineries in real-time of these components in
the physical world (Ashibani & Mahmoud, 2017; Franke & Brynielsson, 2014).

The Purdue model is is a structural model for ICS security and it is increasingly adopted
by critical infrastructure operators. The model is part of the Purdue Enterprise Reference
Architecture (PERA), which was designed as a reference model for data flows in Computer-
Integrated Manufacturing (CIM) (Onshus et al., 2022; Tuptuk & Hailes, 2018; Williams,
1994). The model provides a network segmentation template for different components, pro-
cesses, controls and IT-systems connected to within the context of OT. Figure 2.4 highlights
zones or levels of the Purdue model, where level 0-3 is in the domain of OT, where PLC
and other components reside (Onshus et al., 2022). Figure 2.4 illustrates the hierarchical
structure of components and processes of OT and traditional IT systems and equipment in
an ICS (Williams, 1994).

Figure 2.4: The Purdue model (Onshus et al., 2022, p. 25)

OT operates on the physical layer, in contrast to the cyber layer of IT, and as such, the
human aspect is a part of the characteristics of OT (Akbarzadeh & Katsikas, 2022). Within
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level 2 of the Purdue model, we have the Control layer, where the physical layers of the OT
environments are monitored and controlled via the SCADA systems and Human-Machine
Interface (HMI) module (Kayan et al., 2022). OT systems are characterized as zero-tolerance
real-time systems where safety and availability are critical attributes to be maintained at
all times (Furrer, 2022; Lu et al., 2014; Piggin & Boyes, 2015). For OT and ICS envi-
ronments to be operated efficiently, these systems are increasingly interconnected with the
Internet for improved automation and functionality by remote systems (Ashibani & Mah-
moud, 2017). Because of the interconnectivity, the collaboration between OT and IT has
resulted in Cyber-Physical Systems (CPS) (Akbarzadeh & Katsikas, 2022). The clear dis-
tinction between the two is that OT deals with the physical aspects and components of the
industrial environments through ICS on the lower levels of the Purdue model, while CPS is
the interconnectivity and collaboration between IT and OT across all levels.

2.2.1 Cyber-Physical Systems (CPS)

Fink & Shulga (2018) highlighted the comprehensive definition of CPS as per The United
States President’s National Security Telecommunications Advisory Committee:

"Decentralized network of objects (or devices), applications, and services that can
sense, log, interpret, communicate, process, and act on a variety of information
or control devices in the physical environment. These devices range from small
sensors on consumer devices to sophisticated computers in Industrial Control Sys-
tems (ICS). Ultimately, the devices have some type of kinetic impact on the physical
world, whether directly or through a mechanical device to which they are connected."

In simpler terms, Akbarzadeh & Katsikas (2022) explain that CPS are systems that "[...]
integrate computation, communication, and controlling capabilities of Information and Com-
munication Technology (ICT), with the traditional infrastructures. This integration facili-
tates the monitoring and controlling of objects in the physical world [. . . ]". Within the term
CPS, the enabling technology of ICT/IT is the cyber layer. The connected nature of the
physical systems and machines in the physical world, the physical layer, and the computers
that control and manage them is the foundation of what defines CPS (Ashibani & Mahmoud,
2017; Lu et al., 2014; Shafi, 2012). Though CPS at first was categorized into these two lay-
ers, CPS architecture in its entirety mainly consists of a three-layer structure: Application-,
Transmission- and Perception Layer (Ashibani & Mahmoud, 2017). Figure 2.5 highlights
this architecture, showing the differences in the physical and cyber layers, as well as the
interconnectivity between the layers in which CPS is defined.

Figure 2.5: Three-Layer Architecture of CPS (Ashibani & Mahmoud, 2017)

To further expand on the notion of the CPS architecture, within the proposed three-layer
architecture of Ashibani & Mahmoud (2017), Figure 2.6 expands on the architectural design
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on CPS, where the interconnectivity between the layers, also highlighting the importance of
cloud-enabling systems on the top layer. The continuous connection between the physical
devices (sensors, PLCs, etc.) and the cyber-infrastructure (Cloud technologies) is what CPS
is composed of (Habib & Chimsom, 2022).

Figure 2.6: CPS Architecture (Habib & Chimsom, 2022)

2.2.2 Information Technology (IT) vs Operational Technology (OT)

IT is the enabling technology that bridges the gap from the previously isolated OT/ICS
system environments to the modern CPS, where the differences between the two are techno-
logical and a matter of perspective and priority (Kayan et al., 2022). As such, in contrast to
IT, OT systems can have errors as long as it doesn’t affect production and cause downtime,
and the dependability towards safety rather than security plays a part when introducing the
CIA triangle in the OT domain (Fink & Shulga, 2018; Lu et al., 2014). Furrer (2022, p. 116)
defines security as "[...] [protecting] the confidentiality, integrity, and availability (CIA) of
computer system data and information from unauthorized and malicious accesses".

The difference in safety and security regarding the CIA triangle is based on the prioritization
of the system. In IT systems, the main priority is ensuring the confidentiality of the data
that make up a system’s various processes (Piggin & Boyes, 2015). While having a high
level of service availability may be desirable, a service that occasionally experiences outages
is not critical to corporate business operations (Piggin & Boyes, 2015). The opposite of that
is true for OT/ICS environments, where downtime is critical. Piggin & Boyes (2015) lists
"control, system safety, system availability, plant/machine protection, operation/production
and time-critical responsiveness in real-time operation" as the emphasis of ICS. To highlight
the differences between IT and OT while making a comparison between the two, Kayan et al.
(2022) presents Table 2.3 with a comparison of the different attributes. The clear difference
between the two domains is apparent when comparing the attributes, where applications
are "time-sharing" for IT and "real-time" for OT. Additionally, the difference in protocols
used, where OT uses insecure Modbus as an example, whereas IT uses secure TCP/IP and
HTTP(S) (Tuptuk & Hailes, 2018).
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Table 2.3: Fundamental Differences Between IT and OT Domains (Kayan et al., 2022, p. 7)

IT Security mainly relies on the system’s Confidentiality, Integrity, and Availability of the
data/information in the system, whereas OT relies on the system’s dependability (Furrer,
2022). In Figure 2.7, Tuptuk & Hailes (2018) provides a clear distinction between the
two domains and presents a model showcasing this differences, further highlighting the key
aspects of OT and IT - Safety and Information Security (Confidentiality), respectively.

Figure 2.7: Difference and Comparison of Dependability and Security of IT and OT (Tuptuk & Hailes, 2018,
p. 97)

2.2.3 Cybersecurity in IT and OT Safety

According to Furrer (2022, p. 90), security and safety are "strongly required properties of a
cyber-physical system..." because of the two domains’ interconnectivity, as was previously
discussed. When combined with the physical characteristics of OT and the internet/cyber
connectivity of IT, a CPS’s vulnerabilities and risks can have serious repercussions in the real
world (Ashibani & Mahmoud, 2017). A cyber-attack or system failure in an OT environment
and the essential applications within a CPS can have serious real-world consequences, both
to human safety and the environment. Safety is therefore essential when integrating IT into
the OT sector and in a CPS (Ashibani & Mahmoud, 2017).

Ashibani & Mahmoud (2017) cites a few actual cyber-attacks against CPS, among them
being Stuxnet. Iran’s nuclear development was halted as a result of the 2010 attack on the
Bushehr Nuclear Power Plant, which was able to compromise the computer systems and
interfere with the facility’s automated operations. There have been many incidents like this,
as mentioned, where cyber-attacks on the cyber layer of CPS lead to severe real-world con-
sequences, further highlighting the criticality of safety and (cyber)security in OT and IT,
respectively (Ashibani & Mahmoud, 2017).
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2.3 Security Operations Center (SOC)

The SOC is an internal or external organizational unit, traditionally associated with IT se-
curity, whose importance has grown significantly due to the need to prevent major cyber
incidents (Vielberth et al., 2020). Essentially, the primary responsibility of a SOC is to
detect, analyze, and respond to cybersecurity threats and incidents (Vielberth et al., 2020).
By combining and managing processes, technologies, and people, a SOC provides organi-
zations with situational awareness, risk mitigation, and aid in the fulfillment of regulatory
requirements, enhancing the organization’s overall security posture (Vielberth et al., 2020).
Having a SOC provides organizations with a considerable advantage as incident response
teams, processes, and technologies do not have to be set up reactively post-incident (Ahmad
et al., 2021). Furthermore, to gain visibility and enable detection and analysis, SOCs utilize
technologies such as Security Information and Event Management (SIEM) systems (Pöyhö-
nen et al., 2021; Vielberth et al., 2020). The SIEM system collects security-relevant data
in a centralized manner from systems and security technologies such as firewalls, intrusion
detection and prevention systems, and antivirus (Pöyhönen et al., 2021; Vielberth et al.,
2020). Providing analysts with the data required for the incident analysis, detection, and
management process (Figure 2.8). During this process, analysts aggregate information and
form a situation-specific analysis, applying their training, skills, and experience to triage and
select the necessary course of action (Ahmad et al., 2021; Pöyhönen et al., 2021).

Figure 2.8: Incident Analysis, Detection, and Management Process (Vielberth et al., 2020, p. 227766)

A common notion throughout the literature is that SOCs are predominantly associated with
IT systems and security (Ahmad et al., 2021; Kanamaru, 2020; Vielberth et al., 2020). How-
ever, there are mentions and discussions regarding SOCs concerning industrial and critical
infrastructure applications (Dimitrov & Syarova, 2019; Kanamaru, 2020; Pöyhönen et al.,
2021), safety management (Ahmad et al., 2021), and challenges in the SOC resulting from
the increased complexity of IT and OT environments (Vielberth et al., 2020). This can likely
be attributed to an increase in the number of cyber-attacks affecting ICSs, requiring new
defensive capabilities to ensure the protection of OT infrastructure (Dimitrov & Syarova,
2019). The assessed literature presents two methods of using SOCs to monitor and protect
OT environments. Dimitrov & Syarova (2019) presents a shared industrial or ICS SOC,
which directly monitors the operational environment by collecting data from the SCADA,
data historian, and operator. On the other hand, Kanamaru (2020) and Pöyhönen et al.
(2021) clearly separate the responsibilities of the OT operator or maintainer and the SOC,
suggesting that the SOC remains responsible for and monitors IT systems, networks, and re-
lated security products (Firewalls, Intrusion Prevention and Detection systems, etc.) while
the operator and maintainer remain responsible for the OT (Kanamaru, 2020; Pöyhönen
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et al., 2021). Instead, the SOC, maintainer, and operator continuously cooperate during
monitoring by sharing symptomatic events, domain knowledge and information, and during
incident management and post-incident activities (Kanamaru, 2020).

2.3.1 Industrial Control Rooms

In industrial organizations, the Control Room (CR), often referred to as the control center
or control station, makes use of various processes, technologies, and people to monitor and
control physical operations in complex and dynamic systems (Kayan et al., 2022; Vincente
et al., 2001). The operators situated in the CR utilize on-board OT systems to obtain an
overview of the current situation and ensure control and safety in the operation and its
physical processes (Onshus et al., 2022). Onshus et al. (2022) refer to the Gartner Glossary
when defining OT systems, describing it as “hardware and software that detects or causes a
change, through the direct monitoring and/or control of industrial equipment, assets, pro-
cesses, and events”. In these systems, HMIs facilitate the interaction between the CR and
the ICSs overseeing the processes, providing operators with an interface to monitor and con-
trol their operations (Kayan et al., 2022). Additionally, operators rely on multiple sources
of information to stay situationally aware, such as field operators or alarm screens, control
room panels and displays (Kayan et al., 2022; Vincente et al., 2001). CRs show a close
resemblance to, but are fundamentally different from SOCs (Figure 2.9 & 2.10), while SOCs
are primarily concerned with security and cyber incidents, CRs are focused on maintaining
the availability and safety of physical operations (Onshus et al., 2022; Vielberth et al., 2020).

During the literature review, most of the literature identified on the topics of industrial con-
trol rooms and control centers were dated, not relevant to the current state of technology,
or only contained brief mentions of the concepts without providing any significant insight.
While we managed to identify a few articles by Vincente et al. (2001), Kayan et al. (2022),
and Onshus et al. (2022) that addressed some aspects related to industrial control rooms,
literature on the subjects seemed to be scarce, lacking, or non-descriptive.

Figure 2.9: Telenors Security Operations Center (Te-
lenor, n.d.)

Figure 2.10: Elkem’s Control Room in Bre-
manger (Afry, 2023)

2.3.2 SOC Structure and Personnel

Like every other organizational unit, the SOC has several different roles and responsibili-
ties (Vielberth et al., 2020). Most SOCs operate as tiered entities across which expertise
and capabilities are distributed into different levels of incident response, where higher tiers
correlate with higher levels of expertise and specialization (Nyre-Yu et al., 2019). Based on
findings from Vielberth et al. (2020), Ahmad et al. (2021), and Nyre-Yu et al. (2019), SOCs
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are usually comprised of various tiers of analysts which represent the operations core capa-
bilities, and dedicated managers that supervise the security operations team. A simplified
overview of the relationship and interactions between the various tiers of analysts, the SOC
manager, and external stakeholders is depicted in Figure 2.11.

• Tier 1 Analysts (L1) monitor, prioritize, investigate, and respond to security alerts,
and are typically responsible for the initial filtering and triaging of alerts once they are
detected (Ahmad et al., 2021; Nyre-Yu et al., 2019). Upon detection, tier 1 analysts
determine whether an alert is justified or a false positive, they subsequently assess the
risk of justified alerts and collect raw data to enrich alerts and build context (Ahmad
et al., 2021; Nyre-Yu et al., 2019; Vielberth et al., 2020). Low-severity incidents are
usually managed entirely by tier 1 analysts, while complex or higher-severity incidents
are escalated to more senior analysts (Ahmad et al., 2021; Vielberth et al., 2020).

• Tier 2 Analysts (L2) are tasked with reviewing the more critical security incidents
escalated by tier 1 analysts. These analysts have more experience and are aware of the
affected systems and have a better understanding of the scope of an attack (Vielberth
et al., 2020). Using the context data provided by the first tier, tier 2 analysts conduct
a short, more in-depth investigation to determine the right course of action to contain
or remediate the threat (Nyre-Yu et al., 2019; Vielberth et al., 2020). Incidents that
require further investigation or action, or if the tier 2 analyst encounters issues with
identifying or mitigating the attack, are escalated to tier 3 analysts.

• Tier 3 Analysts (L3) are the most experienced workforce in a SOC and are often pro-
ficient in threat hunting, vulnerability assessment, and penetration testing (Vielberth
et al., 2020). These analysts handle major incidents and critical security alerts escalated
from tier 1 and 2 analysts, performing deeper analysis to better understand cause and
effect, and determine or develop remedial measures and prevention activities (Nyre-Yu
et al., 2019; Vielberth et al., 2020). Most importantly, tier 3 analysts proactively work
to identify potential threats, security gaps, and vulnerabilities in relevant systems and
provide recommendations on how to best remove or reduce risk (Vielberth et al., 2020).

• SOC Managers are experienced security analysts who supervise the SOC team and
handle the administrative side of the operations. Responsibilities include providing
technical guidance and training, creating processes, reviewing incident reports, and
implementing crisis communication plans. Additionally, the SOC manager reports to
top-level management, acting as the SOCs representative and management bridge (Viel-
berth et al., 2020).

• External Personnel “[. . . ] can be included in any SOC operation, and therefore,
depending on the architecture and operating model of a SOC, more or less external
personnel are involved in the different SOC roles and groups.” (Vielberth et al., 2020,
p. 227762).
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Figure 2.11: Interaction of Different Roles Within a SOC (adapted from Vielberth et al. (2020))

2.3.3 Challenges

Due to a lack of literature addressing SOC challenges that fit the criteria of the review,
this section is largely based on Vielberth et al. (2020) review of 158 academic publications.
From these publications Vielberth et al. (2020) present a series of challenges that impose
the development and improvement of SOCs, some of which we found relevant to our work.
Additionally, the findings of Nyre-Yu et al. (2019) provide some backing to the challenges
proposed by Vielberth et al. (2020). These challenges address the collaboration of experts,
integration of domain knowledge, and increasing technological complexity (Vielberth et al.,
2020).

The first of these challenges is the absence of collaboration between experts, which is also
brought up by Nyre-Yu et al. (2019) as an issue impeding progress in SOCs. Due to a lack
of collaborative efforts among analysts and analysts and stakeholders who work on different
sites, analysts tend to work on problems independently (Nyre-Yu et al., 2019; Vielberth et
al., 2020). This could result from time pressure or lack of communication and collaboration
platforms supporting SOC-specific requirements (Vielberth et al., 2020). Additionally, the
tiered nature of the SOC accentuates the issue by creating notable differences in the expe-
rience and knowledge available on the individual tiers (Nyre-Yu et al., 2019). Consequently,
this causes a reduction in overall staff interaction, motivation, and efficiency and creates a
separation of expertise (Nyre-Yu et al., 2019; Vielberth et al., 2020).

Increased complexity caused by the growth and expansion of IT infrastructure into CPS
and physical applications makes it progressively harder to identify threats and incidents
(Vielberth et al., 2020). Current tools work well for detecting known attacks and attack pat-
terns but become insufficient when previously unseen and unknown situations occur. Hence,
including security and non-security experts’ perspectives and domain knowledge becomes
crucial in understanding and dealing with these situations. Non-security experts, such as
engineers, are becoming increasingly invaluable due to their knowledge, which provides the
insight necessary to evaluate whether an alert or the reported behavior is malicious or benign,
especially in the context of CPS. Additionally, tying human experts and machines closer to-
gether and providing them with processes and technologies to transfer knowledge in either
direction is a significant challenge for SOCs. The combination of domain knowledge from
humans and explicit knowledge from machines can be leveraged to further the capabilities
of the SOC (Vielberth et al., 2020).
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As IT and OT become more interconnected into CPSs, the complexity of the technological
environments increases, introducing notable challenges for SOCs (Vielberth et al., 2020).
More complicated and intertwined infrastructure, numerous data sources, and exceedingly
diverse data make it difficult for SOC personnel to maintain situational awareness and a co-
hesive overview. Analysts have poor visibility into networks due to difficulties keeping track
of all the devices in the network. The increasing number of devices increases the amount
of data sources, which in turn increases the overall number of events and potentially the
amount of irrelevant or useless data and the number of false-positive alerts. Additionally,
the data captured from the infrastructure is as diverse as its sources, making it hard to
process, analyze, understand, and link, hindering the discovery of whether individual events
are part of a bigger attack. Consequently, this results in analysts becoming “[. . . ] overloaded
with a high volume of [false positive] alerts and face a typical “needle in a haystack” problem
when trying to filter the noise.” (Vielberth et al., 2020, p. 227773).

2.4 Cyber Incident Management and Response

Incident Response (IR) and Incident Management (IM) are established concepts encom-
passing the preparation for and response to unplanned incidents that negatively affect an
organization (Smith et al., 2021). Understanding how organizations can protect their re-
sources from sophisticated and persistent cyberattacks is a significant challenge for research
and practice (Ahmad et al., 2021). When a cyber incident occurs, IM and IR are the final
barriers to what may become an unmitigated disaster (Tuptuk & Hailes, 2018). The pur-
pose of IM and IR is to prevent the success of cyberattacks, minimize the impact through
containment, and return to regular operation in the shortest possible time by eradicating
the threat from the organization (Ahmad et al., 2021; Furrer, 2022). In most cases, lower
severity cyber incidents will be handled by security analysts or IT personnel, while higher
severity and major IR will likely be handled by an experienced cross-functional team (Ah-
mad et al., 2021). Furthermore, while IR is the act of responding to an incident, IM is
the preparation and planning facilitating effective IR. The objective of IM is to plan and
prepare for how to best respond to an incident such that decisions can be made quickly and
proper action can be taken to mitigate the impact of the attack (Furrer, 2022). Ensuring
that the necessary resources, governance structure, and processes are in place before an
incident to allow responsible individuals to operate rapidly and effectively (Ahmad et al.,
2021; Tuptuk & Hailes, 2018). This is crucial when considering that “[IR] takes place under
considerable time pressure in a dynamic and rapidly changing organizational environment
with high levels of information load, information diversity and task uncertainty.” (Ahmad
et al., 2021, p. 2). As such, IM must facilitate for “[...] command, control and coordination of
diverse people, processes, and technologies to develop situation awareness of the threat and
incident environment within a rapidly evolving organizational context.” (Ahmad et al., 2021,
p. 2). Essentially, these activities need close collaboration between operational, tactical, and
strategic stakeholders and be adaptive to the highly dynamic nature of cyber-incidents, re-
quiring cross-disciplinary team efforts, communication, and shared situational awareness to
respond effectively (Ahmad et al., 2021; Nyre-Yu et al., 2019; Pöyhönen et al., 2021; Smith
et al., 2021).

2.4.1 Industrial Cyber Incident Management and Response

The increased threat towards OT systems presents a series of challenges for traditional IM
and IR teams (Smith et al., 2021). Industrial technologies do not operate in the same manner
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as IT equipment; when IT devices are compromised, the impact is often limited to the func-
tionality of those devices (Smith et al., 2021). However, in OT environments, cyber incidents
can negatively impact critical equipment and operations, potentially compromising human
and environmental safety or leading to a loss of availability, impairing essential services such
as energy or communications (Ashibani & Mahmoud, 2017; Smith et al., 2021). “[IR] within
[OT environments] is characterized by high levels of uncertainty and unpredictability and
requires a multi-disciplined team that encompasses personnel business operations, [OT], IT,
security operations and media engagement to be effective.” (Smith et al., 2021, p. 1). Still,
industrial organizations often have limited and poorly established documentation, awareness
and training, response, and other cyber-IM measures (Tuptuk & Hailes, 2018). Consequently,
many of the processes applied in IR are driven by approaches used for IT, and as a result,
may prove ineffective or cause the situation to deteriorate by amplifying the impact of cyber
incidents on industrial infrastructure (Smith et al., 2021). This is a result of the inherent
differences between OT and IT. IR in OT infrastructure requires other considerations and
defense strategies and should reflect the safety critical context of such systems (Smith et al.,
2021). Although maintainers and operators of OT systems typically have IR plans and con-
tingencies in place for physical incidents such as loss of essential power, supplies, and output,
it is only recently that these plans have started to consider cyber impact (Smith et al., 2021).

From a selection of literature discussing IM and IR in the industrial context, we have iden-
tified a series of requirements that impact IR efforts in OT environments (Table 2.4). Gen-
erally, it is first necessary to determine whether existing IR measures apply to OT and
evaluate whether or not they accommodate the characteristics of such systems (Smith et
al., 2021). Additionally, to prepare operators and other OT personnel for possible cyber
incidents, methods and tools should be implemented that support the response process and
consider the nature of industrial technologies. We have identified four key requirements for
IR in industrial environments:

1. Domain Knowledge of OT - Considering the highly contextualized and varied nature
of OT systems, a core element of any response is domain knowledge and an understand-
ing of existing system requirements (Smith et al., 2021). In many cases, “[. . . ] there is a
lack of information about systems, and how systems work, which is commonly attributed
to how old and complex OT systems might be, as well as the lack of people having the
appropriate expertise being available.” (Smith et al., 2021, p. 5). As such, the individuals
involved in IR must develop their knowledge of OT systems to allow them to operate
effectively within the environment.

2. Cross-Discipline Integration - In the OT domain, cyber incidents rarely originate
solely from the physical side, and the consequences of a single compromised device will
often propagate and carry repercussions along the entire process (Smith et al., 2021).
This means that individual incidents may have a significant impact further down the
production line, affecting several domains within the organization. Therefore, the IR
team should include stakeholders from other business units, such as engineers, physi-
cal plant operators, business analysts, management, etc., creating a multi-disciplined
team that facilitates knowledge exchange between the various groups and the cyber
security professionals (Fink & Shulga, 2018; Pöyhönen et al., 2021; Smith et al., 2021).
Providing a more holistic view of the situation and the responders with the ability to
understand the implications of the incident on their work and that of others (Smith
et al., 2021).

3. Communication and Information Sharing - In many cases, when IR crosses IT/OT
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boundaries, communication between stakeholders from different domains, departments,
levels in the organizational hierarchy, and 3rd party organizations often becomes prob-
lematic (Fink & Shulga, 2018; Smith et al., 2021). IR teams tend to be very hierarchical,
with individuals being assigned specific roles, leading to the creation of information silos
(Smith et al., 2021). This causes IR participants to focus on their tasks without under-
standing what others are doing. In the rapidly changing and high-pressure environment
of industrial IR, a lack of communication increases the risk of mistakes, information
deterioration, or redundant efforts as tasks are duplicated or responsibility for crucial
information becomes unclear (Smith et al., 2021). Information sharing between interest
groups and continuous communication is essential for IR, ensuring SA, coordination,
and operational efficiency (Fink & Shulga, 2018; Pöyhönen et al., 2021).

4. Shared Situational Awareness - The efficiency of the response to a cyber-incident
is dependent on the IR team’s ability to develop and sustain shared SA throughout the
lifetime of the incident (Ahmad et al., 2021). Shared awareness is a requirement for
good management, a key component of effective cyber defense operations, and consid-
ered a critical attribute of organizational IR, enabling stakeholders to understand what
is happening and facilitating the dynamic shift of tasks as the situation develops (Ah-
mad et al., 2021; Nyre-Yu et al., 2019; Pöyhönen et al., 2021; Smith et al., 2021). This
necessitates cross-discipline cooperation, information sharing, and communication, and
that all members are informed and involved in the planning and implementation of the
response (Ahmad et al., 2021; Pöyhönen et al., 2021; Smith et al., 2021). Providing the
IR team with shared awareness of the incidents cyber-threat landscape and the broader
organizational context (Ahmad et al., 2021).

Table 2.4: Classification of Literature with Respect to Critical Aspects in Industrial IR
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2.5 Situational Awareness

In dynamic environments, such as large-systems operations, human decision-makers must
make multiple decisions over a short span of time (Endsley, 1995; Pöyhönen et al., 2021). To
arrive at a well-informed conclusion, decision-makers must build awareness related to a sit-
uation, or Situational Awareness (SA), by utilizing prior knowledge and current perceptions
of reality to understand what is happening and predict potential future outcomes (Pöyhönen
et al., 2021; Tadda & Salerno, 2010).

SA is a varied and well-studied phenomenon that can be viewed from multiple perspectives.
From a technical perspective, SA involves compiling, processing, and fusing data (Franke
& Brynielsson, 2014). At the same time, the cognitive side is concerned with the human
capacity to comprehend the technical implications and draw conclusions to come up with
informed decisions (Franke & Brynielsson, 2014). The most widely accepted definition of
SA in the reviewed literature, as discussed by Franke & Brynielsson (2014), Pöyhönen et
al. (2021), Tadda & Salerno (2010), Evesti et al. (2017), and Ahmad et al. (2021), is the
one provided by Endsley (1995). From a cognitive perspective, Endsley (1995) defines SA
as “the perception of the elements in the environment within a volume of time and space, the
comprehension of their meaning, and the projection of their status in the near future”. As
such, SA can be considered as a state of knowledge that can be achieved at different levels,
the quality of which is dependent and based on an individual’s preconceptions, abilities,
experiences, and training (Ahmad et al., 2021; Endsley, 1995; Pöyhönen et al., 2021; Tadda
& Salerno, 2010).

Figure 2.12 illustrates the process of attaining SA of the environment, the relationship be-
tween SA, decision-making, and action execution, and the three levels of SA. These levels
denote progressively increasing awareness levels and makeup SA, which is a foundation for
conclusions and the following decision-making (Franke & Brynielsson, 2014; Pöyhönen et al.,
2021). Initially (Figure 2.12 L1), the operator perceives their environment and attempts to
obtain as much information about the situation’s status, attributes, and dynamics as possi-
ble (Endsley, 1995). During level 2 (Figure 2.12 L2), the operator’s preconceptions, abilities,
experiences, training, and goals are applied to the gathered information to understand the
situation (Endsley, 1995). In the final stage (Figure 2.12 L3), the gathered information and
the understanding of the situation are combined by the operator to predict future outcomes
and their implications (Endsley, 1995; Franke & Brynielsson, 2014). This knowledge is then
used to inform decision-making which results in the execution of an action. Subsequently,
changes in the environment resulting from the selected action are perceived by the operator
as feedback that may or may not coincide with the operator’s prediction (Endsley, 1995).
The iterative process then starts again, with the operator basing SA on the altered state of
the environment.
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Figure 2.12: Model of Situation Awareness in Dynamic Decision Making (Endsley, 1995, p. 35)

2.5.1 Shared Situational Awareness

In addition to presenting SA from an individual perspective, Endsley (1995), Tadda &
Salerno (2010), Ahmad et al. (2021), and Pöyhönen et al. (2021) discuss the concept of
shared, organizational, or team SA. This shared SA concept applies to situations requiring
several actors to cooperate in decision-making and carrying out actions (Endsley, 1995). In
a team, each member possesses some specific set of information or SA elements determined
by the individual’s role or responsibilities within the team (Endsley, 1995). By sharing and
coordinating each member’s set of SA elements, all members can obtain SA of shared ele-
ments and better understand the situation as a whole (Endsley, 1995). Figure 2.13 presents
a simple representation of team SA where the team members are represented as circles with
SA elements. These circles intersect where members coordinate their information and obtain
shared SA. Endsley (1995, p. 39) defines team or shared SA as “[. . . ] the degree to which
every team member possesses the SA required for his or her responsibilities.”, while Tadda
& Salerno (2010, p. 21) state that “Shared Situation Awareness is then a consensus view of
a number of individual views about a specific activity or set of activities.”. From a general
perspective, shared SA is centered on knowledge management and information sharing to
ensure that all relevant stakeholders have SA for all their individual requirements (Ahmad
et al., 2021; Endsley, 1995; Pöyhönen et al., 2021).
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Figure 2.13: Team SA

In an organizational context, shared SA is considered one of the most significant goals in
improving cybersecurity and a key component of effective cyber defense operations (Nyre-
Yu et al., 2019; Pöyhönen et al., 2021). “Facilitated by information sharing, the process
of establishing shared awareness is not a one-way information flow, but rather a cycle that
needs to include a feedback flow sometimes lacking in organizations." (Nyre-Yu et al., 2019,
p. 439). This two-way information and feedback flow should exist between the organizations’
strategic, operational, and technical/tactical decision-making levels (Nyre-Yu et al., 2019;
Pöyhönen et al., 2021). Without feedback, analysts sending or escalating incidents may
become uncertain regarding action and resolution (Nyre-Yu et al., 2019). Feedback aids in
establishing a common operational picture, guide IR decision-making, and enables learning
(Nyre-Yu et al., 2019). Additionally, notifying mid- and senior-level managers of an inci-
dent creates shared awareness among management and enables them to use the information
provided in strategic decision-making or incident mitigation (Nyre-Yu et al., 2019). “One
caveat is that shared awareness must remain consistent throughout the incident response pro-
cess and is typically maintained through documentation.” (Nyre-Yu et al., 2019, p. 440). If
maintained, documentation can ensure persistent awareness; otherwise, it can impede accu-
rate and consistent awareness during a developing incident (Nyre-Yu et al., 2019).

2.5.2 Cyber Situational Awareness

Whilst not greatly different from SA in more traditional domains, Cyber SA (CSA) is a term
largely discussed in the context of IT security and is considered to be a subset of SA that
concerns digital technologies and networked systems, or the “cyber” environment (Ahmad
et al., 2021; Evesti et al., 2017; Franke & Brynielsson, 2014; Tadda & Salerno, 2010). This
is evident in the reviewed literature where most of the authors have adapted or based their
definitions of CSA on Endsley’s (1995) notion of SA (Table 2.5). The authors translate and
adapt the three main levels of SA perception, comprehension, and projection into phrases
such as gathering of data, information aggregation, and future impact assessment to bet-
ter fit the context of the cyber environment. Additionally, the literature provides different
definitions of CSA depending on the context in which CSA is addressed. From a holistic
cybersecurity perspective Evesti et al. (2017, p. 1) state that the purpose of CSA is “[. . . ]
to know what is going on in the networked systems, what is their current estimated security
level, and what are the causal relations that realise any observed risks.”. While Ahmad et
al. (2021, p. 10) consider CSA from a cybersecurity incident response point-of-view, arguing
that organizations must “[. . . ] (1) ‘collect the dots’, i.e. collect alerts and raw details of the
incident-related environment (perception), (2) ‘connect the dots’, i.e. synthesize elements
of the incident with existing knowledge, and assess criticality and overall significance of the
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incident in the context of cybersecurity objectives (comprehension), and (3) ‘project from the
dots’, i.e. construct possible incident scenarios in the immediate future to inform appro-
priate response (projection).”. Lastly, it is important to note that CSA is concerned with
cyber incidents, offering added insight into a situation and is inherently a part of overall
SA (Franke & Brynielsson, 2014). Therefore, CSA should be treated in combination with
information from other domains and disciplines and contextualized for decision-makers to
fully comprehend the situation (Franke & Brynielsson, 2014; Matthews et al., 2016).

SA Level / Article Level 1 Level 2 Level 3

Toward a Theory of Situation
Awareness in Dynamic Systems
(Endsley, 1995)

"The first step in
achieving SA is to
perceive the status,
attributes, and dynamics
of relevant elements
in the environment."

"Level 2 SA goes
beyond simply being
aware of the elements
that are present to
include an understanding
of the significance of
those elements in
light of pertinent
operator goals."

"The ability to project the
future actions of the
elements in the environment
at least in the very near
term forms the
third and highest level of
SA. This is achieved
through knowledge of
the status and dynamics
of the elements and
comprehension of
the situation (both
Level I and Level 2 SA)"

Cyber situational awareness -
A systematic review of the
literature
(Franke & Brynielsson, 2014)

(i) basic perception of
important data/
perception

(ii) interpretation and
combination of data
into knowledge/
comprehension

(iii) ability to predict future
events and their implications/
projection

Cyber Situational Awareness
in Critical Infrastructure
Organizations
(Pöyhönen et al., 2021)

data acquisition/
detection

information aggregation/
situational understanding

classification and analysis/
impact assessment towards
the future

Cyber Situational Awareness -
Issues and Research
(Tadda & Salerno, 2010)

Perception is the attempt
to answer the question
“What are the current
facts?”

Comprehension asks,
“What is actually going
on?”

Projection asks, “What is
most likely to happen if...?”

Cyber Situational Awareness
Taxonomy
(Evesti et al., 2017)

gather information from
the environment

understand gathered
information

reflecting the gained
understanding for the
current environment

How organizations develop
situation awareness for incident
response: A case study of
management practice
(Ahmad et al., 2021)

(1)‘collect the dots’ (2) ‘connect the dots’ (3) ‘project from the dots’

Table 2.5: Levels of SA as Described in the Literature

Independent of the context for which CSA is needed, whether for routine operational or
command and control work related to a specific situation, CSA is often the result of a shared
effort (Franke & Brynielsson, 2014; Pöyhönen et al., 2021). From a technical perspective,
CSA can be considered a problem of collecting, synthesizing, and deriving insights from
useful information (Ahmad et al., 2021). Hence, stakeholders must cooperate and share
information to obtain a common understanding of the situation or shared CSA (Matthews
et al., 2016; Pöyhönen et al., 2021). Shared CSA can be viewed as a state in which all
relevant stakeholders possess the information necessary to achieve CSA regarding some sit-
uation in a cyber environment, such that they might accurately and efficiently manage their
responsibilities (Endsley, 1995; Franke & Brynielsson, 2014; Tadda & Salerno, 2010). The
assessed literature suggests that to achieve a high level of shared CSA stakeholders must
understand the integrated meaning of what they are perceiving by leveraging technologies,
processes, expertise, collaboration, and communication (Ahmad et al., 2021; Matthews et
al., 2016; Pöyhönen et al., 2021). Various technologies are essential in that it is what make
up the “cyber” environment and enable data gathering, analysis, and visualization. How-
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ever, the foundation of shared CSA is dependent on the sharing of information and expertise
through collaboration and communication between internal and external stakeholders across
organizational levels (strategic, operational, and tactical) (Ahmad et al., 2021; Franke &
Brynielsson, 2014; Pöyhönen et al., 2021).

2.6 Resarch Gap

Through a systematic assessment of the current body of knowledge on OT, SOC, SA, IR,
and IM, we have noted some areas in which knowledge or research is lacking or dated and
others in which we could not locate relevant literature. It should be mentioned that there is
a rich and recent pool of literature on the individual topics themselves; it is, instead, where
these topics coalesce that literature starts to get scarce.

To understand how CSA is established in a SOC setting, we need to understand how actors
in and around the SOC work, their processes, and with whom they interact. However, when
looking into SOCs, we found that there is a general lack of independent literature describing
specific processes and interactions in SOCs, both between internal and external actors and
entities. This corresponds to Vielberth et al. (2020), who found that there is inadequate
literature on and precise definitions of the processes within SOCs. Similarly, there seems
to be a shortage of literature on SOCs in the context of OT or ICS. The few articles we
identified briefly address the concept of a shared ICS SOC (Dimitrov & Syarova, 2019) or
the collaboration of cyber security professionals in SOCs and industrial stakeholders (Fink
& Shulga, 2018; Kanamaru, 2020).

Our systematic literature review has revealed a significant research gap in OT SOCs and re-
lated processes. While recent research by Ahmad et al. (2021) and Andreassen et al. (2023)
has contributed to our understanding of SA in SOC-IR from an IT perspective, we find a
significant gap in research and literature on CSA in OT-SOC IR. Searches across Scopus
and the Web of Science yielded seven results: one book, two conference papers, and four
peer-reviewed articles (Figure 2.14 & 2.15). Among these results, we only found two articles
to be somewhat relevant, although we did not find anything that directly addresses CSA in
OT-SOC in general or CSA in OT-SOC IR. We also conducted searches on IEEE Xplore and
Google Scholar but were unable to identify any research or literature relevant to the scope
of this study. Furthering the relevance of this study and highlighting the need for research
into OT-SOC, OT-SOC processes, and the topic area of this study, CSA in OT-SOC IR.

Figure 2.14: All Time Bar Chart of Publications by
Year for OT AND CSA AND SOC AND IR (Web of
Science, n.d.)

Figure 2.15: Publications by Year from 2021-
2023 for OT AND CSA AND SOC AND IR (Sco-
pus, n.d.)
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2.7 Theoretical Lens

In short, the theoretical lens is a conceptual mechanism that guides the research, providing
a uniform point of assessment through which all data is filtered and is how we interpret the
phenomena we study (Niederman & March, 2019). We have identified two theories and two
frameworks from the systematic literature review, which will make up the theoretical lens
that drives our approach to data analysis. The theoretical lens will serve as a transformative
or filtering device, allowing us to sort, contextualize, and transform our data into meaningful
information to create a theoretical framework (Niederman & March, 2019). Additionally,
the lens provides a means of highlighting relationships and patterns that would otherwise
be difficult to notice due to information overload and many undifferentiated details (Nieder-
man & March, 2019). Enabling us “[. . . ] to identify the components of the target, organize
into categories attributes of the target, and propose the nature of relationships among these
components and/or attributes.” (Niederman & March, 2019, p. 5).

Our study aims to expand upon the work of Andreassen et al. (2023) on SA in cybersecurity
SOC-IR. Based on the results of the SLR, we have selected two theories and two supporting
frameworks. First, the study will be founded on Endsley’s (1995) SA theory, which considers
SA from an information-processing perspective. Secondly, due to the distinct differences in
knowledge, skillsets, and priorities between the IT and OT domains, we theorize that SA
during IR is dependent on the cooperation and coordination of knowledge and understanding
from both domains. We therefore combine Collective Intelligence (CI) theory and Endsley’s
(1995) SA theory to explain how individuals and groups acquire SA in cross-domain and
multi-actor environments. Lastly, the process model for SA in cybersecurity IR by Ahmad
et al. (2021) and the Purdue Model as presented by Onshus et al. (2022) act as supporting
frameworks. The process model by Ahmad et al. (2021) provides us with a starting point to
better understand the underlying process of acquiring SA in cybersecurity IR. Additionally,
the Purdue model by Onshus et al. (2022) provides an overview of the relationship between
the IT and OT domains, allowing us to filter the various elements into their respective cate-
gory. Combined, these theories and models provide a structured, holistic, and domain-aware
lens, enabling us to better understand and describe CSA in OT-SOC IR.

2.7.1 Situational Awareness of the Environment

We have selected Endsley’s (1995) SA theory foundation of our theoretical lens (Figure 2.16).
Among the reviewed literature on SA and CSA within the cybersecurity domain, we found
Endsley’s (1995) conceptualization to be the most widely used and well-established theory on
SA (Table 2.5). Furthermore, Endsley’s (1995, pp. 34–35) description of SA as a continuous
decision- or information-support process from the perspective of a single person or opera-
tor aligns with our research intention of understanding the CSA process of a SOC operator
during OT IR. We also find Endsley’s (1995) conceptualization to be simple and easy to
comprehend, as the process has been separated into three distinct phases: perception, com-
prehension, and projection. SA’s first phase is perceiving or acquiring information about the
environment (Figure 2.16 L1). The second phase concerns comprehension, not just being
aware but also understanding the importance of the acquired information in relation to some
goal (Figure 2.16 L2). The final phase applies the information and understanding (phases 1
and 2) of the environment to predict potential future outcomes (Figure 2.16 L3). Following
the completion of one or more phases, a decision is made, and an action is executed to change
the environment based on the current level of SA. The altered state of the environment is
used as feedback, and the process repeats itself. Although, as Endsley’s (1995) SA theory
considers SA from the perspective of an individual operator, it won’t be sufficient by itself in
describing the processes required to obtain SA in cross-domain and multi-actor environments.
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Figure 2.16: Situation Awareness of the Environment (adapted from Endsley (1995))

2.7.2 Collective Intelligence Theory

There are numerous definitions of such an abstract concept as Collective Intelligence, depend-
ing on the context, domain, and the author describing it. From a generalized perspective,
Malone et al. (2009, p. 2) explain CI as “groups of individuals acting collectively in ways that
seem intelligent”, while Hiltz & Turoff (1978, p. 44) define it as “a collective decision capa-
bility [that is] at least as good as or better than any single member of the group.”. However,
we find Levy’s (1997, p. 13) conceptualization the best fit for our domain; he explains it as
“a form of universally distributed intelligence, constantly enhanced, coordinated in real-time,
and resulting in the effective mobilization of skills.”. Additionally, the rationale provided by
Wooley et al. (2015, p. 143) aids in clarifying our perspective and how we approach the con-
cept, stating that “[CI] includes a group’s capability to collaborate and coordinate effectively,
and this is often much more important to the group’s performance than individual ability
alone.”. Based on these conceptualizations and findings from the SLR, we identified three
attributes that characterize CI in our domain.

In cross-domain and multi-actor environments, we consider CI an enabling factor for SA,
which is facilitated by Cognition, Cooperation, and Coordination (Figure 2.17). Cognition is
all forms of knowledge and awareness or the process of acquiring knowledge and understand-
ing and plays a major role in the formation of CI (American Psychological Association, n.d.;
Steyvers & Miller, 2015). This is essential as individuals or groups interact across domains
and contexts, requiring them to obtain the knowledge necessary to understand and become
aware of the environment they are interacting with. Cooperation is essential because actors
on different hierarchical levels, domains, locations, and organizations must communicate
and interact to share knowledge, experience, and information. Individuals or groups might
possess one or more parts of the solution, such as general domain information or critical
knowledge of some system, which, if shared, could contribute to resolving some situation,
accentuating the importance of cooperation. Lastly, Coordination refers to synchronizing
and aligning activities under conditions of task interdependence and uncertainty and is a
key issue to solve for groups to work together effectively (Woolley et al., 2015). Both tacit
and dynamic coordination can be facilitated through plans and routines, although “dynamic
situations often call for planning that occurs in real time” (Woolley et al., 2015, p. 147).
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Figure 2.17: The Role of Collective Intelligence in Situational Awareness in Cross-Domain and Multi-Actor
Environments

2.7.3 Situational Awareness in Incident Response

Ahmad et al. (2021) have developed and proposed a process model for SA in Cybersecurity
IR (Figure 2.18) by studying the case of FinanceCentral’s cybersecurity operations team.
The model illustrates how “[. . . ] [SA] is implemented through processes that vertically and
horizontally integrate stakeholders within IT and also across the broader enterprise.” (Ahmad
et al., 2021, p. 9). Ahmad et al. (2021, p. 10) highlight three key components of the model:
the stakeholders integral to the response process, process inputs (mental models, playbooks,
business context, etc.), and process outputs (perception, comprehension, projection). Based
on Endsley’s (1995) SA theory, Ahmad et al. (2021, p. 10) model how SA is acquired dur-
ing IR by illustrating task behavior (incident escalation and investigation) relative to the
information processing behavior and flow between cybersecurity stakeholders. This gives us
a holistic understanding of the stakeholders involved, how SA is developed during SOC IR
in IT environments, and an example of the domain-specific application of Endsley’s (1995)
SA theory. Andreassen et al. (2023) applied this framework as a reference point to un-
derstand how security operations teams develop SA knowledge and adapt during enterprise
detection & response. Their conceptual and final framework draws inspiration from Ahmad
et al. (2021), in that they have extracted similar methods of depicting information process
behavior, task behavior, and communication behavior. Although Andreassen et al. (2023)
enrich and expand upon the process model proposed by Ahmad et al. (2021), presenting a
framework based on relevant literature and informed by industry professionals.
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Figure 2.18: Situation-Awareness in Cybersecurity Incident Response (Ahmad et al., 2021, p. 10)

2.7.4 Domain Awareness

The Purdue reference architecture created by Williams (1994) “[. . . ] is a generalized network
topology model for industrial facilities, and is often used as a reference architecture to orga-
nize systems and their interconnections.” (Onshus et al., 2022, p. 24). Even though Williams
(1994) proposed the original framework, we found it to be too generalized and dated, instead
deciding to use the version provided by Onshus et al. (2022, p. 25). Figure 2.19 provides
a more recent perspective on the network topology in industrial facilities by, among other
things, adding cloud to the model. This framework provides a compelling overview of the
IT and OT domains, enabling us to categorize actors, entities, and processes into their re-
spective domains. As such, we can better understand the who, what, why, and how involved
in cross-domain interactions.

Mapping the SA process in multi-actor and cross-domain environments requires identifying
and familiarizing ourselves with the elements that enable SA. First, we must understand
who the stakeholders and actors are, who is cooperating, and who is communicating and
sharing information. Second, we need to know what entities and systems are involved in
the situation, the extent of the incident, and where the data comes from. Third, we must
understand the reasoning and motivation behind why actors or entities interact. Lastly,
we must understand how actors and entities interact and the processes underpinning SA.
As such, the Purdue model (Figure 2.19) will act as a way of filtering and assigning these
elements to their respective domain and clarify the processes that interconnect them across
disciplines to facilitate CSA and shared SA.
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Figure 2.19: The Purdue Model: Example of Network Topology in an Industrial Facility (Onshus et al.,
2022, p. 25)
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Chapter 3

Research Approach

This chapter presents the chosen research approach, providing clarification and justification
for our choice of methodology, research design, and methods for data collection and anal-
ysis. First, we provide an overview of the selected qualitative methodology and clarify the
reasoning behind our choice. We then detail the research design and how this relates to the
overall research approach. Thereafter, we address interviews as our data collection method
and provide an overview of the study participants or unit of analysis. Lastly, our approach to
data analysis is described before clarifying some of the limitations and ethical considerations
of the selected approach.

3.1 Qualitative Methodology

This research aims to map and better understand how SOC operators establish and maintain
CSA in a highly dynamic and multi-domain environment. As such, it is primarily concerned
with uncovering the roles and responsibilities of the actors and entities involved, mapping in-
formation flows, and the processes and behaviors facilitating CSA during OT-SOC IR. Given
the limited literature on the specific subject, the complexity of the issue, and context diver-
sity, we find that the research issue calls for a qualitative approach. This is mainly because
we are looking into a multi-faceted socio-technological phenomenon that is hard to quantify,
requiring us to address the research issue through the perspectives of the interviewees. It is
only through the opinions, interpretations, and experiences of the interviewees that we can
gain the necessary insight and a sufficiently detailed understanding of the research problem.
Therefore, to explore the research area through the perspective and understanding of the
study participants, we have selected a qualitative approach to data collection and analysis.

Qualitative research is a broad term for research methods developed in the social sciences,
which covers a wide range of techniques and philosophies that provide researchers with the
means to study social and cultural phenomena (Hennink et al., 2020; Myers, 1997). “Qual-
itative methods are typically used for providing an in-depth understanding of the research
issues that embrace the perspectives of the study population and the context in which they
live.” (Hennink et al., 2020, p. 11). Consequently, this makes qualitative research “[. . . ] most
suitable for addressing ‘why’ questions to explain and understand issues or ‘how’ questions
that describe processes or behaviour.” (Hennink et al., 2020, p. 11). By applying research
methods such as interviews, we can examine and gain a detailed understanding of people’s
experiences (Hennink et al., 2020). This allows for the identification of issues from the per-
spective of the study participants, providing us with valuable insight and an understanding
of their opinions and interpretations of aspects relating to the research problem (Hennink
et al., 2020). Making qualitative research especially useful for exploring new topics or un-
derstanding complex issues, and the natural choice of methodology for this study (Hennink
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et al., 2020).

3.2 Research Design

Put simply, “research design is a plan for collecting and analyzing evidence that will make
it possible for the investigators to answer whatever questions he or she has posed ” (Ragin
& Amoroso, 2019, p. 211). The design reflects the theoretical, methodological, and ethical
considerations of what we seek to achieve and connects the empirical data to our research
questions and conclusion (Flick, 2022; Yin, 2018). This affects multiple aspects of the study,
from the details of data collection to the selection of techniques for data analysis and “[con-
trol of ] the influences that might bias the findings of [the] study” (Flick, 2022, p. 3). As such,
“[t]he design’s main purpose is to avoid the situation in which the evidence does not address
the research questions.” (Yin, 2018, p. 60). Furthermore, in qualitative research, there are
several complexities, uncertainties, and ambiguities, such as researcher subjectivity, that are
not easily considered when attempting to define the research procedure (Alvesson et al.,
2022). Coinciding with Alevsson et al. (2022), we consider qualitative research design to
be a reflexive and creative process, meaning that the design could be adapted based on the
emergent conditions of the study along the way. Even though changes may occur, to provide
structure, we have based the study on an interpretive-exploratory case study research design
that we consider the best fit for our research problem and goal.

The aim of this study is to develop a holistic and accurate understanding of the phenomenon
that is CSA in OT-SOC IR and describe it by expanding and creating an adaptation of the
framework proposed by Andreassen et al. (2023) fitting the context of OT-SOC IR. We find
the case study approach to be the most suitable research method for this study, considering
that we are exploring and seek to explain a specific situation and its contextual intricacies.
The case study approach is fitting in that it is a method that “[. . . ] study the particularity
and complexity of a single case, coming to understand its activity within important circum-
stances” (Stake, 1995, p. xi). Additionally, this approach is best suited for research where
the researcher wants to understand a real-world case and assumes that this understanding is
likely to involve important contextual conditions relevant to the case (Yin, 2018). As such,
this method enables us to delimit the scope, allowing for a close focus on the chosen case to
understand as much of it as possible (Tight, 2022). This facilitates an in-depth look at the
case to identify dependencies and details essential to establishing and maintaining CSA in
OT-SOC IR.
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Figure 3.1: A Map of First-Generation Genres in Qualitative Research (Adapted from Sarker et al. (2018))

Currently, there are no standard templates or textbooks for case study design, making case
studies rather flexible regarding epistemological orientation (Yin, 2018). However, based on
the research problem and the study’s goals with guidance from Sarker et al. (2018), we find
that this study falls somewhere between interpretive and exploratory case studies (Figure
3.1). Therefore, we have adopted a combined interpretive-exploratory approach. Combining
elements from both epistemological orientations is the solution we found to best support an-
swering the research questions and creating a theory-informed and realistic picture of CSA
in OT-SOC IR represented by the final framework (Sarker et al., 2018). Using the “Four El-
ements of Qualitative Genres” by Sarker et al. (2018, p. 758), we will elaborate and provide
some clarity on what an interpretive-exploratory case study implies for our research design:

1. Conception and Use of Data: The study’s data is gathered through a SLR and semi-
structured interviews. The SLR data is regarded as facts, while the semi-structured
interviews’ data is a mix of what we regard as representative facts and the participants’
subjective understanding and negotiated meanings (Sarker et al., 2018).

2. The Nature and Role of Theory: Theory is applied through a theoretical lens con-
sisting of Endsley’s (1995) theory of SA and Collective Intelligence theory (Malone &
Bernstein, 2015; Woolley et al., 2015) and two supporting frameworks. This lens re-
sults from an SLR on relevant published and peer-reviewed academic publications and
will be applied to inform and support the data collection and analysis process (Sarker
et al., 2018). The purpose of the theory is to support the creation of a theory-informed
narrative that answers the research questions.

3. The Analysis Strategy Used: This study utilizes explanation building to analyze
the empirical data through a combined interpretive and deductive approach. First, the
theoretical lens serves as the basis for creating categories to be used in a combined
theoretical and open coding of the collected data. From the coded data, the theoretical
lens and insights derived from the SLR will be applied to construct a theory-informed
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narrative, building an explanation using empirical data guided by theory. Making the
analysis interpretive in that we utilize theory to structure the analysis process and in-
terpret and understand the data, and deductive in that we apply the theoretical lens
to operationalize the analysis through pattern matching (Sarker et al., 2018). In doing
so, we compare the empirically generated evidence with predicted patterns from theory
to map and understand the phenomena we are studying (Sarker et al., 2018).

4. The Nature of Claim about the Findings: A common feature of exploratory and
more data-centric interpretive case studies is that claims are often presented as a frame-
work (Sarker et al., 2018). As such, the claims of this study will be that of novel insights
as a framework that seeks to portray an accurate and plausible picture or interpretation
of the CSA process in OT-SOC IR (Sarker et al., 2018).

By adopting a combined interpretive exploratory case study approach, we seek to answer the
research questions. As a result of the SLR, the theoretical lens guides both the creation of
an interview guide and the subsequent deductive coding of the emerging data. After which,
theory and empirical data are utilized in explanation building to create a theory-informed
narrative, which serves as the basis for developing a conceptual framework describing CSA
in OT-SOC IR. Having outlined the research design and methodological approach, the next
section provides an overview and describes the process of data collection.

3.3 Data Collection

This section provides an overview of the study’s data collection phase. First, we provide
the rationale for selecting study participants and an overview of the selected participants.
Thereafter, we briefly describe the selected method for data collection before detailing how it
was executed. Lastly, using the summary provided by Myers & Newman (2007), we account
for the challenges and pitfalls relating to the selected method of data collection and how we
accommodated for those challenges and pitfalls.

3.3.1 Study Participants

Andreassen et al. (2023) developed the framework that we seek to expand upon by acquiring
information and mapping the people, processes, and technologies of cybersecurity SOC-IR in
the IT domain. As such, the framework (Figure 1.1) proposed by Andreassen et al. (2023)
provides what we consider to be an accurate and representative overview of the IT side of the
framework. Therefore, our task becomes to understand the OT domain and the intersection
and pressure points between IT and OT and map the people, processes, and technologies
relevant to OT-SOC IR. Initially, this study focused on SOCs, IT, and OT in the Norwegian
context. However, due to issues in sourcing interview subjects, we broadened our scope to
include European respondents and expanded the study accordingly to fit a global context.
Consequently, when selecting informants, it was important that they had relevant experience
and were qualified to provide information and knowledge pertinent to our case. To provide
a rich and accurate representation of CSA in OT-SOC IR, we recruited individuals who
hold relevant roles on different organizational decision-making levels and have a variety of
backgrounds from multiple sectors applicable to the case. Due to OT’s nature, we wanted
to engage with engineering, academia, and OT cybersecurity experts to understand industry
“best practices” and get the most thorough and nuanced answers. Hence, we have extracted
knowledge from experienced individuals who physically commission and maintain, research,
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advise, secure, and monitor OT environments. This provided us with various perspectives
that were useful for gaining a holistic and, at the same time, detailed understanding of the
domain and the case, as well as its contextual intricacies. Participants include a senior
OT security analyst, an OT SOC team lead, a senior commissioning engineer, a professor
of cybersecurity, and four SOC analysts. Table 3.1 provides a complete overview of the in-
formants, their roles, years in their current role, and years of experience relevant to the study.

Table 3.1: Subject Selection

3.3.2 Interviews

For this study, the chosen data collection method is qualitative semi-structured interviews.
In qualitative research, interviews are the most common and one of the most important data-
gathering tools and may be described as a conversation with a purpose (Hennink et al., 2020;
Myers & Newman, 2007). This method of collecting data supports the exploratory nature of
the study, aiding in providing explanations of the “hows” and “whys” relevant to the line of
inquiry, as well as insights reflecting the informant’s perspectives (Yin, 2018). This “[permits]
us to see that which is not ordinarily on view and examine that which is looked at but seldom
seen.” (Myers & Newman, 2007, p. 3). When conducting interviews, Yin (2018, p. 161) states
that the interviewer has two main responsibilities: “(a) following your own line of inquiry,
as reflected by your [interview guide], and (b) verbalizing your actual (conversational) ques-
tions in an unbiased manner that serves the needs of your line of inquiry.”. The interview
guide is an important part, serving as a memory aide and guiding the interview (Hennink
et al., 2020). When conducting semi-structured interviews, the interview guide is often an
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incomplete script, supporting exploration by allowing the interviewer to improvise and follow
up on topics or themes of relevance that arise during the interview (Myers & Newman, 2007).

Before conducting the interviews, we developed an interview guide that was carefully trans-
lated into Norwegian and English, containing the interview questions and important infor-
mation about the interview, data privacy, and the informant’s rights regarding the data
(Appendix A). Guided by the research questions, we used the information and understand-
ing acquired from the SLR to develop a series of questions for the preliminary interview
guide. Subsequently, the initial questions underwent iterative pilot testing, reformulating
any questions that seemed overly ambiguous and restructuring the line of questioning to
ensure quality and relevance in the collected data. Corresponding to the nature of semi-
structured interviews, the questions only serve as a guide and allow us to follow alternate
lines of questioning into topics that emerge during the interview. Having constructed and
ensured the quality of the questions, the translation of the interview guide, and the introduc-
tion detailing the informant’s rights with regard to the General Data Protection Regulation
(GDPR) and the Norwegian Personal Data Act, we submitted and received approval from
SIKT on the interview approach and interview guide.

Every interview started with the participant being provided with information about the in-
terview in their preferred language, how their data would be handled, their respective rights
to the data provided, and that the interview would be recorded. This included statements
on confidentiality and data anonymization, how the data would be used, and how the par-
ticipants could contact us should they wish to view, alter, or withdraw their data (Hennink
et al., 2020). While recording the interviews posed a series of privacy concerns that we
needed to address, we considered the benefits far outweigh the added labor. Recording the
interview allowed us to be more present by focusing on the conversation and following up
on the participants’ statements instead of note-taking. Additionally, this resulted in a more
natural interview environment and engaging conversation between us and the participants.
Furthermore, recording allows us to revisit and spend more time with the data to understand
better and extract information that otherwise could have been forgotten or lost, facilitating
more accurate and holistic data (Hennink et al., 2020). Before starting the interviews, we
asked the participants if they had any questions regarding the introductory statement so
that we could address any ambiguities or concerns before asking any questions. After that,
we asked questions, adhering to the nature of semi-structured interviews, following the in-
terview guide but pursuing emerging topics of interest.

3.3.3 Limitations of Interviews

While being a widely used and flexible method of collecting qualitative data, interviews
pose a wide range of potential difficulties and pitfalls. Myers & Newman (2007) provides a
summary of some of these pitfalls from which we have compiled a list of the problems that
we had to account for:

• Artificiality of the Interview – Qualitative interviews involve interrogating someone
who is a complete stranger and asking the informant to give or create opinions under
time pressure (Myers & Newman, 2007).

• Lack of Trust – “As the interviewer is a complete stranger, there is likely to be a
concern on the part of the interviewee with regard to how much the interviewer can be
trusted. This means that the interviewee may choose not to divulge information that he
or she considers to be “sensitive”. If this is potentially important information for the
research, the data gathering remains incomplete.” (Myers & Newman, 2007, p. 4).
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• Lack of Time – “The lack of time for the interview may mean that the data gathering
is incomplete. However, it can also lead to the opposite problem– of subjects creating
opinions under time pressure (when these opinions were never really held strongly to
start with). In this case more data are gathered but the data gathered are not entirely
reliable.” (Myers & Newman, 2007, p. 4).

• Constructing Knowledge – “Naive interviewers may think that they are like sponges,
simply soaking up data that is already there. They may not realize that as well as gather-
ing data, they are also actively constructing knowledge. In response to an interviewer,
interviewees construct their stories– they are reflecting on issues that they may have
never considered so explicitly before. Interviewees usually want to appear knowledgeable
and rational, hence the need to construct a story that is logical and consistent.” (Myers
& Newman, 2007, p. 5).

• Ambiguity of Language – “The meaning of our words is often ambiguous, and it is
not always clear that subjects fully understand the questions.” (Myers & Newman, 2007,
p. 5).

Myers & Newman (2007) state that qualitative interviews are a powerful data-gathering
technique when used to their full potential. They believe researchers utilizing qualitative
interviews should be aware of potential problems and pitfalls and appreciate the technique’s
strengths and weaknesses (Myers & Newman, 2007). As a result of being aware, we could
discuss and accommodate the challenges by adapting the interview guide and implementing
various measures. Examples of such measures are the choice of recording the interview,
providing information on how the data would be used and their rights relating to said data,
simplifying the language of the questions, not asking for any sensitive information, and ask-
ing the informant if they have any questions before starting the interview. Additionally,
our work in the cybersecurity field as SOC analysts helped us relate to the respondents and
distill additional insights, which aided in reducing the impact of the limitations. However,
we are aware that our experience and the implemented measures do not make the interviews
a perfect process and that there might be discrepancies or unsolved challenges that we are
unaware of. Nevertheless, the measures implemented due to being aware of the problems
and pitfalls described by Myers & Newman (2007) significantly improved the quality of our
data collection process and, consequently, the quality of the resulting data.

3.4 Data Analysis

After completing all the interviews and the data collection phase, we had 11 recordings of
14 respondents. These recordings were transcribed, translated, and anonymized to allow for
coding and analysis using NVivo, a textual analysis tool that aids in organizing and structur-
ing qualitative data. When translating the Norwegian interviews into English, we remained
aware of translation bias and were cautious not to change the meaning of the data in any way.
Therefore, both researchers checked and verified the final translated transcripts to ensure the
quality and accuracy of the gathered data. Furthermore, before analyzing the interviews, a
selection of codes or themes was derived from the theoretical lens and the SLR, including cog-
nition, cooperation, coordination, and people, processes, and technologies for both IT and OT.
These codes are aspects indicated by literature as facilitating factors for CSA in multi-actor
and cross-domain environments. As the basis for the analysis, the transcribed interviews
were analyzed by applying the theory-informed set of codes using NVivo, marking and al-
locating statements and themes into categories. For quality purposes and to ensure that
the data was as complete as possible, both researchers coded and validated all interviews.
Subsequently, we have applied explanation building to the resulting coded and categorized
data. Explanation building is often presented in narrative form and seeks to “explain” a
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phenomenon by accounting for and describing the “hows” and “whys” of said phenomenon
(Yin, 2018). As such, through a second analysis phase, we identified commonalities, differ-
ences, and overarching themes in the gathered data. Further structuring the coded data into
six themes that explain how OT-SOC operators can establish and maintain CSA during IR.
The findings section summarizes and presents the answers before the developed framework
is presented, and the findings are discussed in relation to the theory in the discussion section.

3.5 Ethical Considerations

For this study, ethical considerations mainly relate to collecting data from a selection of
informants. When collecting qualitative data, it is important to be aware of and take pre-
cautions to ensure that the data is handled with due regard to informant privacy and relevant
legislation and guidelines. Informants are not obliged to take part in the interviews but par-
ticipate on a voluntary basis. Accentuating the importance of handling the data with care,
being transparent, and acquiring feedback and acceptance from the informant on how the
data is gathered, stored, processed, and used. Prior to conducting the interviews, we devel-
oped an interview guide and general guidelines based on requirements and guidelines from
SIKT, the GDPR, and the Norwegian Personal Data Act. The guidelines include avoid-
ing asking for any personally identifiable information, the data only being accessible to the
researchers, safe storage on the university’s preferred storage medium, deletion of all data
upon project end, and providing all informants with information on how to access, alter,
and delete their information. The final plan was submitted to and approved by SIKT, en-
suring that we are in strict compliance with the guidelines governing open empirical research.
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Chapter 4

Results

Following the interpretive-exploratory qualitative research method, we will present our re-
sults based on the semi-structured interviews. The findings form a theory-based narrative
based on the theoretical lens on which this research is founded.

4.1 Findings

When analyzing the interviews, the data was categorized into themes and topics based on
the coded nodes from the SLR. The analysis resulted in six topics; “Separate and Distinct
domains”, “The State of the Environment and Data Collection”, “Actors Entities and Struc-
ture”, “Incident Preparation”, “Incident Response,” and “Post-Incident Activities.” With the
categorized topics, we could start analyzing and comparing the outliers and commonalities
of the interview data to guide the process in accordance with the interpretive-exploratory
study, attempting to answer the RQs:

1. How does Operational Technology change Cyber Situational Awareness in SOC incident
response?

2. How are people, processes, and technologies in MSSPs operationalized to provide Op-
erational Technology Security-Operations-as-a-Service?

The following are the results of our findings from the interviews, starting with the distinction
and separation of IT and OT.

4.1.1 Separate and Distinct Domains

From the SLR, we established that the literature clearly distinguishes between IT and OT,
making it evident that these are separate but mutually dependent domains. The literature
highlights multiple aspects and characteristics of the two categories of technologies, which
the respondents also mentioned. An example of this is how the CIA triad changes and
how safety becomes the determining factor when moving from IT to OT. When discussing
the differing characteristics between IT and OT and how to deal with cybersecurity in OT
environments, the OT_SOC_Team_Lead stated:

"The CIA triangle, for example, is supposed to be reversed in OT. I’m not entirely
sure that’s true. It’s just another way of seeing it, but everybody says it’s in reverse
in OT. No, it’s just that you have the safety on top of everything."

Further establishing this point, the Senior_OT_Analyst also highlights the safety aspect of
OT regarding the CIA triangle, saying:

"It’s not CIA confidentiality, integrity, or availability. It’s safety first, and that’s
why you need the visibility."
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The OT_SOC_Team_Lead also highlights and backs up this claim, saying:

"The first aspect is safety. And then productivity, [availability] for the customer."

Adding to this point, the SOC_Analyst_3 speaks from an IT perspective and highlights
and acknowledges the core difference between the two domains, stating:

"[SOC analysts] essentially work on the basis of the CIA triad, but I think that in
OT environments, it is much more important to ensure safety and reliability; that
it runs as it should."

In accordance with the CIA triangle, OT is not just reversed; it does not quite fit the triangle.
OT focuses on reliability and safety. Due to the nature of OT’s environment being old
and often unpatched, challenges arise in regards to cybersecurity, OT_Security_Consultant
states:

"[. . . ] in OT networks. A lot of machines are out of backup. A lot of unpatched
machines. The risk for a company to get the OT infrastructure held as hostage is
quite high."

As stated, reliability and safety are the core characteristics of OT, in contrast to IT, which
focuses on the CIA. As such, due to the unpatched machines and lack of backups in the OT
environment, SOC_Team_Lead_And_Researcher expresses concern about this, saying:

"These systems are not designed to be particularly resistant to these vulnerabilities.
In other words, these systems only have vulnerabilities. They don’t necessarily have
any security mechanisms."

The OT systems and environment are not designed with cybersecurity in mind. The Se-
nior_Cybersecurity_Advisor compounds this claim, addressing the issue of vulnerability and
the general notion of cybersecurity of OT environments, stating:

"Many of these environments are not designed for cyber vulnerabilities as we see
today, but the interconnection of networks and exposure that occurs is based on
poor risk assessment."

With the lack of focus on cybersecurity in the OT environment, the impact of a cyber-attack
could be disastrous. In OT environments, mechanisms exist to shut down processes and
systems to ensure safety in the case of incidents. He continues, saying:

"Manipulating safety systems is in a way the worst thing a threat actor can do."

The OT environment is safety-critical. If an incident happens, it could lead to severe conse-
quences. Reiterating and furthering this point, Senior_OT_Analyst highlights the notion
of risk in the matter, stating:

"[. . . ] things that are missing is a very clear, well-defined way of doing risk. Under-
standing the threats and risks is important because it’s not likelihood; it’s impact."

As previously stated, a lack of risk assessment of the OT environment is part of the design
flaw, not focusing on cybersecurity. And when the notion is impact, not likelihood, it puts
things in perspective. Additionally, OT systems and operations exist in the real world, with
its physical systems doing work in real-time, as CERT_Specialist states, saying:

"Real-time is definitely an issue, speaking of OT environments. And which aspect
that would not be as important in IT. Generally speaking, people have to be aware.
That’s the difference between IT and OT security. Because OT is going on in the
real world."
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With the distinction of the OT environment with its characteristics of safety and availability
and IT’s CIA triangle, the aspect of real-time is something the IT world must be aware
of, as previously stated. Furthermore, IT’s involvement in this environment will be cov-
ered later. However, the real-time aspect of OT systems affects IT applications as well, as
Senior_Cybersecurity_Advisor explains:

"You see an increase in OT real-time export data from the OT environments and
out to IT applications to further increase optimization or future smart mainte-
nance."

The CERT_Specialist highlights the distinction of the two domains, separating the aspect
of security, stating:

"[A challenge] is also the understanding of something called IT and something
called OT. What is the difference between them, and more specifically, what is the
difference between IT security and OT security?"

Combining safety, availability, and the real-time aspects of OT with the distinction of cyber-
security in the OT environment, IT applications being a part of this environment highlights
some challenges. One of these challenges is knowledge and awareness. Applying cybersecu-
rity in the OT domain, to be able to understand and know the OT systems a SOC monitors,
is very important, as Senior_IT&OT_Advisor highlights:

"That [the SOC] has OT competence, I think. They have an understanding of how
OT systems are different from IT systems. So if you’re going to have a SOC for
an OT system, you can’t have a [MSSP] who has only delivered SOC services to
an IT world without training [analysts] in the OT world."

Understanding and having knowledge of an OT environment is essential for a Security Op-
erations Center and cybersecurity due to its distinct characteristics in contrast to IT. For
this reason, having the perspective of each other’s domain is very important. The Se-
nior_Security_Researcher addresses this point by giving an example, saying:

"You’ve got people that have done an apprenticeship and then they’ve worked in
a factory or in a power plant and then they’ve gone "Ohh well, rather than being
promoted to like chief engineer or something, I’m gonna start going towards cy-
bersecurity." And then you’ve got people who have been doing cybersecurity in IT
who have gone: "Actually, I quite like the idea of OT." And neither of them really
has any idea of what each other’s actually doing, but they both have these weird
priorities. What I would do is I’d specifically focus those groups together for as
much cooperation as possible because that is the real weakness that we’re currently
seeing from a cultural perspective."

Having two different types of people across the two domains and not necessarily understand-
ing each other is a problem. One thing is to understand the technological differences and
distinctions and see the separation between IT and OT, but the cultural differences are there,
too. As OT_SOC_Team_Lead points out:

"Based on my experience, [OT] is more person-dependent than in IT."

Not only are the IT and OT systems and environments distinct and separate but there are
cultural differences, too. IT may be more system-dependent than OT, so when a SOC is doing
security monitoring of OT environments, the information that gets relayed across domains is
dependent on the people relaying it to understand the domain language. CERT_Specialist
points out this challenge saying:
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"[. . . ] translate this information into understandable information. A lot of our
Members are not IT educated; they are not in the IT field; they are technicians."

To summarize the findings concerning the distinction and separation of OT and IT, the
respondents make it very clear that the CIA triangle clearly distinguishes between the two
domains. OT and IT systems and environments are separate, not only for cybersecurity and
safety reasons but also because of their cultural and domain distinctions. To understand
the language of the domain and communicate that across, while having the knowledge and
awareness of the two domains, they remain distinct in terms of their characteristics and
perspectives on the importance of their operations. OT is focused on safety, availability, and
real-time operations. At the same time, IT follows the characteristics of the CIA triangle, in
which OT is not inverted, but safety is the most important aspect. This creates separation
and distinction, as the two domains have different priorities and perspectives. From all the
interviews, we get the impression that these points are commonalities across the interview
subjects and paint a picture of the unique interconnectivity, yet how distinctly different IT
and OT are. The separation yet parallel existence of IT and OT systems in the environment
highlights the challenges, differences, and distinctions between them.

4.1.2 The State of the Environment and Data Collection

Even though IT and OT are separate and distinct domains, the reality is that the OT
environment is composed of two different categories of technologies. With cybersecurity in
mind, what does the OT environment look like, and how and from where is data collected in
order to maintain SOC operations with its security monitoring? Both IT and OT technologies
contribute to making up the environment and, by extension, data collection for the SOC, as
mentioned. Therefore, the connectivity of the environment makes up for regular IT traffic
within the environment as well, where OT_SOC_Team_Lead expresses the challenge of
noise in the data collection of the environment, where IT is integrated, saying:

"We also have a lot of IT traffic in there, so that means that all that IT traffic or,
as I was saying, guest Wi-Fi or general Wi-Fi that is used. The fact that Wi-Fi
is used for other purposes, all that traffic is also SPAN’ed. So now you have the
guy that goes into Facebook every morning; you also see that in your “OT” data.
That’s the noise."

The Senior_OT_Security_Analyst highlights this notion, adding to the argument that IT
systems are part of the OT environment but not integrated into it, saying:

"Mostly, there won’t be a lot of IT integration necessarily. My experiences with
this is gonna be a lot of standalone systems, where IT integration has been plugged
onto it."

As IT systems and applications are plugged onto the OT environment, what makes up
the environment itself also consists of technologies that practically are the same, where
Senior_IT&OT_Advisor states that, in essence, IT equipment is also OT equipment in how
they function in the environment, saying:

"In practice, switches and routers in the OT world have exactly the same function-
ality as in the IT world."

Even though IT and OT equipment such as routers and switches are essentially the same,
practically speaking, the environments themselves are far from the same or even similar. He
later continues:
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"For IT systems, it’s often a bit of tailoring, OT systems are just tailoring. [. . . ]
You can say that “standard OT system” doesn’t exist. You can talk about it in
general terms, but everything is super specific. Because the process underneath is
so specific."

As such, this highlights how the environments look like where the IT systems are separate yet
plugged onto the OT environment by functioning practically the same as the IT equipment,
as Senior_IT&OT_Advisor continues, stating:

"And that also applies to an OT server room. In the vast majority of cases, an
OT server room is just a server room. So it’s possible to distinguish between the
two, and in an OT server room, there’s nothing to say that you can’t have some of
the same monitoring as in an ordinary server room, for example."

When the SOC is doing security monitoring of the OT environment, with the combination
of IT and OT data flowing in the network, in order to get the full understanding of the data
that is collected from the OT systems, you need a point of contact in order to ascertain the
situation, as Senior_OT_Analyst states:

"You need to talk to the people who are responsible for the devices that you’re actu-
ally looking at, so that would be the first thing to help them, to help you understand
what kind of changes have been made, if any."

Due to the complexity of the environment, the SOC preferably has to get the information
directly from the source. The people they have to talk to, who are responsible for the
systems that they operate, are the process engineers. The Professor also highlights this
point by addressing having a point of contact with the customer, saying:

"I’d made a list of friends at this company and process engineers so that I could
call the person I thought could answer the question. And a SOC would be an assist
to the [control center]."

It is evident that cooperating and communicating with the customer is necessary to un-
derstand not only the environment and technology themselves but also the operations and
processes that the SOC monitors. The OT_SOC_Team_Lead points this out by highlight-
ing how they are frequently communicating with their customers about this, saying:

"We have weekly meetings with the customer for incident review. That’s what I
meant by building the knowledge on the customer environment is that every week
we call the customer for an hour or so, and then we say ’last week those were the
events that we saw, that these were the most interesting’."

As he pointed out, building knowledge of the customer’s OT environment is essential, and
this can be achieved through communication and cooperation. This form of data collection
is also achieved through alert tuning. The alerts and incidents that the SOC is dealing with
on a daily basis need to be refined for the customer. Just as the OT_SOC_Team_Lead
pointed out, so does Senior_OT_Analyst, saying:

"You have to tune it for every different industry and site. We have to do that with
the outgoing traffic, but it’s an order of magnitude harder with the internal traffic,
just like if you were monitoring classic IT."

When the SOC monitors these environments, and as the two respondents highlight, to tune
the alerts "for every site and industry," this form of data collection is one thing, but that
implies a baseline of operations. The OT_SOC_Team_Lead continues:
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"Obviously, if it’s targeting another device completely and this is something else,
we need to re-ask, but what we provide to the customer is the assurance that we
just need to know once because, after that, our knowledge base is being updated,
our processes are being updated."

As part of the workflow of the SOC he describes, to update their knowledge database and
processes of how alerts are handled, the Senior_IT&OT_Advisor adds to this, saying:

"[. . . ] there’s no reason why you shouldn’t have the same monitoring there as you
do in an IT environment, and in theory it should be easier because there should
really be less information that changes in an OT environment."

Data collection and security monitoring of the OT environment from the SOC’s perspective
should be based on the baseline of the OT operations, in conjunction with the cooperation
and input from the customers. As highlighted, this data coming from the processes them-
selves is static and should, in theory, be easier to monitor. However, to get to this point,
OT_Security_Consultant explains:

"The sensors collect traffic and send it to a central system like Guardian or Cyber
Vision. The installation of such a [platform] doesn’t mean a thing. [The SOC] first
needs to see the information [from the environment], talk with the people involved
who are working in the production lanes or in the cells, and verify the observed
information, then there is a long process which is called ’baselining the system’."

Collecting this data from the sensors and feeding it into a central system is one thing, but in
order to get context and understanding of the environment, he backs up the claim of having
to converse with the customers. In addition to collecting said data, the question about the
data itself becomes relevant. What data should the SOC get, how much data should it get,
and from where? Professor_Cybersecurity_Advisor states:

"Monitoring equals data, so monitoring is about getting the right set of data from
the right parts of the OT system. Not as much as possible, but the right dataset."

Having the right dataset collected from sensors of different parts of the OT environment
and having frequent talks with the stakeholders to understand the context further are the
next steps for the SOC to work with this data. To contextualize all that information can
be taxing, and as SOC_Team_Lead_and_Researcher suggests having a "context broker",
saying:

"[. . . ] context brokers’, and it’s an encapsulation of that complexity, but it allows
you to ask a context broker and get the condition there and then, and that means
that you create an indicator. And when this happens in an OT system or IT, you
can say, “That’s it.” But it’s not “it” necessarily, right? But what happens then
is that you often have to start backtracking, i.e., you’re missing the rest of the
context on that indicator. So this “context broker” that I’m talking about gives you
that information right away."

For the SOC to have a context broker that is fed from the dataset collected, as to get the SOC
analysts to increase their understanding and knowledge of the system, Senior_OT_Analyst
points out a crucial point, stating:

"You need to understand your tool and tooling and you need to understand the
customer, the operating system and it’s a whole stack of things that you need to
understand."

45



When all is said and done, the SOC analysts need to understand the tool that they are work-
ing with. When data is collected, contextualized in the context broker, and presented, the
analysts have to understand what they are looking at. Additionally, OT_SOC_Team_Lead
highlights this further, explaining how data from all the customer’s sensors must abide by
this contextualization, saying:

"[. . . ] basically have customers that have installed an OT security solution that’s
being Nozomi Network, Cisco Cyber vision, this type of things. From there, we take
the data that those products are generating and we parse them into common fields
so that we can use global dashboarding."

Therefore, the context broker that encapsulates this complexity of data, as collected from
the different OT security solutions, must be presented to the SOC analyst in such a way
that it is understandable.

The respondents all point out how the OT environment has some form of IT integration,
not in the systems and processes themselves, but plugged onto it for optimization purposes.
The equipment in the environment may serve practically the same functions, as servers and
switches are "the same". Even if that is the case, the OT environments themselves are
vastly different across sites and industries, as the environments are often heavily tailored
to specific processes. Additionally, respondents highlighted the importance of communica-
tion and cooperation with the customers when dealing with data and information collection,
giving examples of how the SOC has frequent meetings and status reports to update its
knowledge base. In addition, the respondents make it very clear that data that is collected
from the different OT security solutions must provide a dataset from the environment that
is contextualized, where giving examples of a "context broker." Lastly, the essence of the
respondents’ answers makes it very clear that documentation, communication, and coopera-
tion are needed when dealing with data collection and understanding the environment. The
SOC is dependent on the customer for this information, the more knowledge the SOC has
of the customer’s environment, the better they will be at protecting it.

4.1.3 Actors, Entities, and Structure

In addition to separating the IT and OT domains in terms of characteristics and technolog-
ical differences, respondents also distinguish between the actors and entities within the two
domains. Denoting the distinct, specialized, and context-dependent nature of OT through
descriptions of roles and entities, organizational structure, processes, and other unique traits
that set the domains apart. The Senior_Cybersecurity_Advisor mentions the need for spe-
cialized and OT-specific roles, stating:

"We wouldn’t have an OT CISO, most have an IT CISO. On the OT side, you
would have OT resources, either process engineers or purely OT maintenance re-
sources who are skilled in the OT systems that they use in their processes."

The Senior_OT_Analyst adds to this, accentuating the specialized and knowledge-dependent
nature of OT by expressing that external actors would struggle to understand the processes
and intricacies of OT systems:

"I’ve just seen a few different industries [and] there’s a lot of commonalities, but
when you get lower into the [industrial processes], that’s where all of the special
sauce is, and that’s where most IT security people and certainly anybody who hasn’t
worked in IT security gets lost because you have to be a process engineer."

This point is furthered by the Senior_IT&OT_Advisor. When addressing how the SOC
can respond to a cyber incident affecting an OT environment, the Senior_IT&OT_Advisor
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highlights the need for cooperation and coordination between the domains to establish shared
SA, stating:

"Then it becomes hard to act on, you may need to pair process engineers or [some-
one with] process understanding with a SOC operator to correctly triage or select
the right path ahead, “What is the smart thing to do here?”. It’s a situational image
that you need to construct over time together with the SOC service."

With experience from working within an OT SOC, the OT_SOC_Team_Lead supports the
need for cross-domain collaboration, specifically mentioning the SOC interacting with the
CR:

"The thing is that the people we talked to from the Security Operation Center, we
would be better off, in my opinion, talking to, as you said there, the control room
and the operators."

Adding to this, the Professor talks about how a SOC they’re familiar with operates when
monitoring an OT environment. Describing how the SOC interacts and collaborates with
the customer:

"The SOC in [Organization], which deals with security, they’re not involved in
operating anything. The only thing they’re doing [during operations] is cooperating
with the various environments to understand when they have discovered something,
and then they collaborate with the environments to try to understand what has
happened. Attempting to retrieve more information, attempting to ask, “What does
this mean?”, attempting to find the right expert."

When talking about who should be contacted when an unexpected event occurs, the
SOC_Team_Lead_and_Researcher mentions field engineers and accentuates the impor-
tance of individuals who are physically present and have physical access to the OT environ-
ment:

"[. . . ] field engineer. Those who understand and commission these systems. These
are the guys [the SOC] should talk to. If you’re in the CR and you have a signal
you can’t trust, you need to call someone who can step out and manually verify the
pressure of a tank and read that it says such and such."

The Senior_Security_Researcher also brings up engineers, exemplifying how senior or prin-
cipal engineers can provide specialized and important information about their environment:

"[. . . ] a lead engineer or principal engineer, or whatever you’d call it, it would
be some sort of like engineer that’s in a senior position that is responsible for the
actual day-to-day management or safety."

"[. . . ] in [OT] environments where I’ve dealt with setting up SOCs and setting up
instances like this, I’ve spent hours with the principal engineers of the environment
going “OK what is this Mac address?” “What is this IP address?"

Third parties, suppliers or OEMs, also play an important role when dealing with OT. The
SOC_Team_Lead_and_Researcher specifies that the suppliers play a key role and are es-
sential to acquiring knowledge about OT systems, especially in larger environments:

"[. . . ] you’re dependent on getting a hold of the person that knows the system. If
you have multiple systems, you will be dependent on a third party, and that is likely
a supplier. These suppliers are also a part of the puzzle. At some point, they begin
to have a central role because it is often they who commission the systems and have
the knowledge."
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The Senior_Cybersecurity_Advisor also brings up OEMs as an important entity within OT,
briefly mentioning their position in the industrial process and system information hierarchy
in the Oil & Gas sector:

"In Oil & Gas, you would have the platform chief, then the OEM which is the on
top in terms of processes out there."

In terms of roles, the Senior_Security_Researcher mentions how senior management has
domain equivalents:

"[. . . ] the equivalent in terms of the organization structure would probably be the
Chief Information Security Officer, the Chief Technical Officer."

Later, when discussing the organizational decision-making structure and information flow
during IR, the Senior_Security_Researcher provides some insight as to who is involved and
who communicates with whom. Denoting the C-suite senior management and head of IR
as strategic actors, the level 3 analyst and plant manager as tactical resources, and briefly
mentioning actors physically present in the OT environment:

"Chief Safety Officer is more of a strategic position and plant manager is more of
a tactical position. I would personally swap those because like security leadership
team, you’re going to have like CISO, and you’re like head of incident response
and you want them talking to the Chief Safety Officer. They would be talking at
C-Suite board level and then the Level 3 analyst would probably be speaking to the
plant manager. The person that’s like actually on the plant floor that’s doing."

On the same topic, the SOC_Team_Lead_and_Researcher gives an abstract description of
the actors and hierarchy from the CR to the higher decision-making levels and emphasizes the
importance of communicating across the various levels. The SOC_Team_Lead_and_Researcher
also talks about how the potential impact of a disruptive event on OT requires senior man-
agement to step in and manage the situation:

"Regarding the operators, there is often a leader of that department or a section
of the production, and then you often have a leader on top of that before there is
another manager on some level. I believe that it is important to establish good
communication between these levels. Then we’re discussing the incident response
part from the traditional IT approach, but on the OT side, I believe that there is
a bit more chaos and, additionally, that there is an entirely different impact, so I
kind of think that the top management needs to step in to make decisions."

In contrast to their own statement and the SOC_Team_Lead_and_Researcher’s statement,
the Senior_Security_Researcher argues that senior management or the C-Suite should not
directly participate during IR:

"Generally, when someone’s like a C-Suite level, like a chief- anything, they are so
far removed from actual processes and actual understanding [of ] what’s going on
that they’re almost ineffective."

On a more general note, when discussing the general organizational structure during OT
IR, the Senior_OT_Analyst find that the different decision-making levels aid in creating an
understanding of how the different actors understand the business side of the operations:

"I like the idea that [the IT and OT side is] split up [into operational, tactical,
and strategic levels] because there has to be somebody who has a higher level of
understanding that understands the business side."
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The Professor describes how the SOC should communicate with the OT organization, un-
derlining that there should be a single initial point of contact that the SOC relies upon for
sharing and receiving information:

"[The SOC] should contact whoever is responsible, often the shift leader. The
person responsible in the customers [control room]. There is always one person
in charge. The person on duty can make certain decisions, and it is always that
person who calls others, so this would be the person [the SOC] would rely on [. . . ]"

This concept of the SOC having a single point of contact within the CR or in the OT
organization that manages the information flow between other OT stakeholders, in general,
is supported by the OT_SOC_Team_Lead, which states that:

"We have a guy who knows the guys inside the factory, so he is acting as a catching
dispatch, and he is dispatching to the asset owners [at the end of the chain]."

The OT_SOC_Team_Lead also adds:

"We send the customer a list for each service that we provide, and he needs to fill
in who we need to contact per site."

Additionally, the OT_SOC_Team_Lead mentions that they utilize a ticketing system to
communicate with the customers and make approval-based decisions. The OT_SOC_Team_Lead
continues, emphasizing the importance of information sharing and communication with the
customer to understand what is actually happening in their OT environment:

"This is where it becomes more important to talk to your customer because, quite
frankly, on [the OT SOC’s] side, until we actually have the answer from the cus-
tomer, it just means nothing. It’s just like we have a BACnet event."

On the topic of communication and information, the OT_SOC_Team_Lead also highlights
documentation as a crucial part of the information flow and knowledge sharing:

"Something that is actually properly configured, documentation being available about
the diagrams, these types of things so that we can know what we are actually looking
at."

SOC_Analyst_2 adds to this, making it clear that due to the real-time and safety charac-
teristics of OT, they feel a need to have playbooks or documentation on how to respond to
certain events:

"It’s protocols and routines. If probe X detects a 5 degree drop in temperature, then
“this is supposed to happen,” and we should respond “like this”. In the same way,
[the control room] has a large document stating what to do if “x occurs”, I think we
should have the same."

When asked who gets contacted or what the chain-of-command is in the event of a cyber
incident in an OT environment, the Senior_Security_Researcher also highlights documen-
tation and playbooks. The Senior_Security_Researcher lists a series of questions that need
to be answered then, saying:

"All of these things would massively need to be considered, and it’s something that
you’d have in place. But I mean, it’s basically consult the documentation, the
playbooks at that point."

The Senior_OT_Analyst provides reasoning as to why there is a need for information sharing
and cooperation between the different actors and entities in the IT and OT domains:
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"[. . . ] so the key thing is nowadays, of course, all of the OT is connected to IT
because of, you know, if you’re sharing data out, you have the predictive mainte-
nance side, but that’s relatively new. The OT process in itself, even though it’s
isolated, relies on inputs from IT and then sharing that OT process information
up and out into the IT side of things."

The respondents commonly believe that different specialized actors in both domains need to
collaborate and coordinate their efforts through information sharing. Specifically for OT, the
respondents mention process, field, and principal engineers, CR operators, Original Equip-
ment Manufacturers (OEM) or suppliers, the Chief Technical Officer (CTO), and the Chief
Safety Officer (CSO) as key actors. Additionally, they provide examples of how collabora-
tion and communication during IR could be structured, with a common opinion being that
the SOC should utilize the CR as their single point of contact and source of information.
Respondents also commonly agree that it is a good idea to separate the operational, tacti-
cal, and strategic levels and that there should be necessity-based communication between
the actors on the different decision-making levels. Communication between the domains
is essential for both sides to gain important knowledge, insight, and context when needed.
Lastly, respondents highlight documentation as a key source of information and guidance,
with brief mentions of calling or using ticketing systems.

4.1.4 Incident Preparation

Across all respondents, a shared conviction is that the preparation phase is the most im-
portant in enabling the SOC to become situationally aware when monitoring OT environ-
ments. With preparation, the respondents refer to everything prior to the SOC monitoring
and responding to events and incidents. Holistically, this covers knowledge, understanding,
awareness, and context, providing the SOC with the prerequisites necessary to establish and
maintain CSA when working with OT environments. We have found four essential elements
commonly mentioned by the respondents: documentation, communication, training, and
baselining and alert conditioning. The Senior_Engineer gives an example, from experience,
of why preparation is essential when someone from IT security is doing work in the OT
domain:

"The external [IT security] company comes in. They don’t understand the business.
They don’t understand the industry. They only understand cybersecurity, and it
kind of never really works as well as it should."

By illustrating how a computer can be a critical asset in OT, the SOC_Team_Lead_and_Researcher
exemplifies how the context of a device can change depending on the environment in which it
operates. What could be considered a non-essential device in IT requires different knowledge,
understanding, and perspective when dealing with it in the context of OT:

"Those systems require an entirely different approach, that in itself contributes
to constructing a certain understanding, in that you need to bring that perspective.
[. . . ] It’s about competence, understanding, and “Yes, it’s actually a computer”. It’s
just that [the computer] has a central and critical role, then you probably wouldn’t
respond because you’re not always supposed to."

The Senior_Security_Researcher also mentions the need for context switching when dealing
with OT. Explaining that the SOC needs to assess issues from more than one perspective to
understand the implications of an event fully:

"So, you’d want to know exactly what that is doing, and you’d also want something
that is outside of this single pane of glass, kind of SOC instance to know what the
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context of that is in an engineering capacity, is it something that’s being targeted
that is really not a big problem in the OT environment?"

SOC_Analyst_4 brings understanding and knowledge into the context of SA from the per-
spective of a SOC analyst. When discussing OT and SA in SOCs, SOC_Analyst_4 provides
a good description of SA, accentuating understanding and that knowledge has an impact on
analysis and response:

"[SA] is the degree of understanding you have for a situation you have encountered.
The knowledge you have to be able to analyze the situation and possibly what the
consequences of the situation might be if you handle it like this or like that."

The need for sufficient knowledge and understanding of what you are monitoring is made
clear by SOC_Analyst_2, which states:

"As a security analyst, what are you really looking at? What is it? What device
is named XABC? What does this device do? I think that this is important to
understand."

Adding to this is the OT_SOC_Lead, describing briefly how knowledge affects OT SOC
operations, stating:

"The more you know about a customer’s environment, the easier it is to protect
because the faster you can be at protecting it."

Documentation was the most prevalent method or source of knowledge and context men-
tioned by the respondents throughout the interviews. Respondents regularly talked about
documentation as a source for various types of information. SOC_Analyst_3 explains how
asset or network documentation facilitates understanding and can act as important assur-
ance for multiple stakeholders. SOC_Analyst_3 describes a scenario that clarifies the role
of documentation in terms of context and customer environment insight:

"I think that it’s very important for the person responsible for the customer and
the customer that the SOC is provided with a mapped network to understand what
we are monitoring so that we don’t receive a random alert for company X where it
says “ICS write” and we have no idea what it’s writing to, right? We don’t have
any documentation on this."

The Senior_OT_Analyst also specifically mentions asset knowledge:

"[The SOC] need[s] to know a lot about the assets and the connected assets."

The OT_SOC_Lead also brings up a list or documentation as the source information on
who to contact when the SOC needs additional information:

"We also have a very important contact list of the guys that we know at the cus-
tomer."

Why documenting a list of OT personnel to contact is important is highlighted by the
Senior_Security_Researcher, which makes it clear that it can be difficult to locate the right
person or the necessary expertise on an ad-hoc basis:

"The one thing that I find really annoying about any OT organization is that no
one has any idea on how to manage the structure of the organization, the security
staff? Every time I’ve gone into an organization, it’s like, OK, who’s reporting to
what? Like, who’s got responsibility for this kind of thing?"
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Furthermore, by posing a series of questions, the Senior_IT&OT_Advisor outlines how
documentation can provide valuable and timely knowledge on how to respond and what to
do when an unexpected event occurs:

"[The SOC and the CR] need [information on] more like: How do we handle it?
Do we need more help? Who should be involved? Have we notified those whom we
should notify? What are the possible consequences? More of this. Should we be on
general alert, or do we manage this within regular office hours? Should the entirety
of the company be on general alert, like, what are we supposed to do?"

The Professor highlights why preparation and established procedures are an essential element
during an incident or emergency in terms of the human aspect:

"The human mind can’t handle [the stress of an emergency over an extended period
of time], so that’s why [the CR] have procedures detailing how to share the right
amount of information to enable other [CR operators] to “hit the ground running."

Preparing the SOC in terms of collaboration and communication is another theme that
respondents address. The Senior_IT&OT_Advisor provides a good example of why there is
a need for prepared and established processes for collaboration and communication, stating:

"[. . . ] it is not a given that the SOC has decision-making authority to influence
what the CR does anyway; it would likely be another person who is responsible for
the operations that would make that decision."

The SOC_Lead_and_Reseracher furthers the Senior_IT&OT_Advisor’s line of reasoning:

"There is often someone who is an expert in these systems or has more experience
that you need to know. It takes time to find this in an organization. It’s not
guaranteed. Additionally, it is often that person that reaches out to suppliers."

Establishing procedures for when and who to contact is already a common practice in OT
organizations as indicated by the CERT_Specialist :

"Most of [the CR operators] would basically call for help. But they are aware that
they need to call for help, that they cannot help themselves. So, this is the procedure,
to call for help."

Understanding how to communicate is especially important due to the difference in domains
and priorities, as stated by the OT_Security_Consultant :

"[IT and OT people] don’t even speak the same language, and they do not trust
each other. Because OT has another focus."

The CERT_Specialist provides some clarification, noting that IT actors need to understand
and adapt how they communicate when speaking to OT actors, explaining:

"[. . . ] translate [IT] information into understandable information. A lot of our
members are not IT educated, they are not in the IT field, they are technicians."

Respondents indicate that the understanding of how to communicate and some level of
domain insight is not solely based on resources and documentation, but also on training.
From the OT perspective, the Senior_Engineer explains what prerequisites the SOC should
have:

"I would like [the SOC] to understand what it is they’re monitoring and understand
how the business works, how it’s designed, but not the proprietary information, just
the process that it goes through."
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Adding to this, the Senior_IT&OT_Advisor explains how training provides insight men-
tioned by the Senior_Engineer. Specifying that training is required to gain the domain
understanding needed to monitor OT environments:

"Some training is necessary to be able to work with monitoring of OT environments
in a good way. But I don’t think it’s impossible [for the SOC to monitor and
respond to cyber incidents in OT environments]. It’s not a big deal if you have
good training, but you can’t do it without the domain understanding, because then
you’ll just do it wrong."

The Senior_IT&OT_Advisor accentuates the importance of training on domain knowledge
and understanding later in the interview, stating:

"What [the SOC] have to do is obviously train in the domain part and [gain an]
understanding of the consequences of the events that can happen [in OT envi-
ronments]. I think that part is very challenging. Very few people have that OT
knowledge, regardless of whether they have the security understanding for it or
not."

With experience from working and managing an OT SOC, the OT_SOC_Team_Lead is
clear in that training is necessary for the SOC to know what they are doing, stating what
analysts need training in:

"[. . . ] the easy answer is the training. First of all, the training in the technology
that we use, [how to respond to] events, but also the training in the customer
environments."

However, the Professor makes the case that it isn’t possible to train for every type of OT
environment, saying:

"It’s difficult for a SOC because [the analyst] can’t learn, or [an analyst] can’t
become a process engineer in all the sectors that [the analysts] are supposed to
deliver [services] to."

The final sub-theme on the topic of preparing the SOC is baselining the environment and
alert conditioning. This was a recurring and important theme among the respondents, why
this is important was concisely explained by the Senior_Security_Researcher :

"In an OT context, situational awareness, especially the first stage, is knowing
what you’ve got and having visibility of what’s going on."

While this may seem very similar to IT environments, the SOC_Team_Lead_and_Researcher
offers clarification of the different domain alert perspectives and why baselining and alert
conditioning is vital when monitoring OT environments:

"If you’re sitting in an IT SOC, you should expect [to receive alerts]. But those
sitting on the other side [in the CR] don’t. And then I’m afraid that there will be
too many false positives, which can implicate the OT environment. [. . . ] you’re
afraid that noise from the IT environment can influence decisions made in the OT
environment"

This sentiment is supported by the Senior_Cybersecurity_Advisor, which specifies why
baselining and alert conditioning is important, stating:

"[. . . ] it’s important that [the SOC] has an understanding of how to distinguish
normal process operations from anomalies, that is, events that they don’t want in
the systems. Distinguish false positives from actual events."
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When discussing what requirements the Senior_IT&OT_Advisor would set for a SOC that
was going to monitor an OT environment, conditioning or tuning of data or alerts was
highlighted:

"The most important requirement I would pose is that [the SOC] must tune and
set up the logs in close collaboration with those who have domain knowledge of the
OT system."

The OT_SOC_Lead offers some perspective on how baselining and alert conditioning affects
OT-SOC operations, explaining:

"When everything is properly implemented, monitoring is quite easy, to be honest.
It’s just like “this never happened before, is it normal?”. Yes or no, that’s more or
less your monitoring, but it takes a while to get there."

Respondents unanimously indicate that the preparation phase is the most crucial stage in
facilitating CSA for SOC analysts and success in providing OT security services. While
data may flow into the SOC’s SIEM tools, a lack of the proper knowledge, understanding,
contextualization, and awareness leaves analysts unable to monitor and respond to OT in-
cidents correctly. The respondents are aware and make it evident that SOC analysts most
often belong to cybersecurity in the IT domain and rarely have any relevant OT experience.
Therefore, they state that SOC analysts must be provided with the prerequisites and insight
necessary to comprehend the intricacies of the OT domain and customer environments. As
stated by the respondents preparation includes four main elements: documentation, commu-
nication, training, and baselining and alert conditioning. Documentation is about providing
analysts with a knowledge base that is accessible on demand and should include essential
information such as system, network, and asset mappings, contact lists, and response and
information-sharing processes and procedures. Communication is about knowing when and
how to communicate with OT actors and speaking the domain language to facilitate trust
and understanding. Respondents also bring up training as an essential aspect; training gives
analysts knowledge, understanding, context, and awareness by providing training covering
the OT domain, the technologies they use, how to respond, and customer environments.
Furthermore, for OT SOC analysts to correctly monitor and react to events, they require a
baseline of what is expected in a customer’s environment and conditioned alerts to be able
to distinguish between normal operations and anomalous conditions.

4.1.5 Incident Response

The respondents’ answers indicate that their current role and background impact how they
would approach and think of cyber-IR in OT environments. However, they propose similar
ideas regarding the role of the SOC, MSSPs, and the OT asset owner during IR. Additionally,
they provide descriptions of the various stages of the IR process, which clarify the role of the
SOC in establishing shared SA and how the SOC acquires CSA. The first thing that happens
is that the SOC receives an alert. The OT_Security_Consultant provides an example of
how the SOC receives and confirms the information that they observe from the environment:

"The sensors collect traffic and send it to a central system like Guardian or Cyber
Vision. The installation of such a [platform] doesn’t mean a thing. [The SOC] first
needs to see the information [from the environment], talk with the people involved
who are working in the production lanes or in the cells, and verify the observed
information [. . . ]"

Most respondents make it clear that when the SOC receives an alert, it can result in one of two
possible outcomes. Either the event is benign and is whitelisted and added to the knowledge
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base, or the procedures for handling incidents are followed. The OT_SOC_Team_Lead
describes how their OT-SOC approaches alerts:

"At the end of the day, that will be event management. It results in one of two
different scenarios. It’s either, yes, that’s OK; put it into the whitelist, or it’s an
actual alert, and then we follow incident management."

Additionally, the OT_SOC_Team_Lead explain that their immediate response to an alert
is never to perform actions that might directly interfere with the operational environment:

"We know everything is malicious; as the MSSP, we will never block [an event]
right away because of our SA and OT understanding of the customer’s environment
[lets us know] that if it’s blocked, something might actually stop working in the
customer’s [environment] right away."

IR in OT environments is in many ways similar to IR activities in other domains. However,
it is more a question of having the knowledge required to understand the environment and
implications of the incident as pointed out by the Senior_IT&OT_Advisor :

"[IR] always involves the same concepts and activities. [In OT], it’s more about
the competence that needs to be applied."

Additionally, in OT environments, input from various sources and different knowledge needs
to be applied to verify that an adverse event has or is occurring. These systems exist and
operate in the physical realm, as such, the most reliable source of information is to check
the physical status of the environment, which is made clear by the CERT_Specialist :

"Alarms are just indicators that we have to dig down into in some way or another.
We need to have evidence from the real world by actually going down [into the
environment]."

As such, the SOC is dependent on external expertise and verification of the physical at-
tributes of the affected systems to gain the necessary CSA to accurately triage an incident
in collaboration with on-site experts. The Senior_Cybersecurity_Advisor states that this is
the case:

"It’s important for the [SOC] operator to gain more knowledge of the incident and
consider triaging if it is an emergency, or if it is something that you have to call
process engineers or others to support and increase [SA]."

Therefore, during IR, the CR should dedicate resources to cooperate and coordinate their
efforts with the SOC to verify the occurrence and impact of a cyber incident on the OT
environment as stated by the SOC_Team_Lead_and_Researcher :

"[The CR] is still supposed to function as a [CR] and operate, so [the SOC] can’t
necessarily disrupt that. [The SOC] always needs to consider that they need to do
their job, but [the SOC] needs to have some part of [the CR’s capacity], maybe
50%, to get some initial information about the condition of the systems and status
and all that. This helps in establishing [SA]."

With the continuous flow of incident-related information between the SOC and the CR,
both entities often have a representative who receives information, interprets it, and shares
need-to-know information with relevant stakeholders. The Senior_OT_Analyst specifically
mention team leaders, stating:

"When you do [IR], and you’re the team leader, because you’re in between manage-
ment and the technicians who are actually helping, your role is to sit in the middle
and first understand and interpret all of the information and the actual situation
on the ground."
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Furthermore, IR in OT environments is dependent not only on actors from multiple pillars
across the MSSP and the organization that owns the OT systems but also on third parties.
The SOC_Team_Lead_and_Researcher gives an impression of how complex IR can be in
terms of stakeholder involvement, stating:

"We need to have a well-established channel of response towards suppliers. There
might be multiple suppliers in the same system, and you need IT to investigate
what has happened. They can operate autonomously on their own and start to map
what has happened, and then you need to activate all the other actors and roles
that are needed."

Due to the domain difference and the presumed gap in domain-specific knowledge and context
awareness, respondents make it clear that the SOC’s role is mainly to provide advice and
support the OT organization during IR. The Professor explains:

"[. . . ] give the customer in that situation, if you’re a SOC, actionable advice.
Because [the SOC] is not in engineering mode in OT yet, [the SOC] is more in a
place where they receive advice and communicate with the customer, and then you
help the customer to carry out said advice."

The Senior_Cybersecurity_Advisor aids in clarifying the role of the SOC in OT IR:

"A SOC service can contribute to enriching the situational picture and the changes
that could have happened, providing decision support and making decisions simpler
for those in crisis and preparedness in the management."

The SOC’s job is to monitor, detect, and share need-to-know information with the CR
and the cyber-IR team to enable them to do their job correctly. All entities and actors
should share the information necessary for them to complete their tasks, requiring the CR
to share information with the SOC such that they can establish and maintain CSA. The
Senior_Engineer exemplifies how information sharing should work during OT IR, stating:

"If you’re asking me what should be shared, it should be enough information that
the people that are investigating it can do their job. So, if it’s a breach that causes
an incident from a functional point of view, then the functional people should have
enough information to go about their job and get the plant back and running. And
then the other people that need to investigate the other parts of the breach may get
their sort of information. So, it’s kind of a need-to-know basis [. . . ]"

Respondents often state that incidents in OT environments have a bigger impact on the
organizations in which they happen and are more demanding than incidents that only impact
IT. They also require another type of response and knowledge, which highlights why the
SOC acts as a supporting actor in what is a comprehensive multi-actor response effort. The
Senior_IT&OT_Advisor clarifies:

"A difference between IT and OT is that all of OT is much closer to the business
side and the core business activities. If there is an incident in the OT environment,
it is very rarely only a cybersecurity incident."

"[. . . ] if it’s [an incident] within the OT world, then it’s often resorting to the
contingency plan, which often goes beyond cybersecurity and into regular incident
management."

While some respondents have made it clear that OT is both embedded with and, to a certain
degree, dependent on IT, they also make it clear that IT and OT are separate domains that
require different approaches to cyber-IR. The Professor illustrates this by describing what
a response from the CR could look like in the event of a malicious cyber event:
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"Often resorting to what’s stated in [IEC] 62443, like going into Island Mode. You
need to set up your network in such a way that you can cut the umbilical cord that’s
connected to the firewall."

The interviews show that the SOC retains a less active supporting role in OT IR than in
a similar situation within the IT domain. Respondents often refer to domain knowledge,
environment context, and the close relationship between OT and core business processes as
reasons why the SOC retains a support and information-sharing role. The main objective of
the SOC is to facilitate team SA among actors by sharing events and need-to-know informa-
tion with the CR and other relevant stakeholders. Additionally, respondents indicate that
IR and information-sharing are initially triggered by the SOC receiving an alert or the CR
observing some operational anomaly. When the SOC gets an alert, the CR applies its domain
knowledge and insight into the OT environment to provide operational context. The CR
can also prompt on-site personnel or process engineers to physically assess and verify what
they cannot. Hence, CSA in the SOC depends on the CR and on-site personnel providing
domain and environment-specific insight. As such, the SOC and the CR complement and
aid each other in filling the knowledge gaps that result from separate domains, specializa-
tions, and priorities. Furthermore, due to the complexity and diversity of OT environments,
respondents also bring up suppliers as essential actors during OT IR. Successful IR in OT
environments depends on close collaboration and coordination of actors from multiple do-
mains and organizations. While the domains may be tightly integrated, during IR, if unable
to bring the OT environment into a safe state, operators may resort to disconnecting and
separating the enterprise and operational networks or perform a shutdown.

4.1.6 Post-Incident Activities

As the incident and situation have been handled by the IR team and CR on both domains,
the post-incident activities will take effect. The post-incident activities themselves can vary
depending on the incident, but as respondents have previously stated, if a cyber-incident
occurs in an OT environment, it can also affect the physical domain. As such, there are
two angles to what happens post-incident, from the OT perspective and the SOC. The
OT_SOC_Team_Lead goes on to describe their OT SOC’s workflow on how they handle
the post alert/incident, briefly saying:

"[. . . ] when we know that context, next time if the context is the same, we know
what to do with it."

When doing incident management in their OT SOC, the OT_SOC_Team_Lead highlights
the importance of documentation after an alert and incident. Their workflow is centered
around experience and documentation-based knowledge. When an alert triggers that are
familiar or recognizable, they know what to do with it. If not, he continues:

"So that next time we see that [alert or activity], we learn, we build it into our
knowledge base, and next time we see that we know how to act quickly."

This is related to incident management and handling alerts in the SOC on a daily basis.
However, the essence of incident management and post-incident activities relies on the same
notion of documentation and learning, building your knowledge base of the environment.
When an incident occurs, the SOC automatically or quickly handles or escalates it. If
it then goes through the entire incident cycle and reaches the post-incident activity, the
OT_SOC_Team_Lead later adds and continues saying:

"[. . . ] we go back into the cycle of; now we know, now we update the knowledge,
as we will know for the next time."
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On the OT side, the Senior_Engineer explains how, from a field engineer perspective, when
an OT organization has an incident in their environment, what are the steps after the
incident? He highlights the importance of awareness and training for the people involved,
stating:

"[. . . ] what do they [organization] do afterwards? Do they learn from the breach
and then realize that they put all these steps in place? It’s not just about making it
as secure as possible after that. It’s then looking at what happened and then seeing
if the [employees/engineers] were aware of what was going on. If not, do they need
more training? Do they need more technical supervisors instead of administrative
supervisors? So again, it would depend on what the breach was and how severe it
was."

The difference in post-incident activities between the two domains is that the OT world
deals with physical environments and systems. As such, OT personnel need training and
understanding incidents on a different level than a SOC. The OT SOC will frequently dis-
cuss the customer’s environment and incidents, constantly documenting and updating the
information so that they know what to do in every given situation.

In our findings, experienced respondents highlight the various challenges and intricacies of
OT-SOC IR and provide essential insight to understand how MSSPs could be operationalized
and how the SOC can establish and maintain CSA during OT IR. In accordance with the
literature, respondents separate IT and OT, highlighting safety, real-time, and contrasting
views of the CIA triad as fundamental differences. However, their statements also make it
clear that even though the domains may be separate, they are highly interconnected and
mutually dependent on each other. This becomes increasingly apparent when the respon-
dents describe OT environments and how data can be collected about and how to understand
the state of the environment. Additionally, separated by domain knowledge, priorities, and
environment-specific insight, the respondents differentiate entities and actors in the IT and
OT domains, describing a complex and person-dependent OT environment with response
and reporting structures that vary depending on the sector and environment. Furthermore,
as the foundation that facilitates effective OT-SOC IR and CSA, pre-incident activities or
IM is accentuated by the respondents as the most crucial stage. In IR, respondents highlight
the importance of cooperation and coordination through continuous communication and
information-sharing so that both sides can fully comprehend the situation. Post-incident,
respondents state that both the IT and OT sides need to learn and update their knowledge
based on the event, using insight to get a shared understanding of the situation and create
awareness of similar future scenarios. In the following chapter, we utilize the findings derived
from the interviews with various domain experts and present our insights as a framework for
CSA in OT-SOC IR.
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Chapter 5

Discussion and Summary of Findings

This thesis aims to examine how the SOC provides security services to owners and maintain-
ers of OT environments. By investigating OT cybersecurity and IR, CSA, and the SOC, we
seek to expand upon the SA framework for SOC IR (Figure 1.1) presented by Andreassen
et al. (2023) to visualize how SOC analysts obtain CSA of events that occur in the physical
world. Thereby mapping and creating an understanding of how MSSPs are operationalized
to provide OT security operations as a service and how the SOC can acquire and maintain
CSA when OT environments are incorporated into its operations.

By applying a deductive exploratory approach supported by interpretive elements, we have
constructed a theoretical lens that has been used to create a theory-informed narrative
through explanation-building. This resulted in developing an understanding and the subse-
quent expansion of the SA in SOC IR framework by Andreassen et al. (2023) into a con-
ceptual multi-domain CSA framework for OT-SOC IR. In the following section, we present
and explain the framework, discuss the findings, and answer our research questions.

5.1 A Dynamic Framework For Cyber Situational Awareness in OT-
SOC Incident Response

Using theory and empirical data, we have expanded upon and adapted the work of An-
dreassen et al. (2023) and constructed a conceptual framework modeling CSA in OT-SOC
IR (Figure 5.1). The framework is based on A Dynamic Framework Highlighting Situational
Awareness in Cyber IR (Figure 1.1) by Andreassen et al. (2023) and applies Collective
Intelligence theory (Figure 2.17) and Endsley’s (1995) theory of Situation Awareness of
the Environment (Figure 2.16) to map and create an understanding of CSA and SA in a
cross-domain and multi-actor environment. Additionally, the framework draws upon aspects
from Situation-Awareness in Cybersecurity Incident Response (Figure 2.18) by Ahmad et
al. (2021) to better highlight the intricacies of SA in IR and the Purdue model (Figure
2.19) as presented by Onshus et al. (2022) to distinguish the two domains. As we consider
their representation to be an accurate depiction of the IT domain during SOC IR, the IT
section of the framework is based on the work of Andreasen et al. (2023) and adapted, using
theory and empirical data, to fit the context of OT-SOC IR. In addition, the OT side is the
direct result and amalgamation of theory and empirical data and has been modeled to fit
the structure of the IT domain. As such, from a systematic review of the current body of
knowledge and 11 interviews with 14 industry professionals, we have developed a conceptual
framework that models the process of CSA in OT-SOC IR.
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Figure 5.1: A Dynamic Framework for Cyber Situational Awareness in OT-SOC Incident Response.
*A simplified generalization, not a complete representation and may depend on the configuration of the
environment.
**Exists if the OT organization (customer) employs IT personnel.
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As an extension of the SA for SOC IR framework (Figure 1.1) by Andreassen et al. (2023),
many of the elements used in the CSA framework (Figure 5.1) will be inherently similar to
create understanding of CSA in OT-SOC IR. While the meaning of these elements are the
same, the context in which they are applied differs. As such, the description of individual
elements will not be comprehensive; instead, the focus will be on the unique contexts that
apply in OT-SOC IR.

The framework is presented as a two-dimensional artifact depicting the IT domain on the
left side and the OT domain on the right side along with domain-specific stakeholders in-
tegral to the cross-domain IR process, environments, and their interconnections. Actors,
stakeholders, and their respective decision-making levels are mapped on the vertical plane
and the three phases (perception, comprehension, and projection) of Endsley’s (1995) pro-
cess of SA on the horizontal plane. In both domains, the various levels of CSA and SA are
denoted by color, where blue is the perception of the elements, green is the comprehension
of the situation, and red is the prediction of future states. Additionally, the process from
decision to feedback into the environment of Endsley’s (1995) model is illustrated using grey
boxes connected by black arrows. The framework features four kinds of dynamic behavior:
information processing behavior (data-driven vs goal-driven), task behavior (escalation vs
investigation), communication behavior (information flow and communication pathways),
and cooperation and coordination behavior (cross-domain channels for cooperation and co-
ordination) (Ahmad et al., 2021; Andreassen et al., 2023).

Information processing behavior that allows for progression through Endsley’s (1995) 3 states
of SA knowledge among actors internally is modeled using the dark blue arrows depicted in
Figure 5.1. The dark blue arrows pointing toward the middle (right-facing in the IT domain
and left-facing in the OT domain) indicate increased levels of CSA in the IT domain and SA
in the OT domain from data-driven processes (moving from perception to comprehension to
projection) (Ahmad et al., 2021). While both the IT and OT domain mostly utilize data
that originate from IT, the OT domain is also dependent on data acquired through physi-
cal observation of the environment. Furthermore, the dark blue arrows pointing away from
the middle (left-facing in the IT domain and right-facing in the OT domain) "reflect that
goal-driven processing, such as attention-focusing using existing mental models, can improve
lower levels of [SA] (moving from projection to comprehension to perception)" (Ahmad et al.,
2021, p. 10). An example of goal-driven processing in the OT domain is using the projected
failure of a process to better comprehend the situation and gather more data to identify a
safe solution.

The red and green gradient arrow in the middle of the framework models task behavior.
Moving toward the top (red) of the arrow represents situations where priority incidents are
escalated in the decision-making hierarchy, from the CR or SOC to principal engineers and
IRT and, finally, the security leadership team and the CTO and CSO (Ahmad et al., 2021).
Moving toward the bottom (green) of the arrow represents situations where higher-level
decision-makers require additional incident data or context from the CR, SOC, OT service
providers, or physically from the environment (Ahmad et al., 2021).

Based on Andreassen et al. (2023), the larger purple arrows on the leftmost and right-
most sides are communication pathways to external actors. In the OT space, a component
or system might have been manufactured, specified, and implemented by different entities,
requiring engineers to engage with various external entities to obtain essential system in-
sight (Humayed et al., 2017). Finally, the smaller purple arrows in the framework represent
information flow and how different sources of knowledge and understanding distribute infor-
mation between stakeholders, technologies, and environments (Andreassen et al., 2023).
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The green arrows connecting the two domains represent cross-domain channels for cooper-
ation and coordination. These connections are essential for CSA in OT-SOC IR, as they
facilitate crucial information sharing and the successful mobilization and coordination of
skills across the two domains. On the operational and tactical levels, cooperation and co-
ordination occur when stakeholders retain a single or partial multi-domain comprehension
of the situation. Cooperating and coordinating their comprehension with stakeholders in
the other domain adds to and expands their current understanding of the situation. For
the SOC, this adds incident context, enabling the correlation of digital indicators to events
in the physical world through the interpretation of data that might otherwise be outside
their current knowledge. In addition, information from the SOC could cause the CR to
understand and attribute some operational anomaly to an event in the cyber domain. On
the strategic layer, senior stakeholders share projections of the future states of the situation
to inform decision-making and increase their comprehension of the broader impact of the
incident on business, operations, and Health, Safety, and Environment (HSE).

The red arrows pointing toward the center represent the stakeholders’ contributions on each
decision-making level to CSA in IT and SA in OT relative to their frame of reference (Ah-
mad et al., 2021). From the control room on the operational level, the shift leader retains a
broader, less detailed frame of reference, constructing a real-time state of local operations of
OT systems and processes perspective. On the tactical level, the site manager, principal en-
gineer, and emergency manager have a broader, more specialized, and highly detailed frame
of reference and construct the local site operations and HSE perspective of the incident. On
the strategic level, the site manager, principal engineer, CTO, and CSO have an encompass-
ing frame of reference for constructing the incident’s enterprise business, operations, and
HSE perspective.

On the framework’s lower left and right side (Figure 5.1), the State of the Environment
represents the source of data collection for both the IT and OT domains. Following the
Purdue model (Figure 2.19) as presented by Onshus et al. (2022), the environments have
been separated into enterprise IT, operational IT, and OT. In the OT domain, the environ-
ment is split into the operational IT and OT environment. The operational IT environment
on levels 3-2 incorporates assets and technologies that exist separately but are connected to
the processes and are utilized in the operation and control of the OT environment. The OT
environment on levels 1-0 represents the industrial processes and encompasses the assets con-
cerned with process logic and the field devices that sense, manipulate, and interact with the
physical world. Furthermore, the OT environment (Purdue 0-1) passes process data to local
HMIs, enabling on-site personnel to gather data via physical observation and the SCADA
system (Purdue 3-2). The SCADA collects and aggregates real-time data from the OT en-
vironment, enabling CR operators to monitor and control the environment’s systems and
processes. Additionally, the SCADA passes data to the data historian, a server for extended
storage of process and event data. Data from the historian and SCADA system can then be
accessed via the EWS, facilitating real-time and historical insight into the OT environment.
Levels 5 to 3.5 in the IT domain represent the enterprise IT environment, encompassing all
technologies not directly related to the operational environment. However, data from the
operational IT (SCADA and data historian) and OT (process data) environments (Purdue
3-0) are collected and correlated with data from the enterprise IT environment by a context
broker. The context broker integrates data from multiple IT and OT systems, retains a
baseline of normal system activity, and creates a holistic view of data that facilitates the
correlation of cyber incidents to events in the physical space (European Comission, 2024).
Events that fall outside of the baseline are passed on to the SIEM as alerts, where SOC
analysts can analyze and construct a picture of the incident and assess its criticality (An-
dreassen et al., 2023). Lastly, in the IT domain, the documentation or knowledge base acts
as an essential source for knowledge such as asset overviews, network maps, contact lists,
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and response procedures, information that adds further context and understanding of the
operational IT and OT environment.

The grey boxes and black arrows towards the middle of the framework (Figure 5.1) reflect the
following process after reaching any of the three states of CSA or SA according to Endsley’s
(1995) theory of SA. Stakeholders utilize their current level of CSA or SA to make a decision,
which in the OT domain is either resorting to an existing contingency plan for predicted in-
cidents or the creation of an ad-hoc action plan based on the current state of SA. For action
execution, the OT domain is concerned with reaching a safe state. Therefore, action execu-
tion results in taking steps to recover a safe state of operations, or if a safe operational state
cannot be guaranteed or maintained, the affected systems are shut down. Following action
execution is the verification of the system state of safety followed by lessons learned where
the IT and OT domains share incident insight and information and achieve shared SA. The
consequence of the selected action is then applied to the environment as feedback, changing
the environment, “this interaction with the real-world environment results in further modifi-
cation of the operators mental model which directs further actions” (Ahmad et al., 2021, p. 4).

When an alert is triggered in the SIEM due to activity that deviates from the context broker
baseline, operational-level SOC personnel analyze the event, correlating IT and OT data to
determine whether it affects the OT domain. In the event of an incident that involves the
OT domain, the SOC personnel consult the knowledge base, determine whether the alert
was triggered unintentionally or if there is an indication of malicious activity, triage the
multi-system incident based on their comprehension, and contact the CR to acquire addi-
tional context and make them aware. Both team leaders cooperate and coordinate their
efforts by sharing information from their domain perspective. If the CR is uncertain or de-
termines that the incident could impact the OT environment, they will continue to monitor
the OT environment, triage, and escalate the incident, requesting on-site personnel to check
and verify their observations. Process engineers gather data through physical observation
and additional insight from OT service providers, sharing the information with the CR, site
manager, and principal engineer. From here, the site manager and principal engineer assess
the operational and HSE situation and activate the IT IRT and the emergency manage-
ment team. In the rare event of a major incident, the CSO and CTO are engaged, which
can coordinate internal resources should the need arise. The strategic actors in both do-
mains cooperate to construct an accurate multi-domain picture of future scenarios to inform
decision-making. Subsequently, a decision is made, and the effect of the selected course of
action on the state of the environment in both domains is observed to determine whether
further action is required.
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5.2 Discussion

This section will discuss the elements and characteristics that are unique to and distinguish
CSA in OT-SOC IR from SA in IT-SOC IR. We will highlight the complexities and key
differences between our framework (Figure 5.1) and the work of Andreassen et al. (2023)
(Figure 1.1). Thereby making it clear how we have adapted and extended the framework
of Andreassen et al. (2023) to fit the context of cyber incidents that affect the physical
world. First, we will discuss how collective intelligence facilitates CSA and SA in the com-
plex cross-domain and multi-actor environment of OT-SOC IR before addressing the distinct
HSE perspective of the OT domain and how it impacts the CSA and SA process during IR.
We will then discuss the people, processes, and technologies on the operational layer that
act as the foundation for effective IR. Finally, we accentuate and discuss the broader com-
plexities of cross-domain IR to garner an understanding of the interdisciplinary challenges
and extensive efforts required for OT-SOC IR.

5.2.1 Collective Intelligence in OT-SOC IR

For incidents that encompass both the IT and OT domains, we argue that CSA in OT-SOC
IR and the successful and timely resolution of incidents are dependent upon the creation
of a CI among the stakeholders involved in the cross-domain response effort. Elements
of the framework (Figure 5.1) can be placed into one or more categories as contributing
factors to cognition, cooperation, or coordination, which facilitate CI and enable CSA in
cross-domain and multi-actor environments. These elements have been derived from em-
pirical data and are supported by literature as both key requirements to industrial IR and
accommodate important challenges that impede the development of SOCs. The literature
in Chapter 2.4.1 emphasizes domain knowledge of OT, cross-discipline integration, commu-
nication, and information sharing, and shared situational awareness as key requirements for
cyber-IR in industrial environments. Additionally, the literature in Chapter 2.3.3 specifies
challenges related to the collaboration of experts, integration of domain knowledge, and in-
creasing technological complexity. In the following sections, we will provide examples from
the framework, and rationale and expand upon how these elements facilitate CSA in OT-
SOC IR.

Two of the challenges raised in Chapter 2.3.3 by Vielberth et al. (2020) concern the collab-
oration of experts and the integration of domain knowledge. When the scope of the SOC
is expanded to include OT, the perspectives and domain knowledge of non-security experts,
such as engineers, become crucial in dealing with the situations that arise (Vielberth et al.,
2020). Coinciding with the literature, multiple respondents also highlighted the importance
of input from OT stakeholders familiar with the environment’s context and intricacies, specif-
ically mentioning CR operators, on-site personnel, and engineers. The Senior_OT_Analyst
specified that it is challenging for individuals without OT and environment knowledge to
interpret and understand the data that originate from the industrial processes. Addition-
ally, the Senior_IT&OT_Advisor added that SOC operators must cooperate with process
engineers or someone with process understanding to correctly triage and select the right
course of action. As a solution, most respondents mentioned communication, information
sharing, procedures, and documentation as essential facilitators for cooperation and coor-
dination. Documentation is represented in the state of the environment and provides the
SOC with information on how to respond, who to contact, and how to communicate. While
procedures are considered a part of the documentation, it is also defined as the final action
of the SOC Team Lead and the CR Shift Leader before initiating communication (Figure
5.2). Communication and information sharing are reflected in the framework as the green
arrows (Figure 5.2) connecting the domains and the purple arrows on the left and right sides.
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On the operational layer, the green arrows connect the SOC Team Lead and the CR Shift
Leader, enabling the SOC and CR to communicate and share information to gain crucial
understanding and context. Information sharing between the SOC and the CR and contin-
uous communication is essential in ensuring CSA, coordination, and operational efficiency
during IR (Fink & Shulga, 2018; Pöyhönen et al., 2021). As such, the four elements in the
framework - communication, information sharing, documentation, and procedures - facilitate
CI by acting as essential enablers for cooperation and coordination and the successful and
effective distribution of cognition elements, such as knowledge, understanding, context, and
awareness. Lastly, these elements resolve the collaboration of experts and the integration
of domain knowledge challenges presented by Vielberth et al. (2020) in Chapter 2.3.3 and
fulfill two of the four key requirements for industrial cyber-IR response in Chapter 2.4.1,
specifically cross-discipline integration and communication and information sharing.

Figure 5.2: Elements of Cooperation and Coordination in our framework of CSA in OT-SOC IR (Figure 5.1)

Findings from the interviews indicate a consensus among the respondents that domain knowl-
edge and understanding are the most important and decisive features for the SOC to gain
CSA and succeed in OT IR. Respondents specified general knowledge and understanding
of operational technologies, the differences between IT and OT, individual customer envi-
ronments, and safety. This correlates with the key requirement for industrial cyber-IR in
Chapter 2.4.1, domain knowledge of OT. Due to the highly contextualized and varied nature
of OT, without the right expertise, domain knowledge, and an understanding of the existing
system requirements, the SOC won’t be able to adequately assess the likely impact of an
incident and the potential changes made to the OT system (Smith et al., 2021). While
monitoring OT depends on visibility into the systems and processes that make up the envi-
ronments, respondents clarified that a lack of essential knowledge and context would leave
the SOC unable to interpret and understand the data from OT environments. To solve this
issue, the CSA framework (Figure 5.1) integrates three key sources of information and knowl-
edge that provide the SOC with essential context and understanding. These elements are the
context broker, documentation, and communication and information-sharing channels with
external actors. First, the context broker (Figure 5.3) provides the SOC with knowledge of
the state of the OT environment, keeps a baseline of regular activity, and combines data
from both environments to correlate cyber events to events in the OT environment. Addi-
tionally, the context broker allows for adding context data, such as assigning PLCs or RTUs
to specific processes, providing a MAC address with a component name or description, and
details on proprietary protocol communications unique to OT networks. The documentation
and knowledge base contains knowledge on, amongst other things, network architecture, as-
sets, response procedures, who to contact, and more (Figure 5.3). Lastly, communication
and information-sharing channels with external actors, such as the CR and process engi-
neers, enable the SOC to acquire necessary knowledge, context, and understanding from
experienced individuals with domain and environment understanding on demand. Even if
this knowledge is not cognitively held by the SOC analysts themselves, these elements are
sources of shared information that can be accessed when needed to acquire the knowledge
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necessary to develop CSA. Combined, the context broker, documentation, and communi-
cation and information-sharing channels with external actors satisfy the domain knowledge
of OT requirement in Chapter 2.4.1 and can be considered as a solution to the challenge
of increasing technological complexity stated by Vielberth et al. (2020) in Chapter 2.3.3.
Lastly, in CI these can be considered elements of cognition, sources of knowledge that en-
able the SOC to understand and become aware of the environment they are interacting with.

Figure 5.3: Elements of Cognition in our framework of CSA in OT-SOC IR (Figure 5.1)

Holistically, communication, information sharing, documentation, procedures, the context
broker, and external actors can be considered as elements of cognition, cooperation, or co-
ordination and facilitate the creation of a CI which enables CSA in the cross-domain and
multi-actor environment of OT-SOC IR (Figure 5.4). In the framework (Figure 5.1), these
elements compensate for the inherent differences between IT and OT, allowing the SOC to
perceive the elements and comprehend situations that span the two domains. The merger of
knowledge and experience from various stakeholders across the two domains as a result of CI
is key to a successful OT IR (Smith et al., 2021). Additionally, cooperation, coordination,
and cognition lead to synchronization of efforts and provide IR stakeholders in both domains
with the CSA or SA necessary for their responsibilities. As such, CI facilitates the develop-
ment of shared SA, accommodating the fourth and final key requirement of IR in industrial
environments in Chapter 2.4.1. CI acts as the foundation for OT-SOC IR through the gen-
eration of a universally distributed, constantly enhanced, real-time intelligence among IR
stakeholders which result in effective mobilization of skills and knowledge required to be-
come situationally aware and resolve cross-domain incidents (Lévy, 1997).

66



Figure 5.4: Elements of Collective Intelligence in OT-SOC IR

5.2.2 Health, Safety, and Environment

When a SOC deals with security monitoring and IR for an OT environment, HSE plays a
role in how SOC analysts’ CSA is impacted. Based on the qualitative research, interview re-
spondents expressed opinions on how a SOC cannot directly respond to the OT environment.
Blocking a connection from a PLC might cause pressure to rise and cause an explosion. As
OT has safety as its most important aspect, this notion creates a challenging dynamic for
the SOC when dealing with IR in this domain.

SOC analysts require adequate information, documentation, and domain knowledge in or-
der to handle OT incidents sufficiently, according to the findings and backed up by the
literature. As the Senior_IT&OT_Advisor explained in chapter 4.1.4, "[The SOC and the
CR] need [information on] more like: How do we handle it? Do we need more help? Who
should be involved? Have we notified those whom we should notify? What are the possible
consequences?". Vielberth et al. (2020) highlights the notion of complexity of a SOC when
introducing OT and IT environments. When dealing with the complexity of the OT en-
vironment with security monitoring, to have HSE on top of everything, as highlighted by
the interviews, "The CIA triangle, for example, is supposed to be reversed in OT. I’m not
entirely sure that’s true. It’s another way of seeing it, but everybody says it’s in reverse in
OT. No, it’s just that you have the safety on top of everything". The challenge for a SOC is
its security operations while attempting to increase its CSA at all times while dealing with
safety-critical systems. Consequently, IR in the OT environment must always cater to safety.

The CSA framework (Figure 5.1) highlights the workflow across organizational levels and
domains when an OT-SOC deals with IR. The roles on the tactical level all have their part
to play in the HSE data collection when dealing with IR. As such, the people, processes
and technologies that are included, to eventually where the CR and SOC share informa-
tion cross-domain to ascertain the situation where the criticality of a (cyber) incident might
heavily impact HSE; the Professor expressed "You can never let people die. It’s completely
out of the question. Safety first, [the] environment second." This alone is a crucial aspect
of what impacts SOC analysts’ CSA in understanding the OT domain and its environment;
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the consequences can lead to physical harm. The literature and the respondents of the inter-
views make this abundantly clear. The OT_SOC_Team_Lead expressed in the interview
how "[...] the more you know about a customer’s environment, the easier it is to protect and
the faster you can be at protecting it."

Incident Response in the context of dealing with Health, Safety, and Environment in OT
IM from a SOC perspective means that analysts working there must have the right tools
and adequate information from the right sources to make the right decisions and informa-
tion to pass along during an IR cross-domain and organizational levels. This is the crucial
point of how HSE impacts a SOC’s CSA, understanding, knowledge, and documentation,
as highlighted in the framework, as well as the communication pathways between entities,
processes, and technologies.

5.2.3 The Operational Level

The foundation of effective incident response boils down to the people, processes, and tech-
nologies in which a SOC operates. The core elements must be in place for an MSSP to
do its security operations effectively. These elements, as previously discussed regarding CI,
fundamentally build CSA and enable the foundation for effective IR. The operational level,
as shown in Figure 5.5, comprises essentially two roles in each domain: SOC analysts and
CR operators. In collaboration with the process engineer, the information flow originates
from the OT environment, and the CR operators will establish an understanding of an alert
that triggers in the CR. Consequently, this will also trigger on the SOC side through the
Context Broker, where the two roles will communicate and share information to establish
and increase CSA.

Figure 5.5: The Operational Level of the CSA for OT-SOC IR Framework

At the core of all OT-SOC IR resides the concept of baseline. An unforeseen incident or
alert that deviates from the norm, and the data that originates from this event gets passed
through the Context Broker. This results in contextualized data, which leads to increased
understanding. Furthermore, in every event, the SOC greatly relies upon documentation. As
respondents from the interviews made clear, when an incident or alert occurs, they update
the documentation, detailing the event by logging new information. Additionally, the CR
assists in this process by sharing information from the process engineers, who have a more
detailed frame of reference than the CR. As Figure 5.1 highlights in the tactical section on
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the OT domain, the process engineers will have contact with the 3rd party suppliers. With
this, in-depth information will be gathered and shared with the CR, which in turn will be
shared with the SOC. This information flow enables a heightened CSA, as the data and
information from the process, incident, and context of the environment are understood by
all parties cross-domain, as the SOC will share its IT-related information.

The resulting factor is a comprehension of the situation. The MSSP is operationalized
alongside the OT domain, collecting contextualized data via their technologies and tools,
i.e. Context Broker and SIEM, and through documentation and collaboration. Smith et al.
(2021) underlines this by highlighting the importance of cross-domain cooperation, saying:
"Cyber IR within ICS is characterized by high levels of uncertainty and unpredictability and
requires a multi-disciplined team that encompasses personnel business operations, OT, IT,
security operations [...] to be effective." Therefore, the operational level’s people, processes,
and technologies are the foundation for an effective IR with a SOC.

5.2.4 The Complexity of Cross-Domain Incident Response

Highlighted by theory in Chapter 2.4.1, IR in industrial environments is a complex and exten-
sive process that requires collaboration between multi-disciplined stakeholders from several
domains (Smith et al., 2021). Different technologies and priorities make cross-domain IR a
challenging endeavor that is dependent on highly specialized and contextualized knowledge.
Comparing the work of Andreassen et al. (2023) in Figure 1.1 with the proposed framework
in Figure 5.1 illustrates the extensive nature of the issue and accentuates the importance
of shared SA in OT-SOC IR. While the SOC might be operationalized the same internally
in terms of people, the technological environment, processes, and external dependencies are
significantly different when OT is incorporated into its scope.

As indicated by both theory in Chapter 2.4.1 and the respondents, availability requirements
and the safety-critical nature, combined with the highly contextualized and diverse nature of
OT systems, make the SOC dependent on operators and maintainers as well as third-party
OT service providers. While the CR acts as the SOC point of contact, their role makes their
frame of reference broad and less detailed than that of process engineers. This makes the
CR dependent on on-site personnel to discern and understand the full scope of operational
anomalies. Process engineers retain a smaller but detailed frame of reference relative to the
CR as they are concerned with the individual components and systems that make up the
processes. While process engineers understand the processes, they often require input from
external OT service providers to fully grasp the intricacies of the OT systems. This is just
one example of how rigorous the information-gathering and incident response process can be
during OT-SOC IR. Showcasing how incidents that start with the SOC could require input
from multiple different entities to arrive at a resolution.

Respondents denoted preparation in terms of domain knowledge, speaking the domain lan-
guage, and preparing the right processes, procedures, and insight into the environment for
IR as essential for the success of the SOC in dealing with OT. Processes are generally doc-
umented as procedures detailing what needs to be done and how to do it. Additionally, the
SOC needs to speak the domain language when sharing information with the CR or OT
actors in general. When a cyber-incident occurs, the SOC needs to communicate why it
is important and how this could impact the OT environment to garner support from OT
stakeholders. Training and documented processes and procedures facilitate some preliminary
understanding of how to communicate across the domains. An example of domain language
can be found in the framework, on the strategic level the IT domain communicates with
the customer’s IT department. Additionally, the importance of planning and having proce-
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dures in place is indicated by the contingency plan in the decision on the OT side of the
framework. “Regardless of the cause of the situation, incident response planning produces
contingency plans to manage the negative impacts on critical equipment and operations. ICS
operators typically have plans in place for loss of essential power, supplies, and output, but
it is only recently that these plans have started to consider cyber impact. (Smith et al., 2021,
p. 2). While the MSSP and SOC remain the same internally, the environment in which they
operate drastically changes with the inclusion of OT into its scope. To address this, the
respondents and literature emphasize the importance of IM or preparing the SOC in deal-
ing with OT. Elements in the framework, such as documentation, procedures, cross-domain
communication, and information sharing are elements that represent the result of sufficient
incident response planning or IM. In close collaboration with actors from the OT domain,
the MSSP and SOC need to develop procedures for IR, points of communication between the
SOC and the OT asset owner, and documentation. Planning and preparation provide the
SOC with the foundation needed to obtain CSA and handle the complexities of cross-domain
IR.
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Chapter 6

Conclusion

In this study, we explored the concept of OT-SOC IR and sought to understand how phys-
ical real-time, high-availability, and safety-critical operational technologies change the SOC
when integrated into its scope. Using collective intelligence theory (Malone & Bernstein,
2015) and Endsley’s (1995) theory of SA, we have expanded on the work of Andreassen et
al. (2023) and created a conceptual framework that models CSA in OT-SOC IR. Holisti-
cally, the framework maps and represents how people, processes, and technologies are oper-
ationalized across MSSPs and OT organizations in cross-domain IT and OT cybersecurity
detection and response. The framework follows the SA cycle and illustrates how the dif-
ferent elements facilitate effective decision-making during cross-domain IR. Illustrating how
people, processes, and technologies work across the IT and OT domains and on different
decision-making levels to support or enable the perception, comprehension, and projection
of a combined IT and OT environment to construct shared SA. Detailing how the increased
socio-technological complexity of the combined IT and OT environment makes IR stakehold-
ers in either domain mutually dependent on each other in obtaining SA. In OT IR, the SOC
relies on numerous sources of knowledge and context to acquire CSA and enable the corre-
lation of cyber incidents with events that impact physical operations in OT environments.
Similarly, stakeholders in the OT domain depend on the SOC to acquire SA by identifying
and making them aware of cyber incidents that impact operational availability and safety.
Making cross-domain IT and OT IR a continuous exercise in cooperation and coordinating
domain knowledge, skillsets, and priorities to obtain a collective IR intelligence and shared
SA.

Expanding the scope of MSSPs to include OT security operations as a service does not neces-
sitate a change in how people are operationalized. However, the technological environment
in which they operate, their processes, and external dependencies change significantly. OT
is a fundamentally different category of technology that makes MSSPs dependent on sources
of knowledge and context, such as documentation, the context broker, and communication
and information-sharing channels with the owner or maintainer of the OT environment, to
sufficiently perceive and comprehend the intricacies of the industrial environment and its
processes. Additionally, due to OT’s high availability and safety-critical context, MSSPs
retain a less active, supportive information-sharing role. This is reflected in their processes,
which in OT environments are not to contain, eradicate, and recover but to provide the OT
stakeholders with information on anything that might impact the operational integrity and
compromise safety. Additionally, during IR, the MSSP and the SOC depend on external
actors to acquire and retain CSA. Information on what is happening in industrial networks
and systems requires domain knowledge and often physical observation from on-site person-
nel. Consequently, CSA depends on communication and information sharing with external
OT actors familiar with the environment, processes, and context.
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6.1 Contribution

Our work contributes to cyber situational awareness and situational awareness theory in the
context of cross-domain cybersecurity incident response in industrial environments. We add
to and further the understanding of how MSSPs and SOCs correlate cyber incidents to events
in the physical environment and develop CSA by expanding on the work of Andreassen et al.
(2023). We also apply and expand upon established theories in the context of cybersecurity
operations and industrial environments, using Endsley’s (1995) theory of Situation Aware-
ness and Collective Intelligence theory in the OT and cybersecurity domains to explain CSA
in OT-SOC IR. The presented framework emphasizes how MSSPs and SOCs develop CSA
in a complex cross-domain environment but also provides insight and contributes to under-
standing how OT actors fully obtain SA during a cyber-IR and how shared SA is generated
in cross-domain cybersecurity operations. Additionally, we create an understanding of how
people, processes, and technologies are operationalized across domains during cyber-IR in
OT environments. Our work also contributes to the current knowledge of control rooms in
the OT domain. Finally, our work contributes to the body of knowledge on SOC processes
and IR, CSA and covers a gap in the literature on CSA in OT-SOC IR.

6.2 Limitations

Four main limitations apply to this study and should be addressed. Firstly, during our SLR,
we found that there is no literature on CSA in OT-SOC IR. While there is an extensive body
of knowledge on the surrounding topics, we could not identify any literature considering CSA
in the context of OT-SOC IR. Consequently, the work proved to be more resource-intensive
and demanding than we initially thought. Therefore, limited by time and resources, we
know that this study might not be sufficiently comprehensive and that additional work
is required to fill the research gap on CSA in OT-SOC IR. Secondly, limited and dated
literature covering control rooms made comprehending their role, function, and processes
challenging. This made us dependent on respondent insight and understanding to further
the knowledge of and adequately comprehend the CR as an entity, its role in OT-SOC IR,
and its contribution to the development of CSA. Third, to get a more accurate and nuanced
perspective of the challenges of cyber-IR in OT environments, we should have included more
than one engineer or on-site respondent in our interviews. Technical on-site personnel who
work on OT and CPS possess operational and safety knowledge that could prove essential
and significantly improve the framework. Lastly, based on literature and empirical data,
the framework models CSA in OT-SOC IR from the perspective of a single ideal incident
scenario. While the framework offers a theoretically ideal solution, we acknowledge that it
may not be the easiest solution to implement in a real-world MSSP, SOC, or OT setting.

6.3 Future Work

While the thesis addressed CSA in OT-SOC IR, some limitations remain, prompting oppor-
tunities for future work. Specifically, the framework is a result of theory and practitioner
input and remains theoretical in nature. To ensure its real-world applicability, the framework
should be empirically and practically validated in a MSSP and OT environment. We propose
that researchers engage with OT personnel on-site and on the various decision-making levels
and conduct iterative scenario-based testing or simulations. Additionally, future work should
address this study’s four limitations to further improve upon the framework and acquire a
better understanding of CSA in OT-SOC IR. Generally, we find a lack of recent and relevant
literature on SOCs in the context of OT. We therefore encourage researchers to investigate
the topics of OT-SOCs, CSA in OT-SOCs, and cybersecurity monitoring of high availability
and safety-critical environments.
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