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ON DAUGAVET INDICES OF THICKNESS

RAINIS HALLER, JOHANN LANGEMETS, VEGARD LIMA, RIHHARD
NADEL, AND ABRAHAM RUEDA ZOCA

Abstract. Inspired by R.Whitley’s thickness index the last named
author recently introduced the Daugavet index of thickness of Ba-
nach spaces. We continue the investigation of the behavior of this
index and also consider two new versions of the Daugavet index
of thickness, which helps us solve an open problem which connect
the Daugavet indices with the Daugavet equation. Moreover, we
will improve the formerly known estimates of the behavior of Dau-
gavet index on direct sums of Banach spaces by establishing sharp
bounds. As a consequence of our results we prove that, for every
0 < δ < 2, there exists a Banach space where the infimum of the
diameter of convex combinations of slices of the unit ball is exactly
δ, solving an open question from the literature. Finally, we prove
that an open question posed by Ivakhno in 2006 about the relation
between the radius and diameter of slices has a negative answer.

1. Introduction

Let X be a real Banach space. To measure quantitatively how far
X is from having the Daugavet property, the last named author in-
troduced in [Rue18] a parameter T (X), called the Daugavet index of
thickness of X (for the regular index of thickness see [Whi68]), where

T (X) = inf

{
r > 0

∣∣∣∣ there exist x ∈ SX and a relatively weakly
open W in BX such that ∅ ≠ W ⊂ B(x, r)

}
.

Notice that 0 ≤ T (X) ≤ 2 for any Banach space X and, for example,
T (ℓ1) = 0, T (c0) = T (ℓ∞) = 1, and T (C[0, 1]) = 2 [Rue18, Example
4.3]. In fact, T (X) = 2 holds if and only if X has the Daugavet
property [Shv00, Lemmata 2 and 3]. Clearly, T (X) = 0 for X with
the Radon–Nikodým property. The converse does not hold in general,
because there exists a Banach space X, where every slice of BX has
diameter two (and therefore X does not have the Radon–Nikodým
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property), but with arbitrarily small nonempty relatively weakly open
subsets of BX (hence T (X) = 0) [BLR15a, Theorem 2.4].

Clearly, a slice of the unit ball is relatively weakly open. On the other
hand, by Bourgain’s lemma [GGMS87, Lemma II.1], every nonempty
relatively weakly open subset of the unit ball contains a convex com-
bination of slices. Moreover, there exists a Banach space such that
every nonempty relatively weakly open subset has diameter two, but
it also contains convex combination of slices with arbitrarily small di-
ameter [BLR15c, Theorem 2.5].

The previous two examples motivate us to study further the index
T (·) and to introduce two new related Daugavet indices, which are in
general not equal:

T s(X) = inf

{
r > 0

∣∣∣∣ there exist x ∈ SX and a slice S of BX

such that S ⊂ B(x, r)

}
and

T cc(X) = inf

r > 0

∣∣∣∣∣∣
there exist x ∈ SX and a convex
combination C of relatively weakly open
subsets of BX such that ∅ ≠ C ⊂ B(x, r)

 .

Remark 1.1. If one replaces relatively weakly open subsets of BX in
the definition of T cc(X) with slices of BX , then, by Bourgain’s lemma,
the index remains unchanged.

Observe that

0 ≤ T cc(X) ≤ T (X) ≤ T s(X) ≤ 2.

Moreover, if in a Banach space X every slice (respectively, nonempty
relatively weakly open subset; convex combination of nonempty rela-
tively weakly open subsets) of BX has diameter two, then T s(X) ≥ 1
(respectively, T (X) ≥ 1; T cc(X) ≥ 1).

It is known that T cc(X) = T (X) = T s(X) = 2 if and only if X has
the Daugavet property. This is immediate from the following result.

Proposition 1.2 (see [Shv00, Lemmata 2 and 3]). Let X be a Banach
space. The following assertions are equivalent:

(i) X has the Daugavet property;
(ii) For every x ∈ SX , every ε > 0, and every slice S of BX there

exists y ∈ S such that ∥x− y∥ ≥ 2− ε;
(iii) For every x ∈ SX , every ε > 0, and every nonempty relatively

weakly open subset W of BX there exists y ∈ W such that ∥x−
y∥ ≥ 2− ε;

(iv) For every ε > 0, every x ∈ SX and every convex combination C
of nonempty relatively weakly open subsets of BX , there exists
y ∈ C such that ∥x− y∥ > 2− ε.

Examples of Banach spaces with the Daugavet property include
C(K,X) (resp. L1(µ,X) and L∞(µ,X)), regardless X, when K does

2



not have any isolated points (resp. µ does not contain any atom)
[Wer01], the ℓ1-sum and the ℓ∞-sum of two Banach spaces with the
Daugavet property [Woj92] or C[0, 1]⊗̂πC[0, 1] [RTV19, Theorem 1.2].

Of course, in general one has

T s(X) ≤ inf

{
r > 0

∣∣∣∣ there exist a slice S of BX and x ∈ S ∩ SX

such that S ⊂ B(x, r)

}
and

T (X) ≤ inf

{
r > 0

∣∣∣∣ there exist a relatively weakly open W in BX

and x ∈ W ∩ SX such that W ⊂ B(x, r)

}
.

However, notice that both of these inequalities can be strict. For ex-
ample, if X = C[0, 1]⊕2 C[0, 1], then both right hand side inequalities
are 2, but T (X) ≤ T s(X) < 2. This happens for any Banach space
X, which fails the Daugavet property, but has the diametral diameter
two property (see the definition in [BLR18]).

In Section 2 we carry out a systematic study of Daugavet indices of
thickness in direct sums of Banach spaces. We establish sharp bounds
on all of the indices in ℓp-sums (see Theorem 2.6), which improve the
known upper estimates from [Rue18]. As an application, we prove that
for each r ∈ [0, 2] there exists a Banach space X such that T s(X) =
T (X) = T cc(X) = r (see Theorem 2.7). For the proof, we make use
of Proposition 2.8, which allows us to solve in Corollary 2.9 an open
question from [HLN18] (see the Remark after Theorem 2.8).

In Section 3 we answer negatively a question posed by the last named
author in [Rue18, Problem 5.3]. Also, we will discuss the relation of
T s(·) between isomorphic Banach spaces (see Proposition 3.4), which is
then applied to prove that the Daugavet property is closed with respect
to the Banach–Mazur distance.
We end the paper by giving a negative answer to a question of

Ivakhno from 2006 [Iva06, p. 96]. If in a Banach space X every slice of
BX has diameter two, then every slice has radius one, that is, X has the
r-big slice property (see Section 3 for details). Ivakhno asked whether
the converse is always true. We show in Theorem 3.7 that there exists
a Banach space X such that X has the r-big slice property, but the
unit ball contains slices of diameter smaller than

√
2+ε for every ε > 0,

which answers the above mentioned question negatively.
All Banach spaces considered in this paper are nontrivial and over

the real field. The closed unit ball of a Banach space X is denoted by
BX and its unit sphere by SX . The dual space of X is denoted by X∗

and the bidual by X∗∗.
By a slice of BX we mean a set of the form

S(BX , x
∗, α) := {x ∈ BX : x∗(x) > 1− α},
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where x∗ ∈ SX∗ and α > 0. A finite convex combination of slices is
then of the form

n∑
i=1

λiS(BX , x
∗
i , αi),

where n ∈ N and λi ∈ [0, 1] such that
∑n

i=1 λi = 1.
We recall that a norm N on R2 is called absolute (see [BD73]) if

N(a, b) = N(|a|, |b|) for all (a, b) ∈ R2

and normalized if
N(1, 0) = N(0, 1) = 1.

For example, the ℓp-norm ∥ · ∥p is absolute and normalized for every
p ∈ [1,∞]. If N is an absolute normalized norm on R2 (see [BD73,
Lemmata 21.1 and 21.2]), then

• ∥(a, b)∥∞ ≤ N(a, b) ≤ ∥(a, b)∥1 for all (a, b) ∈ R2;
• if (a, b), (c, d) ∈ R2 with |a| ≤ |c| and |b| ≤ |d|, then

N(a, b) ≤ N(c, d);

• the dual norm N∗ on R2 defined by

N∗(c, d) = max
N(a,b)≤1

(|ac|+ |bd|) for all (c, d) ∈ R2

is also absolute and normalized. Note that (N∗)∗ = N .

If X and Y are Banach spaces and N is an absolute normalized norm
on R2, then we denote by X⊕NY the product space X×Y with respect
to the norm

∥(x, y)∥N = N(∥x∥, ∥y∥) for all x ∈ X and y ∈ Y .

In the special case where N is the ℓp-norm, we write X ⊕p Y . Note
that (X ⊕N Y )∗ = X∗ ⊕N∗ Y ∗.

2. Daugavet indices in direct sums

We start by recalling a result for the index T (·) from [Rue18].

Proposition 2.1 (see [Rue18, Proposition 4.5]). Let X and Y be Ba-
nach spaces. Then

(a) T (X ⊕1 Y ) ≤ min{T (X), T (Y )};
(b) T (X ⊕p Y ) ≤ ( (2

1/p+1)p

2
)1/p for every 1 < p <∞;

(c) T (X⊕∞Y ) ≥ min{T (X), T (Y )}, where equality holds if T (X⊕∞
Y ) > 1.

Now we provide a lower estimate for T (X ⊕p Y ), where 1 < p <∞.

Proposition 2.2. Let X and Y be Banach spaces, N be an absolute
normalized norm on R2, and γ > 0 is such that N(·) ≥ γ∥ · ∥1. Then

(a) T s(X ⊕N Y ) ≥ 2γ
(
min{T s(X), T s(Y )} − 1

)
;

(b) T (X ⊕N Y ) ≥ 2γ
(
min{T (X), T (Y )} − 1

)
;
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(c) T cc(X ⊕N Y ) ≥ 2γ
(
min{T cc(X), T cc(Y )} − 1

)
.

In particular, T (X ⊕p Y ) ≥ 21/p
(
min{T (X), T (Y )} − 1

)
whenever

1 < p <∞.

Proof. We will only prove (b), because the proofs of (a) and (c) are
very similar.
(b). Without loss of generality we assume that min{T (X), T (Y )} >

1 otherwise the lower bound trivially holds. Let ε > 0 be such that
min{T (X), T (Y )} > 1 + ε. Denote by Z := X ⊕N Y . Let (x̃, ỹ) ∈ SZ

and let W be a nonempty relatively weakly open subset of BZ .
Without loss of generality we may assume that

W = {z ∈ BZ : |z∗i (z)− z∗i (z0)| < 1, i ∈ {1, . . . , n}},

for some z∗i = (x∗i , y
∗
i ) ∈ Z∗ and z0 = (x0, y0) ∈ SZ .

Define now

U :=


{x ∈ BX : |x∗i (x)− x∗i (

x0
∥x0∥

)| < 1

2∥x0∥
, i ∈ {1, . . . , n}}, if x0 ̸= 0,

{x ∈ BX : |x∗i (x)| <
1

2
, i ∈ {1, . . . , n}}, if x0 = 0,

and

V :=


{y ∈ BY : |y∗i (y)− y∗i (

y0
∥y0∥

)| < 1

2∥y0∥
, i ∈ {1, . . . , n}}, if y0 ̸= 0,

{y ∈ BY : |y∗i (y)| <
1

2
, i ∈ {1, . . . , n}}, if y0 = 0.

From now on we will distinguish two cases.
Case 1: Assume first that x̃ ̸= 0 and ỹ ̸= 0. Due to the definition of

the Daugavet index we can find u ∈ U and v ∈ V such that ∥ x̃
∥x̃∥−u∥ ≥

T (X)− ε/2 and ∥ ỹ
∥ỹ∥ − v∥ ≥ T (Y )− ε/2.

Claim. If two elements e and ẽ in the unit ball of a Banach space E
satisfy that ∥e+ẽ∥ ≥ 1+α for some α ∈ [0, 1], then ∥λe+µẽ∥ ≥ (λ+µ)α
for all λ, µ ≥ 0. Indeed, the claim follows from the inequalities

(λ+ µ)(1 + α) ≤ (λ+ µ)∥e+ ẽ∥ ≤ ∥λe+ µẽ∥+ λ+ µ.

Since

T (X)− ε/2 > 1 + ε/2,

we can apply the Claim above and get that

∥x̃− ∥x0∥u∥ ≥ (∥x̃∥+ ∥x0∥)(T (X)− 1− ε/2).

Similarly, one obtains ∥ỹ − ∥y0∥v∥ ≥ (∥ỹ∥+ ∥y0∥)(T (Y )− 1− ε/2).
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Observe that (∥x0∥u, ∥y0∥v) ∈ W and

∥(x̃, ỹ)− (∥x0∥u, ∥y0∥v)∥N = N
(
∥x̃− ∥x0∥u∥, ∥ỹ − ∥y0∥v∥

)
≥ N

(
(∥x̃∥+ ∥x0∥)(T (X)− 1− ε/2),

(∥ỹ∥+ ∥y0∥)(T (Y )− 1− ε/2)
)

≥ N
(
∥x̃∥+ ∥x0∥, ∥ỹ∥+ ∥y0∥

)
(min{T (X), T (Y )} − 1− ε/2)

≥ γ(∥x̃∥+ ∥ỹ∥+ ∥x0∥+ ∥y0∥)(min{T (X), T (Y )} − 1− ε/2)

≥ 2γ(min{T (X), T (Y )} − 1− ε/2).

Hence, by the arbitrariness of ε, we conclude that T (X ⊕N Y ) ≥
2γ(min{T (X), T (Y )} − 1).

Case 2: Assume now that ỹ = 0, hence ∥x̃∥ = 1 (the case when
x̃ = 0 follows similarly). Now we can find u ∈ U such that ∥x̃− u∥ ≥
T (X)− ε/2 and let v ∈ V ∩ SY . Again, note that (∥x0∥u, ∥y0∥v) ∈ W
and

∥(x̃, 0)− (∥x0∥u, ∥y0∥v)∥N = N
(
∥x̃− ∥x0∥u∥, ∥y0∥

)
≥ N

(
(1 + ∥x0∥)(T (X)− 1− ε/2), ∥y0∥

)
≥ N

(
1 + ∥x0∥,

∥y0∥
(T (X)− 1− ε/2)

)
(T (X)− 1− ε/2)

≥ γ(1 + ∥x0∥+ ∥y0∥)(T (X)− 1− ε/2)

≥ 2γ(T (X)− 1− ε/2),

Again, by the arbitrariness of ε, we conclude that T (X ⊕N Y ) ≥
2γ(min{T (X), T (Y )} − 1). □

Remark 2.3. With almost identical proof one can generalize Propo-
sition 2.2 to a finite direct sum of Banach spaces equipped with an
absolute norm and the estimates will remain the same.

We now turn our attention to the upper estimate of these Daugavet
indices of thickness.

Proposition 2.4. Let X and Y be Banach spaces, N be an absolute
normalized norm on R2, and Γ > 0 is such that N(·) ≤ Γ∥ · ∥∞. If
(1, 0) or (0, 1) is an extreme point of B(R2,N), then T s(X ⊕N Y ) ≤ Γ.

In particular, T s(X ⊕p Y ) ≤ 21/p whenever 1 < p <∞.

Proof. Denote by Z := X ⊕N Y and let ε > 0, x ∈ SX and y ∈ SY .
Assume that e = (0, 1) is an extreme point of B(R2,N) (the proof for
the other case is similar). Then e is actually a strongly exposed point
which allows us to fix a δ > 0 such that, whenever (a, b) ∈ B(R2,N)

and b > 1 − δ, then |a| < ε. Find y∗ ∈ SY ∗ with y∗(y) = 1. If
6



(u, v) ∈ S(BZ , (0, y
∗)), δ), then ∥v∥ ≥ y∗(v) > 1−δ. By our assumption

∥u∥ < ε. Therefore

∥(u, v)− (x, 0)∥N = N
(
∥u− x∥, ∥v∥

)
≤ N

(
1 + ∥u∥, ∥v∥

)
≤ (1 + ∥u∥)N(1, 1)

≤ Γ(1 + ε).

Since ε > 0 was arbitrary we get T s(Z) ≤ Γ. □

Remark 2.5. One can also generalize Proposition 2.4 to a finite direct
sum of Banach spaces equipped with an absolute norm and the estimate
will remain the same.

Since T (·) ≤ T s(·), then the obtained upper bound from Proposi-
tion 2.4 improves the previously known estimate from Proposition 2.1 (b)
in [Rue18]. Moreover, from Proposition 2.2 we know that this estimate
is sharp. We summarize this in the following result.

Theorem 2.6. Let X and Y be Banach spaces and 1 < p < ∞. If X
and Y both have the Daugavet property, then T s(X ⊕p Y ) = T (X ⊕p

Y ) = T cc(X ⊕p Y ) = 21/p.

Proof. Since X and Y have the Daugavet property, then T cc(X) =
T cc(Y ) = 2 by Proposition 1.2. From Proposition 2.2 we get that
T cc(X⊕pY ) ≥ 21/p and by Proposition 2.4 we have that T s(X⊕pY ) ≤
21/p, therefore

21/p ≤ T cc(X ⊕p Y ) ≤ T (X ⊕p Y ) ≤ T s(X ⊕p Y ) ≤ 21/p,

which completes the proof. □

As a consequence of Theorem 2.6 we get the following result.

Theorem 2.7. For every r ∈ [0, 2] there exists a Banach space X such
that T s(X) = T (X) = T cc(X) = r.

For the proof we will need the following result.

Proposition 2.8. For every r > 0 there exists a Banach space X such
that

T cc(X) = T (X) = T s(X) =
r

1 + r
.

Proof. The proof is inspired by the example exhibited in [LR19, The-
orem 2.1]. Pick an arbitrary r > 0. Define

U∗ := co (Bℓ1⊕∞R ∪ {(0, 1 + r) , (0,−1− r)}) ,
which is clearly a weak∗ compact set in (c0⊕1R)∗. Consequently, there
is a norm ||| · ||| on c0 ⊕ R whose unit ball is

U := {(x, β) ∈ c0 ⊕ R : ϕ(x, β) ≤ 1 for all ϕ ∈ U∗}.
7



Consider X := (c0 ⊕ R, ||| · |||), and let us prove that X satisfies the
desired requirements. It is clear that U∗ = BX∗ . Also, it is clear that
(2.1)
ext(U∗) = {(0,± (1 + r))} ∪ {(ξen, ψ1) : n ∈ N and ξ, ψ ∈ {−1, 1}}.

Therefore, ext(U∗)′ = {(0,±1)} ⊆ 1
1+r

U∗.
Note also that Bℓ1⊕∞R ⊆ U∗ ⊆ (1 + r)Bℓ1⊕∞R, so

1

1 + r
Bc0⊕1R ⊆ U ⊆ Bc0⊕1R.

Consequently, for each pair (x, β) ∈ X, it follows that

(2.2) ∥(x, β)∥1 ≤ |||(x, β)||| ≤ (1 + r)∥(x, β)∥1.

Define Sδ := S(BX , (0, 1 + r), δ). Pick an element (x, β) ∈ Sδ, and let
us estimate |||(x, β)− (0, 1

1+r
)|||. To this end, notice that

1 ≥ (1 + r)β = (0, 1 + r)(x, β) > 1− δ ⇒ 1

1 + r
≥ β ≥ 1− δ

1 + r
.

We claim that ∥x∥∞ ≤ r+δ
1+r

. Assume for contradiction that there exists

n ∈ N such that |x(n)| > r+δ
1+r

, choose ξ := sign(x(n)) and define
x∗ := (ξen, 1) ∈ U∗ ⊆ BX∗ . Then

1 ≥ x∗((x, β)) = |x(n)|+ β >
r + δ

1 + r
+

1− δ

1 + r
=
r + δ + 1− δ

1 + r
= 1,

a contradiction. So ∥x∥∞ ≤ r+δ
1+r

. Also, notice that (0, 1
1+r

) ∈ Sδ (note

that ∥(0, 1
1+r

)||| ≤ (1 + r)∥(0, 1
1+r

)∥1 = 1 by (2.2)).

Let us estimate ∥(x, β)− (0, 1
1+r

)∥. By the Krein–Milman theorem

∥(x, β)− (0,
1

1 + r
)∥ = sup

x∗∈ext(U∗)

|x∗((x, β)− (0,
1

1 + r
))|.

Given x∗ ∈ ext(U∗), then x∗ = (y∗, λ) for y∗ ∈ ℓ1 and λ ∈ R. From
now on we will distinguish two cases.

Case 1: Assume first that y∗ = 0. This implies, according to (2.1),
that |λ| = 1 + r. Since 1

1+r
≥ β ≥ 1−δ

1+r
we get that

|x∗((x, β)− (0,
1

1 + r
))| = |λ||β − 1

1 + r
| ≤ (1 + r)

δ

1 + r
= δ.

Case 2: Assume now that y∗ ̸= 0, then, by (2.1), |λ| = 1 and
y∗ = ±ek for suitable k ∈ N. Hence

|x∗((x, β)− (0,
1

1 + r
))| = |y∗(x) + λ(β − 1

1 + r
)|

≤ ∥x∥∞ + |λ||β − 1

1 + r
|

≤ r + δ

1 + r
+

δ

1 + r
.
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Taking into account the above inequalities we get that

∥(x, β)− (0,
1

1 + r
)∥ ≤ r + δ

1 + r
+

δ

1 + r
.

This means that Sδ ⊆ B((0, 1
1+r

), r+δ
1+r

+ δ
1+r

), so T s(X) ≤ r+δ
1+r

+ δ
1+r

.
Since δ > 0 was arbitrary we get that T s(X) ≤ r

1+r
.

For the second part of the proof, let us prove that T cc(X) ≥ r
1+r

, for
which we will prove that every convex combination of slices of BX has
diameter at least 2r

1+r
. The proof will be motivated by [LR19, Proposi-

tion 2.2]. Take a convex combination of slices C :=
∑n

i=1 λiS(BX , x
∗
i , αi),

a point
∑n

i=1 λixi ∈ C, and 0 < ε < r
1+r

. Given i ∈ {1, . . . , n} define

Ai := {f ∈ ext(BX∗) : |f(xi)| >
1

1 + r
+ ε}.

Since ext(BX∗)′ ⊆ 1
1+r

BX∗ , a compactness argument implies that Ai is
finite. Consequently, we can take

y ∈

(
n⋂

i=1

⋂
f∈Ai

ker(f) ∩ ker(x∗i )

)
∩ SX .

Pick i ∈ {1, . . . , n}. We claim that

xi ± (
r

1 + r
− ε)y ∈ S(BX∗ , x∗i , αi).

First, notice that

x∗i (xi ± (
r

1 + r
− ε)y) = x∗i (xi) > 1− α

since y ∈ ker(x∗i ). On the other hand let us prove that ∥xi ± ( r
1+r

−
ε)y∥ ≤ 1. To this end, notice that

∥xi ± (
r

1 + r
− ε)y∥ = sup

f∈ext(BX∗ )

|f(xi ± (
r

1 + r
− ε)y)|.

Given f ∈ ext(BX∗) we have two cases to consider:
Case 1: If f ∈ Ai we get that f(y) = 0, and so

|f(xi ± (
r

1 + r
− ε)y)| = |f(xi)| ≤ 1.

Case 2: If f /∈ Ai, then |f(xi)| ≤ 1
1+r

+ ε, and so

|f(xi±(
r

1 + r
−ε)y)| ≤ |f(xi)|+(

r

1 + r
−ε)|f(y)| ≤ 1

1 + r
+

r

1 + r
= 1.

This implies that
∑n

i=1 λi(xi ± ( r
1+r

− ε)y) ∈ C, so

diam(C) ≥

∥∥∥∥∥
n∑

i=1

λi

(
xi + (

r

1 + r
− ε)y

)
−

n∑
i=1

λi

(
xi − (

r

1 + r
− ε)y

)∥∥∥∥∥
= 2

r

1 + r
− 2ε.
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Since ε > 0 was arbitrary we deduce that diam(C) ≥ 2r
1+r

. Con-
sequently, if there exists a convex combination of slices C such that
C ⊆ B(0, ρ), then

2r

1 + r
≤ diam(C) ≤ diam(B(0, ρ)) = 2ρ⇒ ρ ≥ r

1 + r
.

This implies that T cc(X) ≥ r
1+r

.
Hence we have proved that

r

1 + r
≤ T cc(X) ≤ T (X) ≤ T s(X) ≤ r

1 + r
,

as desired. □

Proof of Theorem 2.7. First observe that, if r equals 0, 1 or 2, then
take X to be ℓ1, c0 or C[0, 1], respectively. If r ∈ (0, 1), then there
exists a s ∈ (0,∞) such that r = s

s+1
and apply Proposition 2.8 to s. If

r ∈ (1, 2), then there exists a p ∈ (1,∞) such that r = 21/p and apply
Theorem 2.6 to X = C[0, 1]⊕p C[0, 1]. □

As a consequence of our Proposition 2.8 we obtain the following
result.

Corollary 2.9. For every δ ∈ (0, 2) there exists a Banach space X such
that every convex combination of slices has diameter ≥ δ but such that,
for every ε > 0, there exists a slice S of BX such that diam(S) ≤ δ+ε.

The previous corollary extends [HLN18, Corollary 2.9], where it was
proved for the cases δ ∈ (1, 2), and answers an open question (see the
Remark after Theorem 2.8 in [HLN18]).

In Proposition 2.1 (a), it seems to be unknown whether the inequality
can be strict (see Question 2.14). However, for the index T s(·), we
always have equality.

Proposition 2.10. Let X and Y be Banach spaces. Then

(a) T s(X ⊕1 Y ) = min{T s(X), T s(Y )};
(b) T s(X ⊕p Y ) ≤ 21/p for every 1 < p <∞;
(c) T s(X ⊕∞ Y ) ≥ min{T s(X), T s(Y )}, where equality holds if

T s(X ⊕∞ Y ) > 1.

Proof. (a). Let us first show that T s(X ⊕1 Y ) ≥ min{T s(X), T s(Y )}.
Set Z := X⊕1Y and let S(BZ , (x

∗, y∗), α) be a slice of BZ , (x, y) ∈ SZ ,
and ε > 0.
Without loss of generality suppose that ∥x∗∥ = 1. Thus we have two

cases either x = 0 or x ̸= 0.
Case 1: Assume first that x = 0, hence ∥y∥ = 1. Now find an element

u ∈ SX such that x∗(u) > 1−α. Observe that (u, 0) ∈ S(BZ , (x
∗, y∗), α)

and

∥(u, 0)− (0, y)∥ = 2 ≥ T s(X).
10



Case 2: Assume now that x ̸= 0. Consider the slice S(BX , x
∗, α) and

x
∥x∥ ∈ SX . Find an u ∈ S(BX , x

∗, α) such that ∥ x
∥x∥ − u∥ ≥ T s(X)− ε.

Now (u, 0) ∈ S(BZ , (x
∗, y∗), α) and

∥(x, y)− (u, 0)∥ = ∥x− u∥+ ∥y∥

≥ ∥ x

∥x∥
− u∥ − ∥ x

∥x∥
− x∥+ ∥y∥

≥ T s(X)− ε− (1− ∥x∥) + ∥y∥
= T s(X)− ε.

Therefore, T s(X ⊕1 Y ) ≥ min{T s(X), T s(Y )}.
The proof of T s(X ⊕1 Y ) ≤ min{T s(X), T s(Y )} is the same as the

proof of [Rue18, Proposition 4.5 (2)], except with m = 1.
(b). This follows immediately from Proposition 2.4.
(c). Let us first show that T s(X ⊕∞ Y ) ≥ min{T s(X), T s(Y )}.

Denote by Z := X ⊕∞ Y . Let S(BZ , (x
∗, y∗), α) be a slice of BZ ,

(x, y) ∈ SZ , and ε > 0.
Define

SX :=

S(BX ,
x∗

∥x∗∥
, α), if x∗ ̸= 0,

BX , if x∗ = 0,

and

SY :=

S(BY ,
y∗

∥y∗∥
, α), if y∗ ̸= 0,

BY , if y∗ = 0.

Observe that SX × SY ⊂ S(BZ , (x
∗, y∗), α). Since max{∥x∥, ∥y∥} =

1, we will suppose from now on that ∥x∥ = 1. Hence there exists an
x0 ∈ SX such that ∥x0 − x∥ > T s(X) − ε. Let y0 ∈ SY be arbitrary.
We have that

∥(x0, y0)− (x, y)∥ = max{∥x0 − x∥, ∥y0 − y∥} ≥ T s(X)− ε.

The case when ∥y∥ = 1 is similar. Therefore, by the arbitrariness of ε,
we see that T s(X ⊕∞ Y ) ≥ min{T s(X), T s(Y )}.

Assume now that T s(X ⊕∞ Y ) > 1 and let us show that then
T s(X⊕∞Y ) ≤ min{T s(X), T s(Y )}. Pick an ε > 0 such that T s(X⊕∞
Y ) − ε > 1. Let x ∈ SX and S(BX , x

∗, α) be a slice of BX . Observe
that S(BZ , (x

∗, 0), α) is a slice of BZ and (x, 0) ∈ SZ . Thus there is an
element (u, v) ∈ S(BZ , (x

∗, 0), α) such that

1 < T s(X ⊕∞ Y )− ε ≤ ∥(x, 0)− (u, v)∥ = max{∥x− u∥, ∥v∥}.
Since ∥v∥ ≤ 1, then we must have that ∥x − u∥ ≥ T s(X ⊕∞ Y ) −
ε. Notice that u ∈ S(BX , x

∗, α), hence T s(X) ≥ T s(X ⊕∞ Y ) − ε.
Finally, by the arbitrariness of ε, we conclude that T s(X ⊕∞ Y ) ≤
min{T s(X), T s(Y )}. □
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Remark 2.11. The inequality in Proposition 2.10 (c) can be strict if
we remove the assumption on T s(X ⊕∞ Y ). Indeed, let X = c0 and
Y = R, then X ⊕∞ Y is isometrically isomorphic to c0 and

T s(X ⊕∞ Y ) = 1 > 0 = T s(R) = min{T s(X), T s(Y )}.

We end this section by studying the index T cc(·) in ℓp-sums.

Proposition 2.12. Let X and Y be Banach spaces. Then

(a) T cc(X ⊕1 Y ) ≤ min{T cc(X), T cc(Y )};
(b) T cc(X ⊕p Y ) ≤ 21/p for every 1 < p <∞;
(c) T cc(X ⊕∞ Y ) ≥ min{T cc(X), T cc(Y )}, where equality holds if

T cc(X ⊕∞ Y ) > 1.

Proof. (a). Let ε > 0, and assume without loss of generality that
min{T cc(X), T cc(Y )} = T cc(X). Find a convex combination of slices∑n

i=1 λiS(BX , x
∗
i , α) of BX and an x ∈ SX such that

n∑
i=1

λiS(BX , x
∗
i , α) ⊂ B(x, T cc(X) + ε).

Let δ ∈ (0, α) and set Z := X ⊕1 Y . Observe that

S(BZ , (x
∗
i , 0), δ) ⊂ S(BX , x

∗
i , α)× δBY

for every i ∈ {1, . . . , n}. Therefore,
n∑

i=1

λiS(BZ , (x
∗
i , 0), δ) ⊂

n∑
i=1

λiS(BX , x
∗
i , α)× δBY

⊂ B(x, T cc(X) + ε)× δBY

⊂ B((x, 0), T cc(X) + ε+ δ).

Since ε and δ can be chosen to be arbitrarily small, we have that
T cc(X ⊕1 Y ) ≤ min{T cc(X), T cc(Y )}.

(b). This follows immediately from the inequality T cc(·) ≤ T s(·) and
Proposition 2.10 (b).

(c). Let us first show that T cc(X ⊕∞ Y ) ≥ min{T cc(X), T cc(Y )}.
Denote by Z := X ⊕∞ Y . Let n ∈ N, for every i ∈ {1, . . . , n} let
S(BZ , (x

∗
i , y

∗
i ), α) be slices of BZ , λi > 0 with

∑n
i=1 λi = 1, (x, y) ∈ SZ ,

and ε > 0. Denote by S :=
∑n

i=1 λiS(BZ , (x
∗
i , y

∗
i ), α).

Define

SX
i :=

S(BX ,
x∗i
∥x∗i ∥

, α), if x∗i ̸= 0,

BX , if x∗i = 0,

and

SY
i :=

S(BY ,
y∗i

∥y∗i ∥
, α), if y∗i ̸= 0,

BY , if y∗i = 0.
12



Denote by SX :=
∑n

i=1 λiS
X
i and SY :=

∑n
i=1 λiS

Y
i . Notice that

SX
i × SY

i ⊂ S(BZ , (x
∗
i , y

∗
i ), α) and that therefore SX × SY ⊂ S. Since

max{∥x∥, ∥y∥} = 1, we will suppose from now on that ∥x∥ = 1. Hence
there exists an x0 ∈ SX such that ∥x0 − x∥ > T cc(X)− ε. Let y0 ∈ SY

be arbitrary. We have that

∥(x0, y0)− (x, y)∥ = max{∥x0 − x∥, ∥y0 − y∥} ≥ T cc(X)− ε.

The case when ∥y∥ = 1 is similar. Therefore, by the arbitrariness of ε,
we see that T cc(X ⊕∞ Y ) ≥ min{T cc(X), T cc(Y )}.

Assume now that T cc(X ⊕∞ Y ) > 1 and let us show that then
T cc(X ⊕∞ Y ) ≤ min{T cc(X), T cc(Y )}. Pick an ε > 0 such that
T cc(X ⊕∞ Y ) − ε > 1. Let x ∈ SX , S(BX , x

∗
i , α) be slices of BX ,

and λi > 0, such that
∑n

i=1 λi = 1. Observe that for each i we have
that S(BZ , (x

∗
i , 0), α) is a slice of BZ and (x, 0) ∈ SZ . Thus there is an

element (u, v) ∈
∑n

i=1 λiS(BZ , (x
∗
i , 0), α) such that

1 < T cc(X ⊕∞ Y )− ε ≤ ∥(x, 0)− (u, v)∥ = max{∥x− u∥, ∥v∥}.

Since ∥v∥ ≤ 1, then we must have that ∥x − u∥ ≥ T cc(X ⊕∞ Y ) − ε.
Notice that u ∈

∑n
i=1 λiS(BX , x

∗
i , α), hence T cc(X) ≥ T cc(X⊕∞Y )−ε.

Finally, from the arbitrariness of ε, we conclude that T cc(X ⊕∞ Y ) ≤
min{T cc(X), T cc(Y )}. □

Remark 2.13. The same example as in Remark 2.11 shows that the
inequality in Proposition 2.12 (c) can be strict if we remove the as-
sumption on T cc(X ⊕∞ Y ).

Recall that from Proposition 2.10 (a) we know that T s(X ⊕1 Y ) =
min{T s(X), T s(Y )} holds for all Banach spacesX and Y . However, we
do not know whether the corresponding equalities hold for the indices
T (·) and T cc(·) too.

Question 2.14. Let X and Y be Banach spaces.

(a) T (X ⊕1 Y ) = min{T (X), T (Y )}?
(b) T cc(X ⊕1 Y ) = min{T cc(X), T cc(Y )}?

3. Remarks and open questions

In a dual Banach space one can also consider the weak∗ versions of
the Daugavet indices of thickness. In [Rue18] the weak∗ version of T (·),
denoted by Tw∗(·), was introduced. For a Banach space X we will also
consider

T s
w∗(X∗) = inf

{
r > 0

∣∣∣∣ there exist x∗ ∈ SX∗ and a weak∗ slice
S of BX∗ such that S ⊂ B(x∗, r)

}
and
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T cc
w∗(X∗) = inf

r > 0

∣∣∣∣∣∣
there exist x∗ ∈ SX∗ and a convex
combination C of relatively weak∗ open
subsets of BX∗ such that ∅ ≠ C ⊂ B(x∗, r)

 .

Clearly, for any Banach space X we have that

(3.1) 0 ≤ T cc
w∗(X∗) ≤ Tw∗(X∗) ≤ T s

w∗(X∗) ≤ 2,

and observe that

(3.2) T s(X∗∗) ≤ T s
w∗(X∗∗) ≤ T s(X)

and

(3.3) T (X∗∗) ≤ Tw∗(X∗∗) ≤ T (X),

and

(3.4) T cc(X∗∗) ≤ T cc
w∗(X∗∗) ≤ T cc(X).

Remark 3.1. Let us make some observations on the above indices:

(a) By considering the biduals of the Banach spaces which give us
the strict inequalities between the regular indices and taking
into account (3.2)–(3.4) one has that the inequalities in (3.1)
can in general be strict.

(b) Given a dual Banach space X∗, the inequality T (X∗) ≤ Tw∗(X)
may be strict. Indeed, if C[0, 1], then T cc

w∗(X∗) = 2 since X
has the Daugavet property. However, T s(X∗) = 0 since BX∗

contains slices of arbitrarily small diameter. This shows that
the first inequality of (3.2)–(3.4) can be strict.

(c) Again take X = C[0, 1]. It satisfies that T cc(X) = 2 since
X has the Daugavet property. However, T s

w∗(X∗∗) < 2 since
X∗ fails the Daugavet property. This shows that the second
inequality of (3.2)–(3.4) can be strict.

In [Rue18, Problem 5.3] it is wondered whether the equality
(3.5)

inf

{
∥T + I∥

∣∣∣∣ T ∈ L(X), ∥T∥ = 1, and
T is weakly compact

}
= max{T (X), Tw∗(X∗)}

holds for every Banach space X. We will now show that equality (3.5)
does not hold in general. We begin by observing that the proof of
[Rue18, Proposition 4.4] actually shows that.

Proposition 3.2. Let X be a Banach space. Then, for every norm
one and weakly compact operator T : X → X, it follows that

∥T + I∥ ≥ max{T s(X), T s
w∗(X∗)}.

By [BLR15a, Theorem 2.4], there exists an equivalent renorming
Z of c0 such that all slices of BZ have diameter two and there are
relatively weakly open subsets of BZ with arbitrarily small diameter.
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Then T s(Z) ≥ 1, but T (Z) = 0 = Tw∗(Z∗) (notice that Z∗ has the
Radon–Nikodým property because it is isomorphic to ℓ1, and the result
follows from [FHHMZ11, Theorem 11.8]). Therefore, the equality (3.5)
fails for this Banach space Z.

Question 3.3. Does the equality

inf

{
∥T + I∥

∣∣∣∣ T ∈ L(X), ∥T∥ = 1,
and T is weakly compact

}
= max{T s(X), T s

w∗(X∗)}

hold for every Banach space X?
Do T (·) and T cc(·) respect Banach–Mazur distance?

Our next aim is to show that the Daugavet index T s(·) behaves well
with respect to the Banach–Mazur distance. Recall that this distance
between two isomorphic Banach spaces X and Y is defined by

d(X, Y ) := inf{∥L∥∥L−1∥ : L : X → Y is an isomorphism}.

Proposition 3.4. Let X be a Banach space and r ∈ [0, 2]. If for every
δ > 0 there exists a Banach space Y which is isomorphic to X such
that d(X, Y ) < 1 + δ with T s(Y ) = r, then T s(X) ≥ r.

Proof. Let S(BX , x
∗, α) be a slice of BX , x ∈ SX , and ε > 0. Let

δ ∈ (0,min{α, ε}).
Next find a Banach space Y with T s(Y ) = r such that d(X, Y ) <

1 + δ. Then there exist an isomorphism L : X → Y and such that
∥L∥ = 1 and ∥L−1∥ < 1 + δ.
Consider now

y∗ :=
(L−1)∗x∗

∥(L−1)∗x∗∥
∈ SY ∗ and y :=

Lx

∥Lx∥
∈ SY .

Since T s(Y ) = r, we can find a v ∈ S(BY , y
∗, δ2) such that ∥v − y∥ ≥

r − ε. Denote by u := L−1v
(1+δ)

and observe that u ∈ S(BX , x
∗, δ) ⊂

S(BX , x
∗, α). Our aim now is to show that ∥u− x∥ ≥ r − 3ε. Indeed,

r − ε ≤ ∥v − Lx

∥Lx∥
∥ ≤ ∥L−1v − x

∥Lx∥
∥

≤ ∥u− x∥+ ∥(1 + δ)u− u∥+ ∥x− x

∥Lx∥
∥

≤ ∥u− x∥+ δ + δ

< ∥u− x∥+ 2ε.

Hence, ∥u− x∥ ≥ T s(Y )− 3ε and from the arbitrariness of ε, we have
T s(X) ≥ T s(Y ). □

An application of Proposition 3.4 together with Proposition 1.2 im-
mediately gives us that the class of Banach spaces with the Daugavet
property is closed with respect to the Banach–Mazur distance.
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Corollary 3.5. Let X be a Banach space. If for every δ > 0 there
exists a Banach space Y which is isomorphic to X such that d(X, Y ) <
1 + δ and Y has the Daugavet property, then X also has the Daugavet
property.

We will finish by connecting the current work with some open ques-
tions related to a question of Ivakhno from 2006.

Recall that for a bounded set C of a Banach space X the radius of
C is defined as

r(C) := inf{r > 0 : C ⊆ B(x, r) for some x ∈ X}.

A Banach space X is said to have the r-big slice property if every slice
of BX is of radius one [Iva06]. Observe that the r-big slice property
of a Banach space X implies that T s(X) ≥ 1. Moreover, if every slice
of BX has diameter two, then X has the r-big slice property. Ivakhno
asked if the converse is true [Iva06, p. 96].

In view of Ivakhno’s question, given a Banach space X, the following
questions make sense:

(a) If T s(X) ≥ 1, then does every slice of BX have diameter two?
(b) If T (X) ≥ 1, then does every nonempty relatively weakly open

subset of BX have diameter two?
(c) If T cc(X) ≥ 1, then does every convex combination of slices of

BX have diameter two?

A negative answer to (c) easily follows from our results, as the fol-
lowing remark shows.

Remark 3.6. Let 1 < p < ∞ and Y be a Banach space with the Dau-
gavet property, and take X := Y ⊕p Y , then T cc(X) = 21/p > 1 (see
Theorem 2.6), but for every ε > 0 there is a nonempty convex combi-
nation of slices with diameter less than 21/p+ ε [HLN18, Theorem 2.8].

We end this paper by proving that the answer to Ivakhno’s question
(and henceforth, the answer to (a)) is negative. Indeed, we have the
following result.

Theorem 3.7. There exists a Banach space X with the r-big slice
property (hence T s(X) ≥ 1) and there exists φ ∈ SX∗ so that

inf
α>0

diam(S(BX , φ, α)) ≤
√
2.

In order to prove it let us introduce a bit of notation. Let us define

T := {(α1, . . . , αk) : k ∈ N, α1, . . . , αk ∈ N} ∪ {∅}.

Given (α1, . . . , αk), (β1, . . . , βp) ∈ T \ {∅} we say that

(α1, . . . , αk) ≤ (β1, . . . , βp) ⇔

{
|(α1, . . . , αk)| ≤ |(β1, . . . , βp)|
αi = βi for all 1 ≤ i ≤ k,
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where |(α1, . . . , αn)| := n and |∅| := 0, and we declare ∅ := minT . This
binary relation defines a partial order on T .
A segment in T is a totally ordered and finite subset S ⊆ T .
Given x : T −→ R, let us consider

∥x∥ = sup

 n∑
i=1

(∑
t∈Si

x(t)

)2
 1

2

,

where the sup is taken over all families {S1, . . . , Sn} of disjoint segments
of T .

Now JT∞ is defined as the completion of the space of finitely nonzero
functions defined on T (i.e. functions x : T −→ R such that {t ∈
T | x(t) ̸= 0} is finite) for the above norm. Given α ∈ T let us define

eα(β) :=

{
1 if β = α,

0 otherwise.

Then it is known that {eα}α∈T is a Schauder basis for JT∞ and that
JT∞ is a dual space. We denote by {e∗α}α∈T the biorthogonal sequence
of {eα}α∈T . Then B∞ := span{e∗α / α ∈ T}, where the closure is taken
in JT ∗

∞, is a complete predual of JT∞.
The space JT∞ was introduced in [GM85], where it is proved that

B∞ fails the Radon–Nikodým property. Furthermore, every infinite-
dimensional subspace of JT∞ contains an isomorphic copy of ℓ2 and so
JT∞ does not contain isomorphic copies of ℓ1.
Let us start with the following lemma about weakly null sequences

in JT∞.

Lemma 3.8. Let {tn : n ∈ N} be the set of successors of a given
element t ∈ T . Then {etn}n is weakly null.

Proof. Let x :=
∑m

j=1 αjetj , where αj ∈ R, and let us prove that ∥x∥ ≤(∑m
j=1 α

2
j

) 1
2
. To this end, pick a family of disjoint segments S1, . . . , Sk.

Since {tn} are incomparable then, for every i ∈ {1, . . . , k} then Si ∩
{t1, . . . , tm} has, at most, one element. Define A the set of those i such
that Si ∩ {t1, . . . , tm} = {tki}. Notice that, since the Si are disjoint,
then tki ̸= tkj if i ̸= j with i, j ∈ A. Now

m∑
i=1

(∑
t∈Si

x(t)

)2
 1

2

=

(∑
i∈A

α2
tki

) 1
2

≤

(
m∑
i=1

α2
i

) 1
2

.

Taking the supremum on the family of disjoint segments, and taking
into account the definition of the norm of JT∞, we get

∥x∥ ≤

(
m∑
i=1

α2
i

) 1
2

.
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The previous estimate implies, by the arbitrariness of m ∈ N and
α1, . . . , αn ∈ R, that the linear operator Φ : ℓ2 −→ JT∞ given by

Φ(en) = etn

is continuous. The w−w continuity of Φ and the fact that {en} →w 0
in ℓ2 concludes the lemma. □

Now we are ready to prove Theorem 3.7.

Proof of Theorem 3.7. Let X = B∞, the predual of JT∞ described
above. The existence of φ ∈ SX∗ satisfying our requirements follows
from [BLR15b, Theorem 2.2]. For the remaining part, let us even prove
that, given a w∗-slice S of BX∗∗ = BJT ∗

∞ , we get that

r(S) ≥ 1.

To this end, pick a w∗-slice S := S(BJT ∗
∞ , x, α), for a suitable finitely-

supported function x : T −→ R of norm one. Pick x∗ ∈ JT ∗
∞ and

ε > 0, and let us find an element y∗ ∈ S with ∥x∗ − y∗∥ ≥ 1 − ε. To
this end, by [BLR15b, Lemma 2.1] we can find an element g ∈ S of the
form g :=

∑n
i=1 λifSi

, where λ1, . . . , λn ∈ R+ with
∑n

i=1 λ
2
i = 1 and

S1, . . . , Sn is a family of disjoint segments.
Pick i ∈ {1, . . . , n}. Since the set of offspring of a given element

is infinite and the fact that the support of x is finite, we can assume
(by adding elements which do not belong to supp(x) into Si keeping
the disjointness condition on the segments S1, . . . , Sn) that, if ti is the
maximum element of Si, then for every z ≥ ti one has z /∈ supp(x)
and that {t1, . . . , tn} are at the same level. For every i ∈ {1, . . . , n} fix
{tin} the set of offspring of ti. By Lemma 3.8, it follows that {etin} is
weakly null, which means that x∗(etin) → 0. Consequently, we can find
n large enough so that x∗(etin) <

ε
λ
, for λ := min1≤i≤n λi, holds for every

i ∈ {1, . . . , n}. Define Ri := Si∪{tin} and notice that y∗ :=
∑n

i=1 λifRi

is a norm-one element (because {R1, . . . , Rn} is still a family of disjoint
segments) and that y∗ ∈ S (indeed, notice that y∗(x) = g(x) because
tin /∈ supp(x) for every i). Define z : T −→ R by z =

∑n
i=1 λietin . Notice

that y∗(z) =
∑n

i=1 λ
2
i = 1 by assumptions. Moreover, similar estimates

to the ones of Lemma 3.8 prove that ∥z∥ ≤ 1 in JT∞. Moreover

x∗(z) =
n∑

i=1

λix
∗(etin) < ε.

So
∥y∗ − x∗∥ ≥ (y∗ − x∗)(z) > 1− ε,

as desired. □

Remark 3.9. Notice that T (B∞) = 0 since the unit ball of B∞ contains
nonempty relatively weakly open subsets of arbitrarily small diameter
(in fact, B∞ has the convex point of continuity property [GMS87, The-
orem 2.2]). Consequently, question (b) remains open.
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