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Abstract 201 

How well can social scientists predict societal change, and what processes underlie their 202 
predictions? To answer these questions, we ran two forecasting tournaments testing accuracy of 203 
predictions of societal change in domains commonly studied in the social sciences: ideological 204 
preferences, political polarization, life satisfaction, sentiment on social media, and gender-career 205 
and racial bias. Following provision of historical trend data on the domain, social scientists 206 
submitted pre-registered monthly forecasts for a year (Tournament 1; N=86 teams/359 forecasts), 207 
with an opportunity to update forecasts based on new data six months later (Tournament 2; 208 
N=120 teams/546 forecasts). Benchmarking forecasting accuracy revealed that social scientists’ 209 
forecasts were on average no more accurate than simple statistical models (historical means, 210 
random walk, or linear regressions) or the aggregate forecasts of a sample from the general 211 
public (N=802). However, scientists were more accurate if they had scientific expertise in a 212 
prediction domain, were interdisciplinary, used simpler models, and based predictions on prior 213 
data. 214 
 215 
  216 
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Main Text 217 
Can social scientists predict societal change? Governments and the general public often 218 

rely on experts, based on a general belief that they make better judgments and predictions of the 219 
future in their domain of expertise. The media also seek out experts to render their judgments 220 
and opinions about what to expect in the future 1,2. Yet research on predictions in many domains 221 
suggests that experts may not be better than purely stochastic models in predicting the future. For 222 
example, portfolio managers (who are paid for their expertise) do not outperform the stock 223 
market in their predictions 3. Similarly, in the domain of geopolitics, experts often perform at 224 
chance levels when forecasting occurrences of specific political events 4. Based on these insights, 225 
one might expect that experts would find it difficult to accurately predict societal change. 226 

At the same time, social science researchers have developed rich, empirically-grounded 227 
models to explain social science phenomena. Examining sampled data, social scientists strive to 228 
develop theoretical models about causal mechanisms that, in ideal cases, reliably describe human 229 
behavior and societal processes 5. Therefore, it is possible that explanatory models afford social 230 
science experts an advantage in predicting social phenomena in their domain of expertise. Here, 231 
we test these possibilities, examining the overall predictability of trends in social phenomena 232 
such as political polarization, racial bias, or well-being, and whether experts in social science are 233 
better able to predict those trends compared to non-experts.  234 

Prior forecasting initiatives have not fully addressed this question for two reasons. First, 235 
forecasting initiatives with subject matter experts have focused on examining the probability of 236 
occurrence for specific one-time events 4,6 rather than the accuracy of ex-ante predictions of 237 
societal change over multiple units of time. In a sense, predicting events in the future (ex-ante) is 238 
the same as predicting events that have already happened, as long as the experts (research 239 
participants) don’t know the outcome. Yet, there are reasons to think that future prediction is 240 
different in an important way. Consider stock prices: participants could predict stock returns for 241 
stocks in the past, except that they know many other things that have happened (conflicts, 242 
bubbles, Black Swans, economic trends, consumption trends, etc.). Post-hoc, those making those 243 
making predictions have access to the temporal variance/occurrence for each of these variables 244 
and hence are more likely to be successful in ex post predictions. Thus, predictions about past 245 
events end up being more about testing people's explanations, rather than their predictions per se. 246 
Moreover, all other things being equal, the likelihood of a prediction regarding a one-off event 247 
being accurate is by default higher than that of a prediction regarding societal change across an 248 
extended time period. Binary predictions for the one-off event do not require accuracy in 249 
estimating degree of change or the shape of the predicted time series, which are extra challenges 250 
in forecasting societal change.  251 

Second, past research on forecasting has concentrated on predicting geopolitical 4 or 252 
economic events 7 rather than broader societal phenomena. Thus, in contrast to systematic 253 
studies concerning the replicability of in-sample explanations of social science phenomena 8, 254 
out-of-sample prediction accuracy in the social sciences remains understudied 9,10. Similarly, 255 
little is known about the rationales and approaches social scientists use to make predictions for 256 
societal trends. For example, are social scientists more apt to rely on data-driven statistical 257 
methods or theory and intuitions when generating such predictions? 258 

To address these unknowns, we performed a standardized evaluation of forecasting 259 
accuracy 9 among social scientists in well-studied domains for which systematic, cross-temporal 260 
data is available, namely subjective well-being, racial bias, ideological preferences, political 261 
polarization, and gender-career bias. With the onset of the COVID-19 pandemic as a backdrop, 262 
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we selected these domains based on data availability and theoretical links to the pandemic. Prior 263 
research has suggested that each of these domains may be impacted by infectious disease 11–14 or 264 
pandemic-related social isolation 15. To understand how scientists made predictions in these 265 
domains, we documented the rationales and processes they used to generate forecasts, then 266 
examined how different methodological choices were related to accuracy. 267 
Research Overview 268 

We present results from two forecasting tournaments conducted through the Forecasting 269 
Collaborative—a crowdsourced initiative among scientists interested in ex-ante testing of their 270 
theoretical or data-driven models. Examining performance across two tournaments allowed us to 271 
test the stability of forecasting accuracy in the context of unfolding societal events, and to 272 
investigate how social scientists recalibrate their models and incorporate new data when asked to 273 
update their forecasts.  274 

The Forecasting Collaborative was open to behavioral, social, and data scientists from 275 
any field who wanted to participate in the tournament and were willing to provide forecasts over 276 
12 months (May 2020 – April 2021) as part of the initial tournament and, upon receiving 277 
feedback on initial performance, again after 6 months for a follow-up tournament (recruitment 278 
details in Methods and demographic information in Supplementary Table 1). To ensure a 279 
“common task framework” 9,16,17, we provided all participating teams with the same time series 280 
data for the US for each of the 12 variables related to the phenomena of interest (i.e., life 281 
satisfaction, positive affect, negative affect, support for Democrats, support for Republicans, 282 
political polarization, explicit and implicit attitudes towards Asian Americans, explicit and 283 
implicit attitudes towards African Americans, and explicit and implicit associations between 284 
gender and specific careers. 285 

Participating teams received historical data that spanned 39 months (January 2017 to 286 
March 2020) for Tournament 1 and data that spanned 45 months for Tournament 2 (January 287 
2017 to September 2020), which they could use to inform their forecasts for the future values of 288 
the same time series. Teams could select up to 12 domains to forecast, including domains for 289 
which team members reported a track record of peer-reviewed publications as well as domains 290 
for which they did not possess relevant expertise (see Methods for multi-stage operationalization 291 
of expertise). By including social scientists with expertise in different subject matters, we could 292 
examine how such expertise may contribute to forecasting accuracy above and beyond general 293 
training in the social sciences. Teams were not constrained in terms of the methods used to 294 
generate time-point forecasts. They provided open-ended, free-text responses for the descriptions 295 
of the methods used, which were coded later. If they made use of data-driven methods, they also 296 
provided the model and any additional data used to generate their forecasts (see Methods). We 297 
also collected data on team size and composition, area of research specialization, subject domain 298 
and forecasting expertise, and prediction confidence. 299 

We benchmarked forecasting accuracy against several alternatives. First, we evaluated 300 
whether social scientists’ forecasts in Tournament 1 were better than the wisdom of the crowd 301 
(i.e., the average forecasts of a sample of lay participants recruited from Prolific). Second, we 302 
compared social scientists’ performance in both tournaments to naïve random extrapolation 303 
algorithms (i.e., the average of historical data, random walks, and estimates based on linear 304 
trends). Finally, we systematically evaluated the accuracy of different forecasting strategies used 305 
by the social scientists in our tournaments, as well as the effect of expertise.  306 
  307 
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Results 308 
Following the a priori outlined analytic plan (osf.io/7ekfm; details in the Supplementary 309 

Methods) to determine forecasting accuracy across domains, we examined the mean absolute 310 
scaled error (MASE) 18 across forecasted time-points for each domain. MASE is an 311 
asymptotically normal, scale-independent scoring rule that compares predicted values against 312 
predictions of a one-step random walk. Because it is scale-independent, it is an adequate measure 313 
when comparing accuracy across domains on different scales. A MASE of 1 reflects a forecast 314 
that is as good out-of-sample as the naive one-step random walk forecast is in-sample. A MASE 315 
below 1.76 is superior to median performance in prior large-scale data science competitions 7. 316 
See Supplementary Materials for further details of the MASE method. 317 

In addition to absolute accuracy, we also assessed the comparative accuracy of social 318 
scientists’ forecasts using several benchmarks. First, during the period of the first tournament, we 319 
obtained forecasts from a non-expert crowdsourced sample of US residents (N = 802) via Prolific 320 
19 who received the same data as tournament participants and filled out an identically structured 321 
survey to provide a wisdom-of-the-(lay)-crowd benchmark. Second, for both tournaments we 322 
simulated three different data-based naïve approaches to out-of-sample forecasting using the 323 
time series data provided to participants in the tournament, including, 1) the historical mean, 324 
calculated by randomly resampling the historical time series data; 2) a naïve random walk, 325 
calculated by randomly resampling historical change in the time series data with an 326 
autoregressive component; 3) extrapolation from linear regression, based on a randomly selected 327 
interval of historical time series data (see Supplementary Information for details). This latter 328 
approach captures the expected range of predictions that would have resulted from random, 329 
uninformed use of historical data to make out-of-sample predictions (as opposed to the naïve in-330 
sample predictions that form the basis of MASE scores).   331 
How accurate were behavioral and social scientists at forecasting?  332 
 Fig. 1 shows that in Tournament 1, social scientists’ forecasts were, on average, inferior 333 
to in-sample random walks in nine domains. In seven domains, social scientists’ forecasts were 334 
inferior to median performance in prior forecasting competitions (Supplementary Fig. 1 shows 335 
raw estimates; Supplementary Fig. 2 reports measures of uncertainty around estimates). In 336 
Tournament 2, forecasts were on average inferior to in-sample random walks in eight domains 337 
and inferior to median performance in prior forecasting competitions in five domains. Even 338 
winning teams were still less accurate than in-sample random walks for 8 of 12 domains in 339 
Tournament 1, and one domain (Republican support) in Tournament 2 (Supplementary Tables 1-340 
2 and Supplementary Figs. 4-9). One should note that inferior performance to the in-sample 341 
random walk (MASE > 1) may not be too surprising; errors of the in-sample random walk in the 342 
denominator concern historical observations that occurred before the pandemic, whereas 343 
accuracy of scientific forecasts in the numerator is compared concerns the data for the first 344 
pandemic year. However, average forecasting accuracy did not generally beat more liberal 345 
benchmarks such as the median MASE in data science tournaments (1.76) 7 or the benchmark 346 
MASE for "good" forecasts in the tourism industry (see Supplement). Except for one team, top 347 
forecasters from Tournament 1 did not appear among the winners of Tournament 2 348 
(Supplementary Tables 1-2).  349 

We examined the accuracy of scientific and lay forecasts in a linear mixed effect model. 350 
To systematically compare results for different forecasted domains, we tested a full model with 351 
expertise (social scientist versus lay crowd), domain, and their interaction as predictors, and 352 
log(MASE) scores nested in participants. We observed no significant main effect difference 353 
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between accuracy of social scientists and lay crowds, F(11, 1747) = 0.88, P = .348, part R2 354 
< .001. However, we observed a significant interaction between social science training and 355 
domain, F(11, 1304) = 2.00, P = .026. Simple effects show that social scientists were 356 
significantly more accurate than lay people when forecasting life satisfaction, polarization, as 357 
well as explicit and implicit gender-career bias. However, the scientific teams were no better 358 
than the lay sample in the remaining eight domains (Figure 1 and Table 1).  Moreover, Bayesian 359 
analyses indicated that only for life satisfaction there is substantial evidence in favor of the 360 
difference, whereas for eight domains evidence was in favor of the null hypothesis. See 361 
supplementary information online for further details and interpretation of the multiverse analyses 362 
of domain-general accuracy.  363 
Cross-validation of domain-general accuracy via forecast versus trend comparisons 364 

The most elementary analysis of domain-general accuracy involves inspecting trends for 365 
each group and comparing them against the ground truth and historical time series in each 366 
domain. Fig. 2 allows us to inspect individual trends of social scientists and the naïve crowd per 367 
domain in Tournament 1, along with historical and ground truth markers for each domain. For 368 
social scientists, one can observe the diversity of forecasts from individual teams (light blue) 369 
along with a lowess regression and 95% confidence interval around the trend (blue). For the 370 
naïve crowd, one can see an equivalent lowess trend and the 95% CI around it (salmon). In half 371 
of the domains – explicit bias against African Americans, implicit bias against Asian-Americans, 372 
negative affect, life satisfaction, as well as support for Democrats and Republicans –lowess 373 
curves from both groups were overlapping, suggesting that the estimates from both social 374 
scientists and the naïve crowd were identical. Moreover, except for the domain of life 375 
satisfaction, forecasts of scientists and the naïve crowd were close to far off the mark vis-à-vis 376 
ground truth. In one further domain— explicit bias against African Americans—the naïve crowd 377 
estimate was in fact closer to the ground truth marker than the estimate from the lowess curve of 378 
the social scientists. In other five domains, which concerned explicit and implicit gender career 379 
bias, explicit bias against Asian-Americans, positive affect and political polarization, social 380 
scientists’ forecasts were closer to the ground truth markers than the naïve crowd. We note, 381 
however, that these visual inspections may be somewhat misleading because the confidence 382 
intervals don’t correct for multiple tests. This caveat aside, the overall message remains 383 
consistent with the results of the statistical tests above: For most domains social scientists’ 384 
predictions were either similar to or worse than the naïve crowd’s predictions. 385 
Comparisons to naïve statistical benchmarks 386 
Next, we compared scientific forecasts against three naïve statistical benchmarks by creating 387 
benchmark/forecast ratio scores (a ratio of 1 indicates that the social scientists' forecasts were 388 
equal in accuracy to the benchmarks, with ratios greater than 1 indicating greater accuracy). To 389 
account for interdependence of social scientists’ forecasts, we examined estimated ratio scores 390 
for domains from linear mixed models, with responses nested in forecasting teams. To reduce the 391 
likelihood that social scientists’ forecasts beat naïve benchmarks by chance, our main analyses 392 
focus on performance across all three benchmarks (see Supplement for rationale favoring this 393 
method over averaging across three benchmarks), and by adjusting confidence intervals of the 394 
ratio scores for simultaneous inference of 12 domains in each tournament by simulating a 395 
multivariate t distribution20. Figs. 1 and 3 and Supplementary Fig. 2 show that social scientists in 396 
Tournament 1 were significantly better than each of the three benchmarks in only one out of 397 
twelve domains, which concerned explicit gender-career bias, 1.53 < ratio ≤ 1.60, 1.16 < 95%CI 398 
≤ 2.910. In the remaining 11 domains, scientific predictions were either no different or worse 399 
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than the benchmarks. The relative advantage of scientific forecasts over the historical mean and 400 
random walk benchmarks was somewhat larger in Tournament 2 (Supplementary Fig. 1). 401 
Scientific forecasts were significantly more accurate than the three naïve benchmarks in five out 402 
of twelve domains. These domains reflected explicit racial bias: African-American bias, 2.20 < 403 
ratio ≤ 2.86, 1.55 < 95%CI ≤ 4.05; Asian-American bias, 1.39 < ratio ≤ 3.14, 1.01 < 95%CI ≤ 404 
4.40; and implicit racial and gender career biases:  African-American bias, 1.35 < ratio ≤ 2.00, 405 
1.35 < 95%CI ≤ 2.78; Asian-American bias, 1.36 < ratio ≤ 2.73, 1.001 < 95%CI ≤ 3.71; gender-406 
career bias, 1.59 < ratio ≤ 3.22, 1.15 < 95%CI ≤ 4.46. In the remaining seven domains, forecasts 407 
were not significantly different from naïve benchmarks. Moreover, as Fig. 3 shows, for political 408 
polarization scientific forecasts in Tournament 2 were significantly less accurate than estimates 409 
from a naïve linear regression, ratio = 0.51, 95%CI [0.38, 0.68]. Fig. 3 also shows that in most      410 
domains at least one of the naïve forecasting methods produced errors that were comparable to or 411 
less than social scientists’ forecasts (11 out of 12 in Tournament 1 and 8 out of 12 in Tournament 412 
2). 413 

To compare social scientists’ forecasts against the average of three naïve benchmarks, we 414 
fit a linear mixed model with forecast/benchmark ratio scores nested in forecasting teams and 415 
examined estimated means for each domain. In Tournament 1, scientists performed better than 416 
the average of the naïve benchmarks in only three domains, which concerned political 417 
polarization, 95%CI [1.06; 1.63], explicit gender-career bias, 95%CI [1.23; 1.95], and implicit 418 
gender-career bias, 95%CI [1.17; 1.83]. In Tournament 2, social scientists performed better than 419 
the average of the naïve benchmarks in seven domains, 1.07 < 95%CIs ≤ 2.79, while they were 420 
statistically indistinguishable from the average of naïve benchmarks when forecasting the 421 
remaining five domains: ideological support for Democrats, 95%CI [0.76; 1.17], and for 422 
Republicans, 95%CI [0.98; 1.51], explicit gender-career bias, 95%CI [0.96; 1.52], and negative 423 
affect on social media, 95%CI [0.82; 1.25]. Moreover, in Tournament 2 social scientists’ 424 
forecasts of political polarization were inferior to the average of naïve benchmarks, 95%CI 425 
[0.58; 0.89]. Overall, social scientists tended to do worse than the average of the three naïve 426 
statistical benchmarks in Tournament 1. While scientists did better than the average of naïve 427 
benchmarks in Tournament 2, this difference in overall performance was small, M(forecast 428 
/benchmark inaccuracy ratio) = 1.43, 95%CI [1.26; 1.62]. Moreover, in most domains at least 429 
one of the naïve benchmarks was on par if not more accurate to social scientists’ forecasts.  430 
Which domains were harder to predict? 431 

Fig. 4 shows that some societal trends were significantly harder to forecast than others, 432 
Tournament 1: F(11,295.69) = 41.88, P < .001, R2 = .450, Tournament 2: F(11,469.49) = 26.87, 433 
P < .001, R2 = .291. Forecast accuracy was lowest in politics (underestimating Democratic and 434 
Republican support, and political polarization), well-being (underestimating life satisfaction and 435 
negative affect on social media), and racial bias against African Americans (overestimating; also 436 
see Supplementary Fig. 1). Differences in forecast accuracy across domains did not correspond 437 
to differences in quality of ground truth markers: Based on the sampling frequency and 438 
representativeness of the data, most reliable ground truth markers concerned societal change in 439 
political ideology, obtained via an aggregate of multiple nationally representative surveys by 440 
reputable pollsters, yet this domain was among most difficult to forecast. In contrast, some of the 441 
least representative markers concerned racial and gender-bias, which came from Project 442 
Implicit—a volunteer platform that is subject to self-selection bias—yet these domains were 443 
among the easiest to forecast. In a similar vein, both life satisfaction and positive affect on social 444 
media were estimated via texts on Twitter, even though forecasting errors between these domains 445 
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varied. Though measurement imprecision undoubtedly presents a challenge for forecasting, it is 446 
unlikely to account for between-domain variability in forecasting errors (Figure 4). 447 

Domain differences in forecasting accuracy corresponded to differences in the 448 
complexity of historical data: domains ranked more variable in terms of standard deviation (SD) 449 
and mean absolute difference (MAD) of historical data tended to have more forecasting error (as 450 
measured by the rank-order correlation between median inaccuracy scores across teams and 451 
variability scores for the same domain), Tournament 1: ρ(SD) = .19, ρ(MAD)  = .20; Tournament 452 
2: ρ(SD)  = .48, ρ(MAD)  = .36, and domain changes in variability of historical data across 453 
tournaments corresponded to changes in accuracy, ρ(SD) = .27, ρ(MAD)  = .28. 454 
Comparison of accuracy across tournaments 455 

Forecasting error was higher in the first tournament than the second tournament (see Fig. 456 
4), F(1, 889.48) = 64.59, P < .001, R2 = .063. We explored several possible differences between 457 
the tournaments that may account for this effect. One possibility is that type of teams differed 458 
between tournaments (team size, gender, number of forecasted domains, field specialization and 459 
team diversity, number of PhDs on a team, prior experience with forecasting). However, the 460 
difference between the tournaments remained equally pronounced when running parallel 461 
analyses with team characteristics as covariates, F(1, 847.79) = 90.45, P < .001, R2 = .062. 462 

 Another hypothesis is that forecasts for twelve months (Tournament 1) include further 463 
removed data points than forecasts for more immediate six months (Tournament 2), and it is the 464 
greater temporal distance between the tournament and the moment to forecast that results in 465 
greater inaccuracy at Tournament 1. To test this hypothesis, we zeroed in on Tournament 1 466 
inaccuracy scores for the first and the last six months, while including domain type as a control 467 
dummy variable. By focusing on Tournament 1 data, we kept other characteristics such as team 468 
composition as a constant. Contrary to this seemingly straightforward hypothesis, error for the 469 
forecasts for the first six months was in fact significantly greater (MASE = 3.16, SE = 0.21, 470 
95%CI [2.77, 3.60]) than for the last six months (MASE = 2.59, SE = 0.17, 95%CI [2.27, 2.95]), 471 
F(1, 621.41) = 29.36, P < .001, R2 = .012. As Supplementary Fig. 1 shows, for many domains, 472 
social scientists underpredicted societal change in Tournament 1, and this difference between 473 
predicted and observed values was more pronounced in the first versus last six months. This 474 
suggests that for several domains social scientists anchored (19) their forecasts on the most 475 
recent historical data. Figure 2 further indicates that many domains showed unusual shifts (vis-à-476 
vis prior historical data) in the first six months of the pandemic and started to return to the 477 
historical baseline in the following six months. For these domains, forecasts anchored on the 478 
most recent historical data were more inaccurate for the May-October 2020 forecasts compared 479 
to the November 2020-April 2021 forecasts.  480 

Finally, we tested whether providing teams additional six months of historical trend 481 
capturing the on-set of the novel pandemic at Tournament 2 may have contributed to lower error 482 
compared to Tournament 1. To this end, we compared the inaccuracy of forecasts for the six 483 
months period of Nov 2020-April 2021 done in May 2020 (Tournament 1) and when provided 484 
with more data in October 2020 (Tournament 2). We focused only on participants who 485 
completed both tournaments to keep the number of participating teams and team characteristics 486 
constant. Indeed, Tournament 1 forecasts had significantly more error (MASE M = 2.54, SE = 487 
0.17, 95%CI [2.23, 2.90]) than Tournament 2 forecasts (MASE M = 1.99, SE = 0.13, 95%CI 488 
[1.74, 2.27]), F(1, 607.79) = 31.57, P < .001, R2 = .017. suggesting that it was availability of new 489 
(pandemic-specific) information rather than temporal distance that contributed to more accurate 490 
forecasts in the second compared to the first tournament. 491 
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Consistency in forecasting 492 
Despite variability across scientific teams, domains, and tournaments, the accuracy of 493 

scientific predictions was highly systematic. Accuracy in one subset of predictions (ranking of 494 
model performance across odd months) was highly correlated with accuracy in the other subset 495 
(ranking of model performance across even months), first tournament: multilevel racross domains 496 
= .88, 95% CI [.85; .90], t(357) = 34.80, P < .001; domain-specific .55 < .rs ≤ .99; second 497 
tournament: multilevel racross domains = .72, 95% CI [.67; .75], t(544) = 23.95, P < .001; domain-498 
specific .24 < .rs ≤ .96. Further, results of a linear mixed model with MASE scores in 499 
Tournament 1, domain, and their interaction predicting MASE in Tournament 2 showed that for 500 
eleven out of twelve domains accuracy in Tournament 1 was associated with greater accuracy in 501 
Tournament 2, Md(standardized β) = .26. 502 

Moreover, the ranking of models based on performance in the initial 12-months 503 
tournament corresponds to the ranking of the updated models in the follow-up 6-months 504 
tournament (Fig. 4). Harder-to-predict domains in the initial tournament remained most 505 
inaccurate in the second tournament. Fig. 3 shows one notable exception. Bias against African 506 
Americans was easier to predict than other domains in the second tournament. Though 507 
speculative, this exception appears consistent with the idea that George Floyd’s death catalyzed 508 
movements in racial awareness just after the first tournament (Supplementary Fig. 14 for a 509 
timeline of major historical events). 510 
Which strategies and team characteristics promoted accuracy? 511 

Finally, we examined forecasting approaches and individual characteristics of more 512 
accurate forecasters in the tournaments. In the main text, we focused on central tendencies across 513 
forecasting teams, whereas in the supplementary analyses we reviewed strategies of winning 514 
teams and characteristics of the top 5 performers in each domain (Supplementary Figs. 4-11). We 515 
compared forecasting approaches relying on 1) no data modeling (but possible consideration of 516 
theories); 2) pure data modeling (but no consideration of subject matter theories); 3) hybrid 517 
approaches. Roughly half of the teams relied on data-based modeling as a basis for their 518 
forecasts, whereas the other half of the teams in each tournament relied only on their intuitions or 519 
theoretical considerations (Fig. 5). This pattern was similar across domains (Supplementary Fig. 520 
3).  521 

In both tournaments, pre-registered linear mixed model analyses with approach as a 522 
factor, domain type as a control dummy variable, and MASE scores nested in forecasting teams 523 
as a dependent variable revealed that forecasting approaches significantly differed in accuracy, 524 
first tournament: F(2, 149.10) = 5.47, P = .005, R2 = .096; second tournament: F(2, 177.93) = 525 
5.00, P = .008, R2 = .091 (Fig. 5). Forecasts that considered historical data as part of the forecast 526 
modeling were more accurate than models that did not, first tournament: F(1, 56.29) = 20.38, P 527 
< .001, R2 = .096; second tournament: F(1, 159.11) = 8.12, P = .005, R2 = .084. Model 528 
comparison effects were qualified by significant model type X domain interaction; first 529 
tournament: F(11, 278.67) = 4.57, P < .001, R2 = .045; second tournament: F(11, 462.08) = 3.38, 530 
P = .0002, R2 = .028. Post-hoc comparisons in Supplementary Table 4 revealed that data-531 
inclusive (data-driven and hybrid) models were significantly more accurate than data-free 532 
models that did not include data in three domains (explicit and implicit racial bias against Asian-533 
Americans and implicit gender-career bias) in Tournament 1 and two domains (life satisfaction, 534 
explicit gender-career bias) in Tournament 2. There were no domains where data-free models 535 
were more accurate than data-inclusive models. Analyses further demonstrated that, in the first 536 
tournament, data-free forecasts of social scientists were not significantly better than lay 537 
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estimates, t(577) = 0.87, P = .385, whereas data-inclusive models tended to perform significantly 538 
better than lay estimates, t(470) = 3.11, P = .006, Cohen’s d = 0.391. 539 

To examine the incremental contribution of specific forecasting strategies and team 540 
characteristics to accuracy, we pooled data from both tournaments in a linear mixed model with 541 
inaccuracy (MASE) as a dependent variable. As Fig. 6 shows, we included predictors 542 
representing forecasting strategies, team characteristics, domain expertise (quantified via 543 
publications by team members on the topic) and forecasting expertise (quantified via prior 544 
experience with forecasting tournaments). We further included domain type as a control dummy 545 
variable, and nested responses in teams. 546 

The full model fixed effects explained 31% of the variance in accuracy (R2 = .314), 547 
though much of it was accounted for by differences in accuracy between domains (non-domain 548 
R2 [partial] = .043). Consistent with prior research 22, model sophistication—i.e., considering a 549 
larger number of exogenous predictors, COVID-trajectory, or counterfactuals—did not 550 
significantly improve accuracy (Fig. 6 and Supplementary Table 5). In fact, forecasting models 551 
based on simpler procedures turned out to be significantly more accurate than complex models, 552 
B = 0.14, SE = 0.06, t (220.82) = 2.33, P = .021, R2(partial) = .010.  553 

On the one hand, experts’ subjective confidence in their forecasts was not related to the 554 
accuracy of their estimates. On the other, people with expertise made more accurate forecasts. 555 
Teams were more accurate if they had members who published academic research on the 556 
forecasted domain, B = -0.26, SE = 0.09, t (711.64) = 3.01, P = .003, R2(partial) = .007, and who 557 
took part in prior forecasting competitions, B = -0.35, SE = 0.17, t (56.26) = 2.02, P = .049, 558 
R2(partial) = .010 (also see Supplementary Table 5). Critically, even though some of these effects 559 
were significant, only two factors – complexity of the statistical method and prior experience 560 
with forecasting tournaments – showed a non-negligible partial effect size (R2 above .009). 561 
Additional testing whether inclusion of US-based scientists influenced forecasting accuracy did 562 
not yield significant effects, F(1, 106.61) < 1, ns. 563 

In the second tournament, we provided teams with the opportunity to compare their 564 
original forecasts (Tournament 1, May 2020) to new data at a later point of time and to update 565 
their predictions (22) (Tournament 2, Nov 2020). Therefore, we tested whether updating 566 
improved people’s predictive accuracy. Out of the initial 356 forecasts in the first tournament, 567 
180 were updated in the second tournament (from 37% of teams for life satisfaction to 60% of 568 
teams for implicit Asian American bias). Updated forecasts in the second tournament 569 
(November) were significantly more accurate than the original forecasts in the first tournament 570 
(May), t(94.5) = 6.04, P < .001, Cohen’s d = 0.804, but so were forecasts from the 34 new teams 571 
recruited in November, t(75.9) = 6.30, P < .001, Cohen’s d = 0.816. Furthermore, updated 572 
forecasts were not significantly different from forecasts provided by new teams recruited in 573 
November, t(77.8) < 0.10,  P = .928. This observation suggests that updating did not lead to 574 
more accurate forecasts (Supplementary Table 6 reports additional analyses probing different 575 
updating rationales).  576 
Discussion 577 

How accurate are social scientists’ forecasts of societal change23? Results from two 578 
forecasting tournaments conducted during the first year of the COVID-19 pandemic show that 579 
for most domains social scientists’ predictions were no better than those from a sample of the 580 
(non-specialist) general public. Further, apart from a few domains concerning racial and gender-581 
career bias, scientists’ original forecasts were typically not much better than naïve statistical 582 
benchmarks derived from historical averages, linear regressions, or random walks. Even when 583 
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confining the analysis to the top 5 forecasts by social scientists per domain, a simple linear 584 
regression produced less error roughly half of the time (Supplementary Figs. 5 and 9).  585 

Forecasting accuracy systematically varied across societal domains. In both tournaments, 586 
positive sentiment and gender-career stereotypes were easier to forecast than other phenomena, 587 
whereas negative sentiment and bias toward African Americans were most difficult to forecast. 588 
Domain differences in forecasting accuracy corresponded to historical volatility in the time 589 
series. Differences in the complexity of positive and negative affect are well-documented 25,26. 590 
Moreover, racial attitudes showed more change than attitudes regarding gender during this 591 
period (perhaps due to movements like Black Lives Matter).  592 

Which strategies and team characteristics were associated with more effective forecasts? 593 
One defining feature of more effective forecasters was that they relied on prior data rather than 594 
theory alone. This observation fits with prior studies on the performance of algorithmic versus 595 
intuitive human judgments22. Social scientists who relied on prior data also performed better than 596 
lay crowds and were overrepresented among the winning teams (Supplementary Figs. 4 and 8).  597 

Forecasting experience and subject matter expertise on a forecasted topic also 598 
incrementally contributed to better performance in tournaments (R2 [partial] = .010). This is in 599 
line with some prior research on the value of subject-matter expertise for geopolitical forecasts 6 600 
and for prediction of success of behavioral science interventions 27. Notably, we found that 601 
publication track record on a topic, rather than subjective confidence in domain expertise or 602 
confidence in the forecast, contributed to greater accuracy. It is possible that subjective 603 
confidence in domain expertise conflates expertise and overconfidence 28 (versus intellectual 604 
humility). There is some evidence that overconfident forecasters are less accurate 29. These 605 
findings, along with a lack of domain-general effect of social science expertise on performance 606 
compared to the general public, invite consideration of whether what usually counts as expertise 607 
in social sciences translates into greater ability to predict future real-world trends. 608 

The nature of our forecasting tournaments allowed social scientists to self-select any of 609 
the twelve forecasting domains, inspect three years of historical trends for each domain, and to 610 
update their predictions based on feedback on their initial performance in the first tournament. 611 
These features emulated typical forecasting platforms (e.g., metaculus.com). We argue that this 612 
approach enhances our ability to draw externally valid and generalizable inferences from a 613 
forecasting tournament. However, this approach also resulted in a complex, unbalanced design. 614 
Scholars interested in isolating psychological mechanisms fostering superior forecasts may 615 
benefit from a simpler design whereby all forecasting teams make forecasts for all requested 616 
domains.  617 

Another issue in designing forecasting tournaments involves determination of domains 618 
one may want participants to forecast. In designing the present tournaments, we provided 619 
participants with at least three years of monthly historical data for each forecasting domain. An 620 
advantage of making the same historical data available for all forecasters is that it establishes a 621 
“common task framework” 9,16,17, ensuring main sources of information about the forecasting 622 
domains remain identical across all participants. However, this approach restricts the types of 623 
social issues participants can forecast. A simpler design without inclusion of historical data 624 
would have had the advantage of a greater flexibility in selecting forecasting domains. 625 

Why were forecasts of societal change largely inaccurate, even though participants had 626 
data-based resources and ample time to deliberate? One possibility concerns self-selection. 627 
Perhaps participants in the Forecasting Collaborative were unusually bad at forecasting 628 
compared to social scientists as a whole. This possibility seems unlikely. We made efforts to 629 
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recruit highly successful social scientists at different career stages and from different sub-630 
disciplines (see Supplementary Materials). Indeed, many of our forecasters are well-established 631 
scholars. Thus, we do not expect members of the Forecasting Collaborative to be worse at 632 
forecasting than other members of the social science community. Nevertheless, albeit 633 
impractical, only a random sample of social scientists would have fully addressed the self-634 
selection concern. 635 

Second, it is possible that social scientists were not adequately incentivized to perform 636 
well in our tournaments. Though we provided reputational incentives by announcing winners and 637 
ranking of participating teams, like other big-team science projects 8,30 we did not provide 638 
performance-based monetary incentives 31, because they may not be key motivating factors for 639 
intrinsically motivated social scientists 32. Indeed, the drop-out rate between Tournaments 1 and 640 
2 was marginal, suggesting that participating teams were motivated to continue being part of the 641 
initiative. This reasoning aside, it is possible that stronger incentives for accurate forecasting 642 
(whether reputation-based or monetary) could have stimulated some scientists to perform better 643 
in our forecasting tournament, opening doors for future directions to address this question 644 
directly.   645 

Third, social scientists often deal with phenomena with small effect sizes that are 646 
overestimated in the literature 8,30,33. Additionally, social scientists frequently study social 647 
phenomena in conditions that maximize experimental control but may have little external 648 
validity, and it is argued that this not only limits the generalizability of findings but in fact 649 
reduces their internal validity. In the world beyond the laboratory, where more factors are at 650 
play, such effects may be smaller than social scientists might think based on their lab studies, and 651 
in fact, such effects may be spurious given the lack of external validity. Thus, social scientist 652 
may over(and mis)estimate the impact of the effects they study in the lab on real-world 653 
phenomena 34  654 

Fourth, social scientists tend to theorize about individuals and groups and conduct 655 
research at those scales. However, findings from such work may not scale up when predicting 656 
phenomena on a scale of entire societies 39. Like other dynamical systems in economics, physics, 657 
or biology, societal level processes may also be genuinely stochastic rather than deterministic. If 658 
so, stochastic models will be hard to outperform. 659 

Fifth, training in predictive modeling is not a requirement in many social sciences 660 
programs 10. Social scientists often prioritize explanations over formal predictions 5. For 661 
instance, statistical training in social sciences typically emphasizes unbiased estimation of model 662 
parameters in the sample over predictive out-of-sample accuracy 40. Moreover, typical graduate 663 
curricula in many areas of social science, such as social or clinical psychology, do not require 664 
computational training in predictive modeling. The formal empirical study of societal change is 665 
relatively uncommon in these disciplines. Most social scientists approach individual- or group-666 
level phenomena in an a-temporal fashion 39. Scientists may favor post-hoc explanations of 667 
specific one-time events rather than the future trajectory of social phenomena. Although time is a 668 
key theoretical variable for foundational theories in many subfields of social sciences, such as 669 
field theory 41, it has remained an elusive concept. 670 

Finally, perhaps it is unreasonable to expect theories and models developed during a 671 
relatively stable Post World War II period to accurately predict societal trends during a once-in-672 
a-century health crisis. Precisely for this reason, we targeted predictions in domains possessing 673 
pandemic-relevant theoretical models (for instance, models about the impact of pathogen spread 674 
or social isolation). In this way, we sought to provide a “stress test” of ostensibly relevant 675 



18 
 
 

theoretical models in a context (pandemic-induced crisis) where change was most likely to be 676 
both meaningful and measurable. Nevertheless, the present work suggests that social scientists 677 
may not be particularly accurate at forecasting societal trends in this context, though it remains 678 
possible that they would perform better during more “normal” times. Considerations above 679 
notwithstanding, future work should seek to address this question. 680 

How can social scientists become better forecasters? Perhaps the first steps might involve 681 
probing the limits of social science theories by evaluating if a given theory is suitable for making 682 
societal predictions in the first place or if it is too narrow or too vague 5,42. Relatedly, social 683 
scientists need to test their theories using representatively designed experiments. Moreover, 684 
social scientists may benefit from testing whether a societal trend is deterministic and hence can 685 
benefit from theory-driven components, or if it unfolds in a purely stochastic fashion. For 686 
instance, one can start by decomposing a time series into the trend, autoregressive, and seasonal 687 
components, examining each of them and their meaning for one’s theory and model. One can 688 
further perform a unit root test to examine whether the time series is non-stationary. Training in 689 
recognizing and modeling properties of time series and dynamical systems may need to become 690 
more firmly integrated into graduate curricula in the field. A classic insight in the time series 691 
literature is that the mean of the historical time series may be among the best multi-step ahead 692 
predictor for a stationary time series 43. Using such insights to build predictions from the ground-693 
up can afford greater accuracy. In turn, such training can open the door to more robust models of 694 
social phenomena and human behavior, with a promise of greater generalizability in the real-695 
world.  696 

Given the broad societal impact of phenomena like prejudice, political polarization or 697 
well-being, the ability to accurately predict trends in these variables would appear to be of 698 
crucial importance for policy makers and the experts guiding them. But despite common beliefs 699 
that social science experts are best equipped to accurately predict these trends compared to non-700 
experts 1, the current findings suggest that social and behavioral scientists have a lot of room for 701 
growth 38. The good news is that forecasting skills can be improved. Consider the growing 702 
accuracy in forecasting models in meteorology in the second part of the 20th century 44. Greater 703 
consideration of representative experimental designs, temporal dynamics, better training in 704 
forecasting methods, and more practice with formal forecasting all may improve social 705 
scientists’ ability to accurately forecast societal trends going forward.  706 
Methods 707 

The study was approved by the Office of Research Ethics of the University of Waterloo 708 
under protocol # 42142.  709 

Pre-registration and deviations. Forecasts of all participating teams along with their 710 
rationales were pre-registered on Open Science Framework (https://osf.io/6wgbj/registrations). 711 
Additionally, in an a priori specific document shared with the journal in April 2020, we outlined 712 
the operationalization of the key dependent variable (MASE), operationalization of covariates 713 
and benchmarks (i.e., use of naive forecasting methods), along with the key analytic procedures 714 
(linear mixed model and contrasts being different forecasting approaches; osf.io/7ekfm). We did 715 
not pre-register the use of a Prolific sample from the general public as an additional benchmark 716 
before their forecasting data was collected, though we did pre-register this benchmark in early 717 
September of 2020, prior to data pre-processing or analyses. Deviating from the pre-registration, 718 
to protect against inflating p-values, we performed a single analysis with all covariates in the 719 
same model rather than performing separate analyses for each set of covariates. Further, due to 720 
scale differences between domains, we chose not to feature analyses concerning absolute 721 



19 
 
 

percentage errors of each time point in the main paper (but see corresponding analyses on the 722 
GitHub site of the project https://github.com/grossmania/Forecasting-Tournament, which 723 
replicate the key effects presented in the main manuscript).  724 

Participants & recruitment. We initially aimed for a minimum sample of 40 forecasting 725 
teams in our tournament after prescreening to ensure that participants possess at minimum a 726 
bachelor’s degree in behavioral, social, or computer sciences. To compare groups of scientists 727 
employing different forecasting strategies (e.g., data-free versus data-inclusive methods), we 728 
subsequently tripled the target size of the final sample (N = 120), the target we accomplished by 729 
the November phase of the tournament, to ensure sufficient sample for comparison of teams 730 
using different strategies (see Supplementary Table 1 for demographics). 731 

The Forecasting Collaborative website we used for recruitment 732 
(https://predictions.uwaterloo.ca/faq) outlined guidelines for eligibility and approach for 733 
prospective participants. We incentivized participating teams in two ways. First, prospective 734 
participants had an opportunity for a co-authorship in a large-scale citizen science publication. 735 
Second, we incentivized accuracy by emphasizing throughout the recruitment that we will be 736 
announcing winners and will share the ranking of scientific teams in terms of performance in 737 
each tournament (per domain and in total).  738 

As outlined in the recruitment materials, we considered data-driven (e.g., model-based) or 739 
expertise-based (e.g., general intuition, theory-based) forecasts from any field. As part of the 740 
survey, participants selected which method(s) they used to generate their forecasts. Next, they 741 
elaborated on how they generated their forecasts in an open-ended question. There are no 742 
restrictions, though all teams were encouraged to report their education, as well as areas of 743 
knowledge or expertise. Participants were recruited via large scale advertising on social media, 744 
mailing lists in the behavioral and social sciences, decision sciences, and data science, 745 
advertisement on academic social networks including ResearchGate, and through word of mouth. 746 
To ensure broad representation across the academic spectrum of relevant disciplines, we targeted 747 
groups of scientists working on computational modeling, social psychology, judgment and 748 
decision-making, and data science to join the Forecasting Collaborative.  749 

The Forecasting Collaborative started by the end of April 2020, during which time the U.S. 750 
Institute for Health Metrics and Evaluation projected the initial peak of the COVID-19 pandemic 751 
in the US. The recruitment phase continued until mid-June 2020, to ensure at least 40 teams 752 
joined the initial tournament. We were able to recruit 86 teams for the initial 12-month 753 
tournament (M age = 38.18; SD = 8.37; 73% of forecasts made by scientists with a Doctorate 754 
degree), each of which provided forecasts for at least one domain (M = 4.17; SD = 3.78). At the 755 
six-month mark after 2020 US Presidential Election, we provided the initial participants with an 756 
opportunity to update their forecasts (44% provided updates), while simultaneously opening the 757 
tournament to new participants. This strategy allowed us to compare new forecasts against the 758 
updated predictions of the original participants, resulting in 120 teams for this follow-up six-759 
month tournament (M age = 36.82; SD = 8.30; 67% of forecasts made by scientists with a 760 
Doctorate degree; M forecasted domains = 4.55; SD = 3.88). Supplementary analyses showed that 761 
updating likelihood did not significantly differ when comparing data-free and data-inclusive 762 
models, z = 0.50, P = .618. 763 

Procedure. Information for this project was available on the designated website 764 
(predictions.uwaterloo.ca), which included objectives, instructions, and prior monthly data for 765 
each of the 12 domains they can use for modeling. Researchers who decided to partake in the 766 
tournament signed up via a Qualtrics survey, which asked them to upload their estimates for 767 
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forecasting domains of their choice in a pre-programmed Excel sheet that presented the historical 768 
trend and automatically juxtaposed their point estimate forecasts against the historical trend on a 769 
plot (see Appendix S1) and answer a set of questions about their rationale and forecasting team 770 
composition. Once all data was received, de-identified responses were used to pre-register the 771 
forecasted values and models on the Open Science Framework (https://osf.io/6wgbj/).  772 

At the half-way point (i.e., at six months), participants were provided with a comparison 773 
summary of their initial point estimates forecasts vs. actual data for the initial six months. 774 
Subsequently, they were provided with an option to update their forecasts, provide a detailed 775 
description of the updates, and answer an identical set of questions about their data model and 776 
rationale for their forecasts, as well as the consideration of possible exogenous variables and 777 
counterfactuals.  778 
Materials 779 

Forecasting Domains and Data Pre-Processing. Computational forecasting models 780 
require enough prior time series data for reliable modeling. Based on prior recommendations 45, 781 
in the first tournament we provided each team with 39 monthly estimates—from January 2017 to 782 
March 2020—for each of the domains participating teams chose to forecast. This approach 783 
enabled the teams to perform data-driven forecasting (should teams choose to do so) and to 784 
establish a baseline estimate prior to the U.S. peak of the pandemic. In the second tournament, 785 
conducted six months later, we provided the forecasting teams with 45 monthly timepoints—786 
from January 2017 to September 2020. 787 

Because of the requirement for rich standardized data for computational approaches to 788 
forecasting 9, we limited forecasting domains to issues of broad societal significance. Our 789 
domain selection was guided by the discussion of broad social consequences associated with 790 
these issues at the beginning of the pandemic 46,47, along with general theorizing about 791 
psychological and social effects of threats of infectious disease 48,49. Additional pragmatic 792 
consideration concerning the availability of large-scale longitudinal monthly time series data for 793 
a given issue. The resulting domains include affective well-being and life satisfaction, political 794 
ideology and polarization, bias in explicit and implicit attitudes towards Asian Americans and 795 
African Americans, as well as stereotypes regarding gender and career vs. family. To establish 796 
the “common task framework”—a necessary step for the evaluation of predictions in data 797 
sciences 9,17, we standardized methods for obtaining relevant prior data for each of these 798 
domains, made the data publicly available, recruited competitor teams for a common task of 799 
inferring predictions from the data, and a priori announced how the project leaders will evaluate 800 
accuracy at the end of the tournament.  801 

Further, each team had to 1) download and inspect the historical trends (visualized on an 802 
Excel plot; example in Appendix); 2) add their forecasts in the same document, which 803 
automatically visualized their forecasts against the historical trends; 3) confirm their forecasts; 4) 804 
answer prompts concerning their forecasting rationale, their theoretical assumptions, models, 805 
conditionals, and consideration of additional parameters in the model. This procedure ensured all 806 
teams, at the minimum, considered historical trends, juxtaposed them against their forecasted 807 
time series, and deliberated on their forecasting assumptions.  808 

Affective Well-being and Life Satisfaction. We used monthly Twitter data to estimate 809 
markers of affective well-being (positive and negative affect) and life satisfaction over time. We 810 
rely on Twitter because no polling data for monthly well-being over the required time period 811 
exists, and because prior work suggests that national estimates obtained via social media 812 
language can reliably track subjective well-being 50. For each month, we used previously 813 
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validated predictive models of well-being, as measured by affective well-being and life 814 
satisfaction scales 51. Affective well-being was calculated by applying a custom lexicon 52 to 815 
message unigrams. Life satisfaction was estimated using a ridge regression model trained on 816 
latent Dirichlet allocation topics, selected using univariate feature selection and dimensionally 817 
reduced using randomized principal component analysis, to predict Cantril ladder life satisfaction 818 
scores. Such twitter-based estimates closely follow nationally representative polls 53. We applied 819 
the respective models to Twitter data from January 2017 to March 2020 to obtain estimates of 820 
affective well-being and life satisfaction via language on social media.  821 

Ideological Preferences. We approximated monthly ideological preferences via aggregated 822 
weighted data from the Congressional Generic Ballot polls conducted between January 2017 and 823 
March 2020 (projects.fivethirtyeight.com/congress-generic-ballot-polls), which ask 824 
representative samples of Americans to indicate which party they would support in an election. 825 
We weighed polls based on FiveThirtyEight pollster ratings, poll sample size, and poll 826 
frequency. FiveThirtyEight pollster ratings are determined by their historical accuracy in 827 
forecasting elections since 1998, participation in professional initiatives that seek to increase 828 
disclosure and enforce industry best practices and inclusion of live-caller surveys to cellphones 829 
and landlines. Based on this data, we then estimated monthly averages for support of Democrat 830 
and Republican parties across pollsters (e.g., Marist College, NBC/Wall Street Journal, CNN, 831 
YouGov/Economist).  832 

Political Polarization. We assessed political polarization by examining differences in 833 
presidential approval ratings by party identification from Gallup polls 834 
(https://news.gallup.com/poll/203198/presidential-approval-ratings-donald-trump.aspx). We 835 
obtained a difference score in % of Republican versus Democrat approval ratings and estimated 836 
monthly averages for the time period of interest. The absolute value of the difference score will 837 
ensure possible changes following the 2020 Presidential election will not change the direction of 838 
the estimate. 839 

Explicit and Implicit Bias. Given the natural history of the COVID-19 pandemic, we sought 840 
to examine forecasted bias in attitudes towards Asian American (vs. European-Americans). To 841 
further probe racial bias, we sought to examine forecasted racial bias in preferences for African 842 
American (versus European-American) people. Finally, we sought to examine gender bias in 843 
associations of female (vs. male) gender with family versus career. For each domain we sought 844 
to obtain both estimates of explicit attitudes 54 and estimates of implicit attitudes 55. To this end, 845 
we obtained data from the Project Implicit website (http://implicit.harvard.edu), which has 846 
collected continuous data concerning explicit stereotypes and implicit associations from a 847 
heterogeneous pool of volunteers (50,000 - 60,000 unique tests on each of these categories per 848 
month). Further details about the website and test materials are publicly available at 849 
https://osf.io/t4bnj. Recent work suggests that Project Implicit data can provide reliable societal 850 
estimates of consequential outcomes 56,57 and when studying cross-temporal societal shifts in 851 
U.S. attitudes 58. Despite the non-representative nature of the Project Implicit data, recent 852 
analyses suggest that bias scores captured by Project Implicit are highly correlated with 853 
nationally representative estimates of explicit bias, r = .75, indicating that group aggregates of 854 
the bias data from Project Implicit can reliably approximate group-level estimates 57. To further 855 
correct possible non-representativeness, we applied stratified weighting to the estimates, as 856 
described below. 857 

Implicit attitude scores were computed using the revised scoring algorithm of the implicit 858 
association test (IAT) 59. The IAT is a computerized task comparing reaction times to categorize 859 
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paired concepts (in this case, social groups, e.g., Asian American vs. European American) and 860 
attributes (in this case, valence categories, e.g., good vs. bad). Average response latencies in 861 
correct categorizations were compared across two paired blocks in which participants 862 
categorized concepts and attributes with the same response keys. Faster responses in the paired 863 
blocks are assumed to reflect a stronger association between those paired concepts and attributes. 864 
Implicit gender-career bias was measured using the IAT with category labels of “male” and 865 
“female” and attributes of “career” / “family”). In all tests, positive IAT D scores indicate a 866 
relative preference for the typically preferred group (European-Americans) or association (men-867 
career). 868 

Respondents whose scores fell outside of the conditions specified in the scoring 869 
algorithm did not have a complete IAT D score and were therefore excluded from analyses. 870 
Restricting the analyses to only complete IAT D scores resulted in an average retention of 92% 871 
of the complete sessions across tests. The sample was further restricted to include only 872 
respondents from the United States to increase shared cultural understanding of attitude 873 
categories. The sample was restricted to include only respondents with complete demographic 874 
information on age, gender, race/ethnicity, and political ideology. 875 

For explicit attitude scores, participants provided ratings on feeling thermometers 876 
towards Asian-Americans and European Americans (to assess Asian-American bias), and White 877 
and Black Americans (to assess racial bias), on a 7-point scale ranging from -3 to +3. Explicit 878 
gender-career bias was measured using 7-point Likert-type scales assessing the degree to which 879 
an attribute was female/male, from strongly female (-3) to strongly male (+3). Two questions 880 
assessed explicit stereotypes for each attribute (e.g., career with female/male, and, separately, the 881 
association of family). To match the explicit bias scores with the relative nature of the IAT, 882 
relative explicit stereotype scores were created by subtracting the “incongruent” association from 883 
the “congruent” association (e.g., [male vs. female-career] - [male vs. female-family]). Thus, for 884 
racial bias, -6 reflects a strong explicit preference for the minority over the majority (European-885 
American) group, and +6 reflects a strong explicit preference for the majority over the minority 886 
(Asian American / African American) group. Similarly, for gender-career bias, counter-887 
stereotype association (e.g., male-arts/female-science), and +6 reflects a strong stereotypic 888 
association (e.g., female-arts/male-science). In both cases, the midpoint of 0 represented equal 889 
liking of both groups. 890 

We used explicit and implicit bias data for January 2017 – March 2020 and created 891 
monthly estimates for each of the explicit and implicit bias domains. Because of possible 892 
selection bias among the Project Implicit participants, we adjusted population estimates by 893 
weighting the monthly scores based on their representativeness of the demographic frequencies 894 
in the U.S. population (age, race, gender, education; estimated biannually by the U.S. Census 895 
Bureau; https://www.census.gov/data/tables/time-series/demo/popest/2010s-national-896 
detail.html). Further, we adjusted weights based on political orientation (1 = “strongly 897 
conservative;” 2 = “moderately conservative;” 3 = “slightly conservative;” 4 = “neutral;” 5 = 898 
“slightly liberal;” 6 = “moderately liberal;” 7 = “strongly liberal”), using corresponding annual 899 
estimates from the General Social Survey. With the weighting values for each participant, we 900 
computed weighted monthly means for each attitude test. These procedures ensured that 901 
weighted monthly averages approximated the demographics in the U.S. population. We cross-902 
validated this procedure by comparing weighted annual scores to nationally representative 903 
estimates for feeling thermometer for African American and Asian American estimates from the 904 
American National Election studies in 2017 and 2018. 905 
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An initial procedure was developed for computing post-stratification weights for African 906 
American, Asian and gender career bias (implicit and explicit) to ensure that the sample was 907 
representative of the US population at large as much as possible. Originally, we computed 908 
weights for the entire year, which were then applied to each month in the year. After receiving 909 
feedback from co-authors, a more optimal approach was adopted wherein weights were 910 
computed on monthly, as opposed to yearly basis. This was necessary as demographic 911 
characteristics varied from month to month each year. This meant that using yearly weights had 912 
the potential of amplifying as opposed to reducing bias. Consequently, our new procedure 913 
ensured that sample representativeness was maximized. This insight affected forecasts from 914 
seven teams who provided them before the change. The teams were informed, and four teams 915 
chose to provide updated estimates using newly weighted historical data. 916 

For each of these domains, forecasters were provided with 39 monthly estimates in the 917 
initial tournament (45 estimates in the follow-up tournament), as well as detailed explanation 918 
about the origin and the calculation of respective indices. Thereby, we aim to standardize the 919 
data source for the purpose of the forecasting competition 9. See Supplementary Appendix S1 for 920 
example worksheets provided to participants for submissions of their forecasts. 921 

Forecasting Justifications. For each forecasting model submitted to the tournament, 922 
participants provided detailed descriptions. They described the type of model they computed 923 
(e.g., time series, game theoretic models, other algorithms), model parameters, additional 924 
variables they included in their predictions (e.g., COVID-19 trajectory, presidential election 925 
outcome), and underlying assumptions.  926 

Confidence in forecast. Participants rated their confidence in their forecasted points for 927 
each forecast model they submitted on a 7-point scale from 1 (not at all) to 7 (extremely).  928 

Confidence in expertise. Participants provided ratings of their teams’ expertise for a 929 
particular domain by indicating extent of agreement with the statement “my team has strong 930 
expertise on the research topic of [field],” on a 7-point scale from 1 (Strongly Disagree) to 7 931 
(Strongly Agree). 932 

COVID-19 Conditional. We considered the COVID-19 pandemic as a conditional of 933 
interest given links between infectious disease and the target social issues selected for this 934 
tournament. In Tournament 1, participants reported if they used the past or predicted trajectory of 935 
the COVID-19 pandemic (as measured by number of deaths or prevalence of cases or new 936 
infections) as a conditional in their model, and if so, provided their forecasted estimates for the 937 
COVID-19 variable included in their model.  938 

Counterfactuals. Counterfactuals are hypothetical alternative historic events that would 939 
be thought to affect the forecast outcomes if they were to occur. Participants described the key 940 
counterfactual events between December 2019 and April 2020 that they theorized would have 941 
led to different forecasts (e.g., U.S.-wide implementation of social distancing practices in 942 
February). Two independent coders evaluated the distinctiveness of counterfactuals (interrater κ 943 
= .80). When discrepancies arose, they discussed individual cases with other members of the 944 
forecasting collaborative to make the final evaluation. In primary analyses, we focus on the 945 
presence of counterfactuals (yes/no). 946 

Team Expertise. Because expertise can mean many things 2,60, we used a telescopic 947 
approach and operationalized expertise in four ways of varying granularity. First, we examined 948 
broad, domain-general expertise in social sciences by comparing social scientists’ forecasts to 949 
forecasts provided by the general public without the same training in social science theory and 950 
methods. Second, we operationalized the prevalence of graduate training on a team as a more 951 
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specific marker of domain-general expertise in social sciences. To this end, we asked each 952 
participating team to report how many team members have a doctorate degree in social sciences 953 
and calculated the percentage of doctorates on a team. Moving to domain-specific expertise, we 954 
instructed participating teams to report if any of their members had previously researched or 955 
published on the topic of their forecasted variable, operationalizing domain-specific expertise 956 
through this measure. Finally, moving to the most subjective level, we asked each participating 957 
team to report their subjective confidence in teams’ expertise in a given domain (see 958 
Supplementary Information) 959 

General Public Benchmark. In parallel to the tournament with 86 teams, on June 2-3, 960 
2020, we recruited a regionally, gender- and socio-economically stratified sample of US 961 
residents via the Prolific crowdworker platform (targeted N  = 1,050 completed responses) and 962 
randomly assigned them to forecast societal change for a subset of domains used in the 963 
tournaments (a. wellbeing: life satisfaction, positive and negative sentiment on social media; b. 964 
politics: political polarization, ideological support for Democrats and Republicans; c. Asian 965 
American Bias: explicit and implicit trends; d. African American Bias: explicit and implicit 966 
trends; e. Gender-career Bias: explicit and implicit trends). During recruitment, participants were 967 
informed that in exchange for 3.65 GDP they have to be able to open and upload forecasts in an 968 
Excel worksheet.  969 

We considered responses if they provided forecasts for 12 months in at least one domain 970 
and if predictions did not exceed the possible range for a given domain (e.g., polarization above 971 
100%). Moreover, three coders (intercoder κ = .70 unweighted, κ = .77 weighted) reviewed all 972 
submitted rationales from lay people and excluded any submissions where participants either 973 
misunderstood the task or wrote bogus bot-like responses. Coder disagreements were resolved 974 
via a discussion. Finally, we excluded responses if participants spent under 50s making their 975 
forecasts, which included reading instructions, downloading the files, providing forecasts, and 976 
re-uploading their forecasts (final N = 802, 1,467 forecasts; Mage = 30.39, SD = 10.56, 46.36% 977 
female; education: 8.57% high school/GED, 28.80% some college, 62.63% college or above; 978 
ethnicity: 59.52% white, 17.10% Asian American, 9.45% African American/Black, 7.43% 979 
Latinx, 6.50% mixed/other; Md annual income = $50,000-$75,000; residential area: 32.37% 980 
urban, 57.03% suburban, 10.60% rural).  981 

Exclusions of the General Public Sample. Supplementary Table 7 outlines exclusions by 982 
category. In the initial step, we considered all submissions via the Qualtrics platform, including 983 
partial submissions without any forecasting data (N = 1,891). Upon removing incomplete 984 
responses without forecasting data, and removing duplicate submissions from the same Prolific 985 
IDs, we removed 59 outliers whose data exceeded the range of possible values in a given 986 
domain. Subsequently, we removed responses independent coders flagged as either 987 
misunderstood (n = 6) or bot-like bogus responses (n = 26). See Supplementary Appendix S2 for 988 
verbatim examples of each screening category and exact coding instructions. Finally, we 989 
removed responses where participants took less than 50 seconds to provide their forecasts 990 
(including reading instructions, downloading the Excel file, filling it out, re-uploading the Excel 991 
worksheet, and completing additional information on their reasoning about the forecast). Finally, 992 
one response was removed based on open-ended information where the participant indicated they 993 
made forecasts for a different country than the US.  994 

Naïve Statistical Benchmarks. There is evidence from data science forecasting 995 
competitions that the dominant statistical benchmarks are the Theta method, ARIMA, and ETS 7. 996 
Given the socio-cultural context of our study, to avoid loss of generality we decided to employ 997 
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more traditional benchmarks like naïve/Random walk, historical average, as well as the basic 998 
linear regression model—i.e., a method that is used more than anything else in practice and 999 
science. In short, we selected three benchmarks based on their common application in the 1000 
forecasting literature (historical mean and random walk are most basic forecasting benchmarks) 1001 
or the behavioral / social science literature (linear regression is the most basic statistical approach 1002 
to test inferences in sciences). Furthermore, these benchmarks target distinct features of 1003 
performance (historical mean speaks to the base rate sensitivity, linear regression speaks to 1004 
sensitivity to the overall trend, whereas random walk captures random fluctuations and 1005 
sensitivity to dependencies across consecutive time points). Each of these benchmarks may 1006 
perform better in some but not in other circumstances. Consequently, to test the limits in 1007 
scientists’ performance, we examine if social scientists’ performance is better than each of the 1008 
three benchmarks. To obtain metrics of uncertainty around the naïve statistical estimates, we 1009 
chose to simulate these three naïve approaches for making forecasts: 1) random resampling of 1010 
historical data; 2) a naïve out-of-sample random walk based on random resampling of historical 1011 
change; 3) extrapolation from a naïve regression based on a randomly selected interval of 1012 
historical data. We describe each approach in the Supplement. 1013 
Analytic Plan 1014 

Categorization of Forecasts. We categorized forecasts based on modeling approaches. 1015 
Two independent research associates categorize forecasts for each domain based on provided 1016 
justifications: i. purely based on (a) theoretical model(s); ii. purely based on data-driven 1017 
model(s); iii. a combination of theoretical and data-driven models – i.e., computational model 1018 
relies on specific theoretical assumptions. See Appendix S3 for exact coding instructions and 1019 
description of the classification (interrater κ = .81 unweighted, κ = .90 weighted). We further 1020 
examined modelling complexity of approaches that relied on the extrapolation of time series 1021 
from the data we provided (e.g., ARIMA, moving average with lags; yes/no; see Appendix S4 1022 
for exact coding instructions). Disagreements between coders here (interrater κ = .80 1023 
unweighted, κ = .87 weighted) and each coding task below were resolved through joint 1024 
discussion with the leading author of the project.  1025 

Categorization of Additional Variables. We tested how the presence and number of 1026 
additional variables as parameters in the model impact forecasting accuracy. To this end, we 1027 
ensured that additional variables are distinct from one another. Two independent coders 1028 
evaluated the distinctiveness of each reported parameter (interrater κ = .56 unweighted, κ = .83 1029 
weighted).  1030 

Categorization of Teams. We next categorized teams based on compositions. First, we 1031 
counted the number of team members per team. We also sorted teams based on disciplinary 1032 
orientation, comparing behavioral and social scientists to teams from computer and data science. 1033 
Finally, we used information teams provided concerning their objective and subjective expertise 1034 
level for a given subject domain.  1035 

Forecasting Update Justifications. Given that participants received both new data and a 1036 
summary of diverse theoretical positions they can use as a basis for their updates, two 1037 
independent research associates scored participants’ justifications for forecasting updates on 1038 
three dummy-categories: i. new six months of data we provided; ii. new theoretical insights; iii. 1039 
consideration of other external events (interrater κ = .63 unweighted/weighted). See Appendix 1040 
S5 for exact coding instructions. 1041 

Statistical analyses. A priori (https://osf.io/6wgbj/) we specified a linear mixed model as 1042 
a key analytical procedure, with MASE scores for different domains nested in participating 1043 
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teams as repeated measures. Prior to analyses, we inspected MASE scores to determine 1044 
violations of linearity, which we corrected via log-transformation prior to performing analyses. 1045 
All P values refer to two-sided t-tests. For simple effects by domain, we applied Benjamini-1046 
Hochberg false discovery rate corrections. For 95% confidence intervals by domain, we 1047 
simulated a multivariate t distribution20 to adjust scores for simultaneous inference of estimates 1048 
for 12 domains in each tournament. 1049 
 1050 
Data availability 1051 
All data used in the main text and supplementary analysis is accessible on GitHub 1052 
(https://github.com/grossmania/Forecasting-Tournament). All prior data presented to forecasters 1053 
are available on https://predictions.uwaterloo.ca/. Historical and ground truth markers are 1054 
obtained from Project Five Thirty Eight (https://projects.fivethirtyeight.com/polls/generic-1055 
ballot), Gallup (https://news.gallup.com/poll/203198/presidential-approval-ratings-donald-1056 
trump.aspx), Project Implicit (see Open Science Framework website https://osf.io/t4bnj), and  1057 
U.S. Census Bureau (https://www.census.gov/data/tables/time-series/demo/popest/2010s-1058 
national-detail.html). 1059 

Code availability 1060 
Our project page at https://github.com/grossmania/Forecasting-Tournament displays all code 1061 
from this paper. See reporting summary for R packages and their versions. 1062 
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Tables 1117 
 1118 
Table 1. Contrasts of Mean-level Inaccuracy (MASE) among Lay Crowds and Social Scientists 1119 
 1120 

Domain t-ratio df p-value Cohen’s d [95% CI] Bayes Factor Interpretation 
Life Satisfaction 4.321 1725 < .001 0.93 [0.32;1.55] 22.72 Substantial ev. for difference 
Explicit Gender-career Bias 3.204 1731 .006 0.90 [0.10; 1.71] 1.37 Some evidence for difference 
Implicit Gender-career Bias 3.161 1747 .006 0.88 [0.09; 1.67] 2.49 Some evidence for difference 
Political Polarization 2.819 1802 .015 0.71 [-0.01; 1.42] 0.77 Not enough evidence 
Positive Affect 2.128 1796 .080 0.54 [-0.18; 1.26] 0.12 Substantial ev. for no difference 
Exp. Asian American Bias 1.998 1789 .092 0.53 [-0.23; 1.29] 0.11 Substantial ev. for no difference 
Ideology Republicans 1.650 1794 .170 0.40 [-0.29; 1.08] 0.06 Substantial ev. for no difference 
Ideology Democrats 1.456 1795 .204 0.35 [-0.34; 1.04] 0.04 Substantial ev. for no difference 
Imp. Asian American Bias 1.430 1802 .204 0.36 [-0.36; 1.09] 0.11 Substantial ev. for no difference 
Exp. African American Bias 0.939 1747 .218 0.26 [-0.53; 1.05] 0.04 Substantial ev. for no difference 
Imp. African American Bias 0.536 1780 .646 0.14 [-0.63; 0.91] 0.02 Substantial ev. for no difference 
Negative Affect -0.271 1796 .787 0.07 [-0.79; 0.65] 0.02 Substantial ev. for no difference 

Note. Scores > 1: greater accuracy of scientific forecasts. Scores < 1: greater accuracy of lay 1121 
crowds. Pairwise contrasts were obtained via emmeans package in R 21, drawing on the restricted 1122 
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information maximum likelihood model with group (scientist or naïve crowd), domain, and their 1123 
interaction as predictors of the log(MASE) scores, with responses nested in participants. To 1124 
avoid skew, tests are performed on log-transformed scores. Degrees of freedom were obtained 1125 
via Kenward-Roger approximation. P-values are adjusted for false discovery rate. CI = 1126 
Confidence intervals of effect size (Cohen’s d), which are adjusted for simultaneous inference of 1127 
12 domains by simulating a multivariate t distribution20. For Bayesian analyses we relied on 1128 
weakly informative priors for our linear mixed model (see Supplement for more detail). 1129 
Interpretation of Bayes factor is in the right column. Bayes factors greater than 3 are interpreted 1130 
as substantial evidence of a difference, values between 3 and 1 suggest some evidence of a 1131 
difference, values between ⅓ and 1 indicate that there is not enough evidence to interpret, and 1132 
values < ⅓ indicate substantial evidence in favor of the null hypothesis (no difference between 1133 
groups).  1134 

Figure Legends/Captions 1135 
 1136 
Figure 1: Social scientists’ average forecasting errors, compared against different benchmarks. 1137 
We rank domains from least to most error in Tournament 1, assessing forecasting errors via 1138 
mean absolute scaled error (MASE). Estimated means for Scientists and Naïve Crowd indicate 1139 
the fixed effect coefficients of a linear mixed model with domain (k = 12) and group (in 1140 
Tournament 1: nscientists = 86, nnaïve crowd = 802; only scientists in Tournament 2: n = 120) as a 1141 
predictor of forecasting error (MASE) scores nested in teams (Tournament 1 observations: 1142 
nscientists = 359, nnaïve crowd = 1467; Tournament 2 observations: n = 546), using restricted 1143 
maximum likelihood estimation. To correct for right skew, we used log-transformed MASE 1144 
scores, which are subsequently back-transformed when calculating estimated means and 95% 1145 
confidence intervals. In each tournament, confidence intervals are adjusted for simultaneous 1146 
inference of estimates for 12 domains in each tournament by simulating a multivariate t 1147 
distribution20. Benchmarks represent the naïve crowd and best performing naïve statistical 1148 
benchmark (either historic mean, average random walk with an autoregressive lag of one, or 1149 
linear regression). Statistical benchmarks were obtained via simulations (k = 10,000) with 1150 
resampling (see Supplement). Scores to the left of the dotted vertical line show better 1151 
performance than naïve in-sample random walk. Scores to the left of the dashed vertical line 1152 
show better performance than median performance in M4 tournaments 7. 1153 

Figure 2. Forecasts and ground truth – are forecasts anchoring on the last few historical data 1154 
points? Historical time series (40 months before the Tournament 1) and ground truth series (12 1155 
months over the Tournament 1), along with forecasts of individual teams (light blue), lowess 1156 
curve and 95% confidence interval across social scientists’ forecasts (blue), and lowess curve 1157 
and 95% confidence interval across naïve crowd’s forecasts (salmon). For most domains, 1158 
Tournament 1 forecasts of both scientists and the naïve crowd start near the last few historical 1159 
data points they received prior to the tournament (January – March 2020). Note, April 2020 1160 
forecast was not provided to the participants. 1161 
 1162 
Figure 3. Ratios of Benchmarks against Scientific Forecasts. Scores >1: greater accuracy of 1163 
scientific forecasts. Scores <1: greater accuracy of naïve benchmarks. Domains are ranked from 1164 
least to most error among scientific teams in Tournament 1. Estimated means indicate the fixed 1165 
effect coefficient of a linear mixed model with domain (k = 12) in each tournament (nTournament 1 = 1166 
86; nTournament 2 = 120) as a predictor of benchmark-specific ratio scores nested in teams 1167 
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(observations: nTournament 1 = 359, nTournament 2 = 546), using restricted maximum likelihood 1168 
estimation. To correct for right skew, we used square-root or log-transformed MASE scores, 1169 
which were subsequently back-transformed when calculating estimated means and 95% 1170 
confidence intervals. Confidence intervals are adjusted for simultaneous inference of estimates 1171 
for 12 domains in each tournament by simulating a multivariate t distribution20. 1172 

Figure 4: Slope graph showing consistency in the ranking of domains in terms of estimated mean 1173 
forecasting error across all teams in each tournament, assessed via mean absolute scaled error, 1174 
from most to least inaccurate forecasts across both tournaments. Solid line = change in accuracy 1175 
between tournaments is statistically significant (P < .05); dashed line = non-significant change. 1176 
Significance is determined via pairwise comparisons of log(MASE)scores for each domain, 1177 
drawing on the restricted information maximum likelihood model with Tournament (first or 1178 
second), domain, and their interaction as predictors of the log(MASE) scores, with responses 1179 
nested in scientific teams (Nteams = 120, Nobservations = 905). 1180 
 1181 
Figure 5: Forecasting errors by prediction approach. Estimated means and 95% confidence 1182 
intervals are based on a restricted information maximum likelihood linear mixed effects model 1183 
with model type (data-driven, hybrid or intuition/theory-based) as a fixed effects predictor of the 1184 
log(MASE) scores, domain as a fixed effects covariate, and responses nested in participants. We 1185 
ran separate models for each tournament (first: Ngroups = 86; Nobservations = 359; second: Ngroups = 1186 
120; Nobservations = 546). Scores below the dotted vertical line show better performance than naïve 1187 
in-sample random walk. Scores below the dashed vertical line show better performance than 1188 
median performance in M4 tournaments 7. 1189 
   1190 
Figure 6: Contribution of specific forecasting strategies (n parameters, statistical model 1191 
complexity, consideration of exogenous events and counterfactuals) and team characteristics for 1192 
forecasting accuracy (reversed MASE scores), ranked in terms of magnitude. Scores to the right 1193 
of the dashed vertical line contribute positively to accuracy, whereas estimates to the left of the 1194 
dashed vertical line contribute negatively. Analyses control for domain type. All continuous 1195 
predictors are mean-centered and scaled by 2 standard deviations, to afford comparability 24. The 1196 
reported standard errors are heteroskedasticity-robust. Thicker bands show 90% confidence 1197 
interval, whereas thinner lines show at 95% confidence interval. Effects are statistically 1198 
significant if the 95% confidence interval does not include zero (dashed vertical line). 1199 
 1200 
 1201 
  1202 
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