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Abstract

Public service delivery has seen a surge in demand from society in recent years, especially after
the Covid-19 pandemic. It is crucial for public service organizations to keep up with digitization
efforts to meet these demands. The most important information systems innovation for the public
sector is artificial intelligence (AI). Not all processes in public service delivery can be fully auto-
mated by AI, requiring human presence to ensure human discretion and fair judgment. This study
investigates the needs for human-AI collaboration in public services. To further narrow the study,
it focuses on the case of sick leave case handling in the Norwegian Labour and Welfare Admin-
istration (NAV). Human-AI collaboration in public services is a field of research that has gained
increased interest recently, but there is a need for further research in this area. To help shed more
light on this topic, we formulated the following research question:

"What are caseworkers’ needs for Human-AI collaboration in public services?"

To help us answer the research question, we formulated three sub-questions related to the case-
workers’ needs for AI when handling sick leave cases, their expectations for the future working
with AI, and how our contributions can facilitate meeting their needs. A case study was conducted,
with semi-structured interviews and focus group interviews with 16 public service practitioners as
data-gathering methods. The research is set in the organization NAV, specifically in the area of
sick leave case handling. We conducted a systematic literature review on the topic of transparency
in human-AI interaction, which we found to be a central topic in the human-AI collaboration lit-
erature. We found multiple aspects of AI to encompass the topic of transparency, which forms the
basis for the background theory used in this study.

Findings show that caseworkers have quite similar needs relating to human-AI collaboration. They
think that AI could mostly assist in the internal processes of the organization. Bias in AIs decisions,
based on data available, was a concern amongst the caseworkers. The caseworkers suggested that
humans should be in the loop to allow more trust in the systems, and thought that not all processes
should be automated. Findings point towards simplifying and streamlining caseworkers’ work
processes, by using AI-assisted tools in their systems.

Based on the findings and recommendations, we suggest further research into the responsible de-
velopment and deployment of AI, different government legislations, and how human-AI collabora-
tion differs cross-culturally. From this study, we propose implications for practice in NAV. To leave
the human in control, and to improve caseworkers’ decision-making processes, a human-centered
approach to human-AI collaboration is suggested. Public sector organizations could streamline
and simplify work processes through human-AI collaboration, which could help reach some of the
UN’s sustainable development goals.

ii



Table of contents

1 Introduction 1
1.1 Research problem and motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Research approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Theoretical framing & related literature 5
2.1 Theoretical framework: Joint cognitive systems . . . . . . . . . . . . . . . . . . . 5
2.2 Related literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Literature search procedure . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3 Case background & method 15
3.1 Case background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Research approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Interview design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Data gathering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.4.1 Preliminary data collection . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.4.2 Case study of caseworkers at NAV based on sick leave case handling . . . . 19

3.5 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.6 Validity and reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.7 Ethical issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4 Findings from the data analysis 23
4.1 Caseworkers’ needs for AI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Caseworkers’ expectations for the future with AI . . . . . . . . . . . . . . . . . . 27

4.2.1 Preferred future . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2.2 Worst-case future . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2.3 How their preferred future could be achieved . . . . . . . . . . . . . . . . 29

4.3 Challenges of AI in public services . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3.1 Machine bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3.2 Loss of human contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3.3 Multiple systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3.4 Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.4 Summary of findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5 Discussion 36

iii



5.1 Model for human-AI collaboration for caseworkers working with sick leave cases
in NAV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.1.1 Current processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.1.2 Digitization and new work practices . . . . . . . . . . . . . . . . . . . . . 39
5.1.3 Bias and fairness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.2 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

6 Conclusions 43
6.1 Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

References 45

Appendices 55
A Consent form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
B Interview guide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
C Systematic Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
D Interview guide: preliminary interviews . . . . . . . . . . . . . . . . . . . . . . . 62

iv



List of Figures

2.1 Hypothetical computer consultant in a Joint Cognitive System (Woods, 1986). . . . 5
2.2 Documents by year(Eriksson & Olsen, 2022) . . . . . . . . . . . . . . . . . . . . 7
2.3 Prisma flow diagram of the literature screening process (Eriksson & Olsen, 2022) . 8
2.4 Concept matrix based on Webster and Watson, 2002 (Eriksson & Olsen, 2022) . . . 9
2.5 Key concepts related to transparency in AI . . . . . . . . . . . . . . . . . . . . . . 10

3.1 The research process (Oates et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 A visual representation of the data analysis process. . . . . . . . . . . . . . . . . . 20

5.1 Hypothetical human-AI collaboration in the context of NAV based on Joint Cog-
nitive Systems (Woods, 1986). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

List of Tables

2.1 Search query used for the literature search (Eriksson & Olsen, 2022). . . . . . . . . 7

3.1 Table of interviews. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

v



1 Introduction

Artificial intelligence (AI), a research area initiated in the 1950s (McCarthy et al., 2006), has re-
ceived significant attention in science and practice (Meske et al., 2022). Research shows that AI
applications are currently the most important information systems innovations for the public sector
(Benbunan-Fich et al., 2020). According to McKinsey’s "The state of AI in 2022" global survey,
AI adoption in organizations has more than doubled during the past five years (McKinsey, 2022b).
The most popular use cases for AI span a range of different functional activities, including service
operations, product and/or service development, marketing and sales, and risk. Among these use
case functions, service operations optimizations are the most popular use case for AI (McKinsey,
2022b). Citizens are continuously demanding more transparency, efficiency, and responsiveness
from the public sector (Lynn et al., 2022). As Vassilakopoulou et al., 2023 mentions, digitally
mediated requests from citizens have increased in public service organizations, especially during
social distancing. AI-powered systems can partially or entirely automate tasks exclusively per-
formed by humans (Park et al., 2019), and can increase the efficiency of processes across sectors,
including public services (AI4users, 2020).

The Norwegian Labour and Welfare Administration (NAV) is central to the Norwegian public
administration. "NAV administers benefit schemes and pensions, providing services tailored to
citizens’ needs and circumstances, supporting a well-functioning job market, keeping people ac-
tive and overall, enduring comprehensive and efficient labour and welfare administration" (Vas-
silakopoulou et al., 2023). NAVs research and development department focuses on building a
good basis for knowledge-based practice and service development, decisions, advice, and recom-
mendations in labour- and welfare-related areas (NAV, 2021). NAV collaborates with different
universities on specific domains of interest, gaining more knowledge on particular topics for their
research and development projects. Through a collaboration with researchers from the AI4Users
research project and NAV, this thesis focuses on the domain of Human-AI collaboration in public
services.

Recent research has focused a lot on Human-AI Interaction (HAI) and Explainable AI (XAI)
(Meske et al., 2022; D. Wang et al., 2020). However, interaction is not the same as collabora-
tion (D. Wang et al., 2020). "Collaboration involves mutual goal understanding, preemptive task
co-management, and shared progress tracking. Most of the human activities today are done col-
laboratively; thus, to integrate AI into the already complicated human workflow, it is critical to
bring the Human-AI perspective into the root of the algorithmic research and plan for a Human-AI
Collaboration future of work" (D. Wang et al., 2020). Despite the potential benefits of AI, there
are some complex organizational changes and social consequences it presents. These challenges
include biased algorithms that benefit certain subgroups (e.g., using race to predict treatment). The
potential negative effects AI could have in areas such as NAV, public services, and society includes
potentially amplifying human biases and inequality (Whittaker et al., 2018). There is also a po-
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tential risk of over-automating processes with AI. The involvement of humans in incorporating the
systems and the human labour that underlies the production and maintenance of AI systems could
easily be overlooked (Park et al., 2019).

1.1 Research problem and motivation

Research shows that AI applications can increase the efficiency and quality of public services
(Pencheva et al., 2020; Schmager et al., 2023; van Noordt & Misuraca, 2022; Vassilakopoulou
et al., 2023). Humans, however, cannot understand AI applications’ inner workings, making it
difficult to explain how they turn data input into output. "This is known as the "black box" problem,
which can impede the involvement of humans in shaping, operating, and monitoring the use of
AI in service delivery" (AI4users, 2020). Thus, it is important to design human-friendly and
trustworthy solutions that foster the responsible use of AI applications. This is crucial for public
service practitioners, as the decisions they make often have a direct impact on human lives.

McKinsey, 2022a states that machines working together with humans, rather than replacing hu-
mans, leads to the tasks being performed better together than either could do separately; "Com-
panies that design and plan for machine and human qualities to become complementary, rather
than oppositional, will have the most effective teams". Vassilakopoulou and Grisot, 2020 mentions
that public sector organizations would benefit from a process that rewards disruption from within,
which could be a step toward incorporating a human-AI collaboration in the organization. By
involving public sector practitioners and researchers in joint innovation efforts, the organization
can reorganize the way they work with technology. This way, organizations can adopt new work
practices which involve humans and AI working together, rather than just simply implementing
new technologies (Velsberg et al., 2020).

This thesis focuses on Human-AI collaboration in public services; more specifically, we investi-
gate the needs and understanding of AI from caseworkers in the Norwegian Labour and Welfare
Administration (NAV) that work with sick leave cases. The caseworkers in NAV help citizens with
sick leave, promoting the transition back to work, as well as other activity needs (NAV, 2023a).
The research is based on the case of sick leave case handling in NAV. This is an interesting topic
for practice, but we identified a lack of research in this field. When performing the literature review
on transparent AI, an important part of human-AI collaboration, we found there to be few publi-
cations on the topic of human-AI collaboration in public services specifically. This motivated us
to work towards filling this research gap. The findings in the literature review show that research
in AI transparency has only had a significant focus since 2017, even though artificial intelligence
has been around since the early 40s (Haenlein & Kaplan, 2019). There is also a research gap
between citizens’ expectations and government abilities regarding AI within the scope of arising
challenges (Mehr, 2017). Wirtz et al., 2019 proposed four major dimensions of AI challenges.
These challenges consist of AI technology implementation, AI law and regulation, AI society, and
AI ethics. AI can reduce administrative burdens and encourage resource allocation (Eggers et al.,
2017). There is little empirical research concerning the level of use of AI within organizations,
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especially in the public sector (Mikalef et al., 2019). Research has been done with citizens, but
more research should be done by exploring both citizens’ and public servants’ stances regarding
digital discretion in AI-supported public services (Schmager et al., 2023).

1.2 Research questions

Public services have digitalized services in order to make the services more efficient, with the
goal often being to offer better products and services (Babar & Yu, 2019; Loonam et al., 2017;
Morakanyane et al., 2017). Despite increasing investments in AI research and research contri-
butions, AI in the public sector is still a young field of research that falls short in describing the
challenges that come with it (Wirtz et al., 2019). A part of our research motivation is to research
caseworkers’ needs for human-AI collaboration, their expectations and understanding of AI, and
how we could contribute to facilitating their needs. To further investigate this, we need insight
from the caseworkers, which forms the basis for the research question for this thesis:

What are caseworkers’ needs for Human-AI collaboration in public services?

Sub-questions used to break down and further explore the research question:
- What are caseworkers’ needs for AI when handling sick leave cases?

- What are caseworkers’ expectations for the future working with AI?

- How can we contribute to facilitating meeting the needs of the caseworkers?

1.3 Research approach

We conducted a qualitative case study as the research approach to gain insight into the research
question and supporting sub-questions. The research is set in the NAV organization, specifically
in the area of sick leave case handling. Semi-structured interviews were conducted with 16 case-
workers in the case study, and three caseworkers in a pilot study. The interviews were conducted at
different offices in Agder, ranging from small to large offices. Some interviews were focus groups,
and some were one-on-one interviews. Insight and clarification on the caseworkers’ daily tasks
and challenges were gathered through semi-structured interviews. This insight allows us to under-
stand their needs for collaborating with AI, and their expectations for the future with AI. We also
identified different challenges the caseworkers could face when working with AI.

1.4 Thesis outline

The structure for the rest of the report is presented here. Each main chapter has its own subsec-
tions.
Chapter 2 (Theoretical framing & related literature) gives a background in theory and literature
that fit our research problem. This chapter aims to highlight important related literature findings
on which we have based our thesis.
Chapter 3 (Case background & method) includes the research design and perspective and how data
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was collected and analyzed. The interviews are explained, and background information relevant to
the thesis is presented.
Chapter 4 (Findings from the data analysis) presents findings from the data collection process.
These findings are categorized into different themes relating to our research questions. The results
give insight into the caseworkers’ thoughts, daily work processes, and challenges.
Chapter 5 (Discussion) uses findings from chapter 4 and related theory to present recommenda-
tions NAV could use to implement or improve human-AI collaboration in a trustworthy way for
caseworkers. Limitations for this thesis are also presented.
Chapter 6 (Conclusion) includes the most interesting findings from the thesis and concludes what
the findings contribute to NAV, public service organizations, and research. Implications for further
research and practice in NAV are also presented, which could be useful to investigate for public
service organizations and other researchers.
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2 Theoretical framing & related literature

This chapter provides an overview of the framework used to guide the research. The systematic
literature review used for literature synthesis is presented, as well as the related theory used in the
study.

2.1 Theoretical framework: Joint cognitive systems

To guide this research, we used a theoretical framework. A theoretical framework is "a structure
that guides research by relying on a formal theory; that is, the framework is constructed using
an established, coherent explanation of certain phenomena and relationships" (Eisenhart, 1991).
Eisenhart, 1991 argues that a theoretical framework can facilitate communication, encourage sys-
tematic research programs, and demonstrate progress among like-minded scholars working on
similar or related research problems.

We based our theoretical framework on the works of Woods, 1986, from his research on Joint
Cognitive Systems. We argue that his theory on joint cognitive systems is a good framework for
our research on human-AI collaboration, as it explains how a typical computer consultant with the
perspective on decision support would work. In his example, he created a hypothetical machine
expert that would offer some sort of problem-solving, as shown in figure 2.1: The user initiates a
session; the machine controls data gathering; the machine offers a solution; the user may ask for
an "explanation" if some capability exists; and the user accepts or overrides the machine’s solution
(Woods, 1986).

Figure 2.1: Hypothetical computer consultant in a Joint Cognitive System (Woods, 1986).

The classical interface design for the hypothetical consultant is not how to interface the machine
to the user, but rather, "how to use the human as an interface between the machine and its envi-
ronment" (Woods, 1986). "This emphasis results in a user interface design process focusing on
features to aid the user’s role as a data gatherer and on features to help the user accept the ma-
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chine’s solution" (Woods, 1986). As a result, the machine controls the interaction in this type of
joint system. Woods, 1986 argues that a machine controlling the solutions can negatively affect
the user and total system performance.

Contrary to the classical interface design previously mentioned, Woods, 1986 argues that planning,
designing, modeling, and evaluating joint human-machine cognitive systems is key to applying
technology effectively. He also argues that a problem-driven approach, rather than a technology-
driven approach, is required to develop joint human-machine cognitive systems to aid the user in
the process of reaching a decision, rather than recommending a solution Woods, 1986. This inter-
face design on joint human-machine cognitive system might be a suitable approach to accountable
human-AI collaboration.

Even though the research from Woods, 1986 is from the 80s, his theory on human-computer inter-
action is still highly relevant today. Recent research has been undertaken to extend and empirically
test his theory. Balakrishnan and Dwivedi, 2021 built on this theory, where they researched the
role of cognitive absorption in building user trust and experience through human-machine inter-
action with modern technology such as chatbots. IJtsma et al., 2019 also built on this theory in
their research, where they proposed a methodology for making informed design decisions when
determining the allocation of work and the interaction modes for human-robot teams (IJtsma et al.,
2019). Stowers et al., 2017 built on the joint cognitive system theory in their research on the im-
pact of agent transparency on operator performance, response time, perceived workload, perceived
usability of the agent, and operator trust in the agent, in the context of military human-machine
collaboration. Marathe et al., 2018 built on Woods, 1986 theory in their research on bidirectional
communication for effective human-agent teaming, which is an approach that fosters communica-
tion between human and intelligent agents to improve mutual understanding and enable effective
task coordination (Marathe et al., 2018).

2.2 Related literature

2.2.1 Literature search procedure

A literature review was conducted in a pilot study, establishing a good foundation for this thesis.
The reasons for performing a systematic literature review are to summarize existing empirical evi-
dence regarding technology and identify gaps in the current research. The summary is then used to
suggest areas for further research. Another reason is to provide background to appropriately posi-
tion new research activities (Kitchenham & Charters, 2007). The literature review was performed
to examine what previous research has contributed to the topic of transparency in AI-human inter-
actions, research gaps, and which areas need further research. We only included the essential parts
of the literature review in the thesis; a link to the entire literature review can be found in appendix
C: Literature review.
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Formulating search query

When searching for related literature, we formulated keywords relevant to our topic in the prelim-
inary study. These keywords were also shown to be relevant to this thesis. We limited the number
of keywords to ensure that the search results would be adequate. "AI" and "artificial intelligence"
were chosen because they are central keywords for this study. To find previous research that was
linked together with AI and transparency, we chose to use "transparency" and "transparent". Be-
havioral research is often combined with research and studies on human-computer interactions and
is an important aspect of AI and transparency. The search query resulted in articles that seemed
relevant to the study and gave us a good foundation for the theoretical background. There were
some topics and articles that we did not consider during the literature search procedure, which we
added later.

Search Query
TITLE-ABS-KEY(AI OR "Artificial intelligence" AND transparency OR transparent
AND "Behavioral research" OR behavior OR behavioral) AND PUBYEAR >2016 AND
PUBYEAR <2024 AND ( LIMIT-TO ( OA,"all" ) ) AND ( LIMIT-TO ( DOCTYPE,"ar" ) OR
LIMIT-TO ( DOCTYPE,"cp" ) ) AND ( LIMIT-TO ( SUBJAREA,"COMP" ) )

Table 2.1: Search query used for the literature search (Eriksson & Olsen, 2022).

Screening process

The literature screening process was done in three steps. We limited different search criterias in the
first screening step. We limited the year of publication on the articles to a range from the year 2017
to the year 2023 to get the newest and most relevant documents. AI transparency is a relatively
new area in information systems research, so most of the relevant articles related to this have been
published from 2017 onward. Limiting the document year resulted in excluding 188 articles older
than 2017. Figure 2.2 shows the increase in research on AI transparency from 2017.

Figure 2.2: Documents by year(Eriksson & Olsen, 2022)

Next, we wanted to find document types related to articles and conferences to find mostly relevant
empirical research articles. The document criteria were set to open access so that only documents
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with free access were found. The subject area was set to computer science to find articles relevant
to the topic of AI, and we also saw that most of the research on AI was done in the computer
science area. The first screening step resulted in excluding 377 articles, leaving us with 93 articles
for the next step.

In the second step of the screening process, we read through the titles and the abstracts of the
93 articles from the first screening step. After reading the abstracts, articles that did not fit our
topic area were excluded. This screening step resulted in excluding 54 articles, leaving us with 39
relevant articles.

In the final step of the screening process, we did a thorough read-through of each of the remain-
ing articles. After reading through 39 articles, we found that some were based on non-empirical
research, and some were too technical to be used for the thesis. After excluding those articles, we
were left with 13 relevant articles, which was insufficient for the thesis. Therefore, a backward
search of the references was conducted on the 13 relevant articles, which resulted in finding seven
more highly relevant articles. The result of the screening process and the backward search was 20
highly relevant articles that we included for the literature review. A visual overview of the screen-
ing process from identification to inclusion can be seen in figure 2.3. Additional theory related to
human-AI collaboration, joint cognitive systems, public services, and other key characteristics of
AI was added later.

Figure 2.3: Prisma flow diagram of the literature screening process (Eriksson & Olsen, 2022)
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The list of selected papers was mostly completed after the literature search using a backward and
forward snowballing strategy. This strategy consists of identifying additional papers through the
reference list from the selected papers and their citations (Wohlin, 2014).

Results

From the resulting articles found in the literature search, we developed a concept matrix. The
concept matrix was inspired by Webster and Watson, 2002 guide on writing a literature review.
We identified numerous concepts that are important for this study. An article by Vassilakopoulou
et al., 2023 researched the organization NAV and their service agents and chatbots. This article
fascinated us, as they researched the same organization as we do in this thesis, and it sheds light on
human-computer interactions, trust, and interpretability related to AI in public services. Through
other articles, we also found many interesting challenges related to transparent AI, such as ex-
plainability, interpretability, accountability, black-box AI, trust, and ethics. The main technologies
identified which are being used by public organizations are intelligent agents and chatbots. The
intelligent agents mainly consisted of recommendation agents and decision support systems (An-
droutsopoulou et al., 2019; Aoki, 2020; Neururer et al., 2018; Vassilakopoulou et al., 2023). These
types of technologies are also used by NAV, which was expressed in the interviews.

Figure 2.4: Concept matrix based on Webster and Watson, 2002 (Eriksson & Olsen, 2022)
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From the literature review, we found the concept of human and AI behavior. This term derives from
behavioral science, and its definition is "the way in which one acts or conducts oneself, especially
towards others", "the way in which an animal or person behaves in response to a particular situation
or stimulus", "the way in which a machine or natural phenomenon works or functions" (Oxford-
Dictionary, 2023). The concept of human and AI behavior goes into how they behave or react
when interacting with one another. The concept matrix in figure 2.4 shows the concepts we found
in our systematic literature review and how we categorized them into different themes, as explained
above.

2.2.2 Findings

Our systematic literature review identified three key concepts for human-AI collaboration; trans-
parency, accountability, and explainability. Additionally, the theory on human-in-the-loop and
bias was found to be important and relevant to human-AI collaboration. This section will go
through these concepts and theories and explain why they are important for human-AI collabora-
tion. Transparency in the context of AI can be described as an umbrella term encompassing sev-
eral overlapping and associated concepts. Figure 2.5 shows how these interrelated concepts relate
to transparency. These various concepts speak to making AI more understandable and human-
compatible both individually and societally (Biran & Cotton, 2017; Haresamudram et al., 2023;
Larsson, 2019; Larsson & Heintz, 2020).

Figure 2.5: Key concepts related to transparency in AI

Recital 58 in the European general data protection regulation (GDPR), expresses that technological
complexity makes transparency especially important in public services and states: "The principle
of transparency requires that any information addressed to the public or to the data subject be con-
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cise, easily accessible and easy to understand, and that clear and plain language and, additionally,
where appropriate, visualization be used" (GDPR, 2019; Vollmer, 2022).

Informally, transparency is the opposite of opacity or black box-ness (Lipton, 2018). Due to the
growing complexity of underlying models and algorithms, AI appears as a "black box" because the
internal learning processes, as well as the resulting models, are not entirely comprehensible (Meske
et al., 2022). The opacity of "black box" AI systems poses significant challenges from an ethical
perspective, especially regarding questions of trust (Eschenbach & Warren, 2021). Relying on
black box systems is becoming increasingly risky for their lack of transparency and the systematic
bias they have shown in real-world scenarios (Mattu et al., 2020; Setzu et al., 2021). An AI
model is considered to be transparent if it by itself is understandable (Arrieta et al., 2019). "By
transparent, we mean that the different factors that influence the decisions made by algorithms
should be visible, or transparent, to the people who use, regulate, and are impacted by systems that
employ those algorithms" (Lepri et al., 2018; Tubella et al., 2019).

In contrast to black box algorithms, which explain how the inputs relate to the outputs without
showing the internal workings of the model, there are also "white box" algorithms, which explain
the model’s inner workings. Cheng et al., 2019 researched non-expert stakeholders’ understanding
of these algorithms through interactive explanations and white-box explanations. They found that
interactive explanations and white box explanations can improve users’ comprehension, but it
comes with a trade-off of taking more time to comprehend. They also found that users’ trust in
algorithmic decisions was not affected by the explanation interfaces or their level of comprehension
of the algorithm (Cheng et al., 2019). Thus, finding the right balance between algorithmic accuracy
and transparency is important. There is still no consensus on how much transparency is mandatory
and at what level more risks can increase for the organization or people instead of more benefits
(Benam, 2022). Transparency is also seen as the, and is often taken as, a requisite for algorithmic
accountability (Bryson & Winfield, 2017).

Accountability

Transparency does not imply accountability nor responsibility, but complements and extends these
(Tubella et al., 2019). "Accountability refers to being answerable to somebody else, to be obligated
to explain and justify action and inaction" (Olsen, 2014). Accountability in the context of AI refers
to an expectation that organizations and individuals ensure the proper functioning of AI systems
they design, develop, operate, or deploy. It is also expected that they are in accordance with the
roles and regulatory frameworks applicable, and demonstrate this through actions and decision-
making processes. (“OECD AI Principle - OECD.AI,” 2023).

AI can produce outcomes that do not reflect relevant factual circumstances. Gualdi and Cordella,
2021 mentions that accountability issues arise when these outcomes are used as inputs to support
public sector decision-making. AI can bring change and benefits to the public and private sectors.
Bataller and Harris, 2016 underlines that, more specifically, virtual workforces, so-called intelli-
gent automation, labour and capital augmentation where AI can complement the skills of existing
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workforces, can lead to cost efficiency and savings. A lack of accountability in AI decision-making
systems has raised concerns about using AI to support public sector service delivery (De Fine Licht
& De Fine Licht, 2020). These concerns seem to revolve around ethical and legal aspects (Helbing
et al., 2017).

A realistic but extreme example of why accountability is an important topic and challenge for
artificial intelligence is the case from Busuioc, 2021 of self-driving vehicles: AI is anticipated
to encode ethical life-and-death decisions. Should the self-driving vehicle prioritize saving its
driver/passengers or pedestrians if a crash occurs? Who would be accountable for the decisions of
the self-driving vehicle in this case? To mitigate the limitations of algorithms, human-in-the-loop
systems have been proposed to increase algorithmic accountability (R. Wang et al., 2020; Zhu et
al., 2018).

Human-in-the-loop

Keeping humans in the loop helps to monitor and adjust the system and its outcomes (Rahwan,
2018). Human-in-the-loop aims to train an accurate prediction model with minimum cost by inte-
grating human knowledge and experience (Wu et al., 2021). As Rahwan, 2018 mentions, human-
in-the-loop (HITL) can be a powerful tool for regulating the behavior of AI systems. A human can
identify misbehavior by an otherwise autonomous system and take necessary corrective action. In
case the system misbehaves, the human can be involved to provide an accountable entity. Benedikt
et al., 2020 states that automation problems in governmental applications that require high accu-
racy require HITL to be used. They also advocate for automation as a means to make efficiency
savings and to speed up processing times. Some situations might require human intervention to
maintain data quality. Human-machine teams are believed to offer superior results and build trust
by inserting human oversight into the AI life cycle (Middleton et al., 2022). The ideas of HITL
have been studied within the field of supervisory control for decades (Allen et al., 1999; Rahwan,
2018; Sheridan, 2012). After some time, these ideas made their way into the field of human-
computer interaction (HCI), where developments of systems that can make intelligent decisions
about how and when to engage the human began (Horvitz, 1999; Rahwan, 2018).

The combination of HITL with artificial intelligence and machine learning has interested re-
searchers for some time. Training the algorithms in these types of systems could be explained
as using the human workers to label the data, which the machine learning algorithms base their
decision on (Dellermann et al., 2019; Ostheimer et al., 2021). HITL machine learning attempts
to leverage the benefits of categorization skills and human observation and machine computation
abilities to create improved prediction models (Fails & Olsen Jr, 2003; Schirner et al., 2013; Shih,
2018). HITL suggests that once we put human experts within the loop of an AI system, the reg-
ulation problem is solved (Rahwan, 2018). This is not always the case, as bias from humans and
machines can be a problematic factor in regulation.
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Bias

Bias and fairness are complex human notions. While "bias" can refer to any form of preference,
fair or unfair, this thesis uses the term to mean "unfair," "unwanted," or "undesirable" bias (Silberg
& Manyika, 2019). Unfair bias can be described as systematic discrimination against specific indi-
viduals or groups of individuals based on the inappropriate use of particular traits or characteristics
(Friedman & Nissenbaum, 1996). Perhaps the most discussed forms of "unfair bias" in the litera-
ture relates to specific groups or attributes, such as disabilities, race, gender, and sexual orientation
(Silberg & Manyika, 2019). Osoba and Welser, 2017 lists real-world examples of applications and
the ways AI systems affect our daily lives with their inherent biases, such as the existence of bias
in AI chatbots, employment matching, flight routing, automated legal aid for immigration algo-
rithms, and search and advertising algorithms (Mehrabi et al., 2021). These applications directly
affect our lives and can harm society if not designed and engineered correctly, with considerations
to fairness (Mehrabi et al., 2021).

Biases can be seen along a spectrum of human attitudes spanning our values, beliefs, allegiances,
opinions, preferences, interests, stereotypes, prejudices, and misunderstandings. This broader defi-
nition shows how deeply biases are built into the human psyche and why they can never be entirely
eliminated (Moschella, 2022). While biases in humans span across different human attitudes, bi-
ases in machine-learning systems are only as objective as its underlying dataset (Moschella, 2022),
often referred to as "algorithmic bias". "If the dataset reflects different types of biases, so will the
AI system. If specific populations are not sufficiently represented statistically, then the system will
be weak in those areas. If a survey sample is not representative of the real world, or if the wording
of a survey’s questions is slanted in some way, these deficiencies will affect the survey’s results"
(Moschella, 2022).

Kleinberg et al., 2019 argues that there are two separate "algorithms" in an AI model; the "trainer",
which can be biased by the underlying data and training process, and the "screener", which makes
the predictions based on the trainer(Kleinberg et al., 2019; Silberg and Manyika, 2019). Klein-
berg et al., 2019 notes that the distinction between the two separate algorithms is often under-
appreciated and that they are quite important in practice. They state that "people often worry that
the algorithm could do anything, including unforeseen things that introduce bias. Recognizing
there are two algorithms helps clarify that conditional on the choices that go into constructing the
trainer, the screener cannot do "literally anything"; it is mechanically the result of whatever human
decisions were made for the trainer" (Kleinberg et al., 2019).

For decades, society has seen unfortunate results from human biases, which stem from a lack
of understanding and professional expertise (Moschella, 2022). However, "machine learning can
establish a software and data foundation on which better and more consistent decision-making
capabilities can be built" (Moschella, 2022). "While definitions and statistical measures of fairness
are helpful, they cannot consider the nuances of the social context into which an AI system is
deployed, nor the potential issues surrounding how the data were collected" (Silberg & Manyika,
2019). Therefore, it is important to consider where human judgment is needed and in what form,
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besides providing definitions and applying statistical techniques (Silberg & Manyika, 2019). This
is especially important to consider in the context of public services, where human lives are directly
affected, and proper judgment is crucial.

Explainability

"Explainability is associated with the notion of explanation as an interface between humans and
a decision maker that is, at the same time, both an accurate proxy of the decision maker and
comprehensible to humans" (Arrieta et al., 2019). Explainability in the context of AI can be
achieved through explainable AI (XAI) methods and processes. Through our systematic literature
review, we observed that XAI has had a resurgence in the AI/ML research field in the last few
years. "The re-emergence of this research topic is the direct result of the unstoppable penetration of
AI/ML across industries and its crucial impact in critical decision-making processes, without being
able to provide detailed information about the chain of reasoning that leads to certain decisions
made by it" (Adadi & Berrada, 2020). Adadi and Berrada, 2020 argues that XAI is essential if
users are to understand, trust, and manage AI results to meet the social, ethical, and legal pressure
of making AI decisions explainable and understandable.

Therefore, XAI is especially important in public service delivery, such as healthcare and finance,
where there are significant consequences for the decisions the AI systems make. In these domains,
users of the AI systems must be able to understand and interpret the decisions made by the AI
system to make informed decisions based on the system’s output. As XAI methods explain why an
AI system arrived at a specific decision, it also increases transparency in how AI systems operate
and can lead to increased trust (Pawar et al., 2020). Gilpin et al., 2018 argues that the transparency
of a models behavior is not enough by itself to satisfy the goals of gaining the users’ trust or
producing insights about the cause of the decisions. Instead, explainability requires capabilities
such as providing responses to user questions and the ability to be audited (Ehsan et al., 2021).
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3 Case background & method

This chapter explains the reason for the design choices made and describes the research method
used for this thesis. The case background for the study is presented, followed by the research
approach. Further, the interview design and data gathering is described. The data analysis approach
is then described, followed by validity, reliability, and ethical issues related to the research.

3.1 Case background

The Norwegian Labour and Welfare Administration (NAV) is an organization that administers
approximately a third of the Norwegian national budget through schemes such as work assessment
allowance, sickness benefits, and unemployment benefits. The main goal of NAV is to get more
people active and in work, thus having fewer people relying on benefits (NAV, 2023a). NAV
created an AI lab in 2017 to ensure specialist expertise in the area. One of their core values is to
operate with artificial intelligence responsibly. There are many relevant application areas for AI in
NAV, one of which is the area of sick leave (Jensen & Lyngstad, 2019).

Reducing workplace absenteeism due to illness is a government priority in Norway (Fineide et
al., 2019). In the spring of 2021, a sandbox project that dealt with NAV’s AI tool to predict the
development of sickness absence started. This project aimed to clarify the legality of using AI
in these areas and explore how citizens on sick leave could be profiled in a fair and transparent
way (Datatilsynet, 2022). It also highlighted major challenges for public services that want to
use artificial intelligence and opened up more areas in the AI field to research. NAV has strategic
cooperation agreements with many universities and colleges in Norway (NAV, 2023b). One of
these universities is the University of Agder (UiA), which is also a part of the AI4users research
project.

The AI4users research project aims to address the "black box" AI problem and contribute to the
responsible use of AI in the digitization of public services. The project takes a human-centered
perspective for the development of tools and design principles to help users of AI to trust the
solutions (AI4users, 2020). AI4users primarily targets non-experts to expand the scope of research
into the responsible use of AI beyond experts in the field. In collaboration with our supervisors,
we actively engaged with a group of researchers involved in AI4users. This partnership led us to
become a part of their project, enabling us to collaborate with a designated employee from NAV
who served as a research champion. The research champion played an important role in facilitating
interviews with caseworkers from various offices within NAV Agder. By conducting interviews at
both smaller and larger offices in the Agder region, our intention was to explore potential variations
in caseworkers’ perceptions of AI and their daily work routines while mitigating potential biases
that could arise from exclusively interviewing caseworkers from specific offices.
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3.2 Research approach

This study aimed to get insight into caseworkers’ needs for human-AI collaboration and their
expectations and challenges regarding AI. To achieve this, we used a qualitative method. A quali-
tative method was chosen to give a better background for understanding the caseworkers’ thoughts
and to bring out the best possible future for AI in public services based on the insights from the
caseworkers. In addition, the method provides a better understanding of caseworkers’ experiences
against the research questions. Combined, this gives a broad perspective on decisions, with more
detailed insight into their different situations and daily tasks (Barrett & Twycross, 2018). Barrett
and Twycross, 2018 explains that achieving a broad understanding requires holistic, rich, and nu-
anced data to allow themes and results to arise through the analysis. Interviews can then be asked
with open or closed questions related to different types of interview structures. These interviews
can be unstructured, structured, or a combination of both (Creswell & Creswell, 2017; Saunders
et al., 2019).

A case study is an empirical investigation that explores a contemporary phenomenon within the
context of reality, using several sources as a basis (Noor, 2008). The purpose of a case study is not
to study the whole organization, but to provide context and a backdrop for the phenomenon that
occurs in the organization (Noor, 2008). This method gives researchers the opportunity to explore
the "how" and "why" of real-time events, situations, and problems that do not require control of
events or problems (K. Yin, 2013).

We conducted an in-depth case study of the particular case of how caseworkers at NAV both under-
stood and interacted with AI in their work, and their needs and expectations for future human-AI
collaboration. Oates et al., 2022 states that case studies are suitable for both theory building and
theory testing, which is ideal for this study, as there is a lack of prior research in the area of
human-AI collaboration (Lai, 2021). The principle purpose of the case study is "to shed light on a
decision or a series of choices; why they were made, how they were done, and the result of these"
(Schramm, 1971). Case studies can be divided into three types: descriptive, exploratory, and ex-
planatory. The descriptive case study will lead to a detailed and rich analysis of a phenomenon
in a given context. The exploratory case study is used for defining questions and hypotheses for
potential new studies, while the explanatory study aims to answer the "how" and "why" questions
about a particular phenomenon (Chopard & Przybylski, 2021; Oates et al., 2022). A short-term,
contemporary study is most suitable for this thesis, as it examines and tries to explain what is oc-
curring at the present moment. As for the type of case study, we chose an explanatory case study,
as it gave us the opportunity to compare our findings to theory from existing literature (Oates et al.,
2022). To fully decide which research strategy and design we wanted to use for this thesis, we used
the research process model from Oates et al., 2022 for inspiration.
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Figure 3.1: The research process (Oates et al., 2022)

Based on the research process in figure 3.1, we started by doing a literature review and a pilot study,
which created the basis for the research question and supporting sub-questions for this thesis. The
ideal research strategy, a case study, was chosen based on the research question and supporting
sub-questions. We conducted interviews as our data generation method and used a qualitative data
analysis method as a result. The formulation of the research questions was an iterative process,
and they were slightly changed throughout the duration of the thesis.

3.3 Interview design

Interviews are often used as data generation methods in case studies. They can be suitable data
generation methods when a researcher wants to obtain detailed information, i.e., "ask complex
questions, need explanation or follow-up, or open-ended, or whose order and logic might need to
be different for different people" (Oates et al., 2022). The interviews in this research were designed
as semi-structured, with questions related to themes we wanted to investigate. Since it was semi-
structured, there was also room for additional questions or themes depending on the flow of the
conversation.

The interview guide was designed in collaboration with a researcher from the AI4Users project.
The interview guide can be found in Appendix B, and was split into three themes; demographic
and tech literacy, caseworker’s current processes, and a foresight method with a fictive scenario.
We also had discussion prompts if needed, as some participants might need guidance to get into
the discussions.

The first theme was general demographic questions about the participants, such as their age, official
job title, and how long they had worked in their respective roles. We also asked about their self-
reported prior knowledge about AI and their self-reported frequency of technology use, on a scale
from 1 to 5. These questions were asked to give us a better context when analyzing the data later
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and to engage the participants in the interview process.

The second theme was questions about their current processes as caseworkers in NAV. We asked if
they could tell us what their individual daily work tasks entailed, e.g., decisions they had to make,
dialogue meetings, type of support, or other decisions. We also asked a follow-up question about
how they thought AI/ML could be used for their decision-making processes. These questions were
asked to better understand what the caseworkers do in their work, their needs for AI, and how AI
could help them in these processes.

The third theme was questions related to what the caseworkers wanted or not, to happen in the
future. We did this through a fictive scenario using a foresight method. The foresight method aimed
to explore possible futures in relation to AI in their workplace. The fictive scenario was based on
a tool that could predict the duration of a citizen’s sick leave, and based on the scenario we wanted
the participant to think about how the different futures might look like. The different futures
were split into four directions; best-case/worst-case, probable, preferred, and possible futures. As
non-experts in the field of AI, the fictive scenario made it easier for the caseworkers to think and
describe how AI could assist them or make things worse in the future. This gave us more insight
into what caseworkers might want from an AI system in the future, and what they are worried
could go wrong utilizing AI in their work.

3.4 Data gathering

The data gathering will be further explained in terms of background and how the data collection
was done. The explanation gives an overview of the interviews and the basis for the results.

3.4.1 Preliminary data collection

Before conducting the main interviews for this research, some preliminary data collection was
conducted (Eriksson & Olsen, 2022). It allowed us to find out what needed to be studied and what
should be taken into account for the results to be reliable (Ylikoski & Zahle, 2019). By conducting
this preliminary data collection, we had the opportunity to evaluate our analysis method before the
case study to ensure that all aspects of the process were taken into account. For the preliminary
data collection, we interviewed managers of NAV, primarily because it was difficult to contact
caseworkers directly without an established collaboration. We interviewed three managers at a
NAV office in Agder, and all of them had prior experience or currently did some of the same tasks
as current caseworkers in NAV (Eriksson & Olsen, 2022). They also had some knowledge of
the topic of artificial intelligence. We conducted one-on-one semi-structured interviews through
the messaging and collaboration application Microsoft Teams. Before the interviews, we sent the
managers an email with relevant information regarding the interviews they would participate in.
This included the interview topic and duration, and we scheduled a suitable time to meet. The
preliminary data collection focused on transparency in AI/Human interaction and its impact on
caseworkers at NAV.
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The first questions from the interviews were related to their tasks and responsibility as managers
because we wanted some knowledge about what their general tasks were and to make the in-
terviewees more interested and comfortable sharing information with us. We further asked the
interviewees about their knowledge of AI, with the intent of helping us get their baseline under-
standing of what AI is. The final set of questions we asked were related to their experience of AI
in their work, their understanding of any AI systems they might have used, their trust in AI, and if
they received any form of explanation from the systems they used.

3.4.2 Case study of caseworkers at NAV based on sick leave case handling

The case study was conducted through semi-structured interviews with a total of 16 caseworkers
at NAV Agder. The interviews were conducted in person at three different NAV offices in Agder.
At the first office, the interviews were structured as group interviews, where each interval of in-
terviews consisted of 2 interviewees and the researchers. This was because we wanted to get the
caseworkers to interact with each other and have a group discussion from which new insights might
arise(Oates et al., 2022), and because of the time the caseworkers had available. The reason for
interviewing caseworkers specifically was the importance of knowledge about non-experts’ expe-
rience and understanding of AI in their work. Each interview was recorded and then transcribed in
a Word document stored on a private drive only accessible by us and the collaborative researchers.

The first interviews took place in November 2022. These interviews were a part of the preliminary
data collection and were included as they had similar aims as this thesis. The interviews in De-
cember were group interviews where two caseworkers participated together. We wanted to see if it
would help the participants answer by allowing them to discuss with each other. The interviews in
January and March were one-on-one interviews. Alongside these interviews, work on theoretical
background and literature was done, assuring that the interviews had relevance to our study. The
duration of the interviews was between 30 and 45 minutes approximately, as can be seen in table
3.1. This table also shows the method, study type, and number of participants.

The interviews might give answers that could give a wider empirical foundation for the human-AI
collaboration literature. They might also help with design principles in the development of AI
solutions for the purpose of helping users to understand and trust AI solutions. As stated above,
the interviewees are non-experts, and by interviewing them, the research area is expanded to those
who are affected by these AI systems.

Date Method Duration
per interview

Total no.
of participants Study type

14.11.2022 Digital 30 min 1 Preliminary
18.11.2022 Digital 30 min 1 Preliminary
23.11.2022 Digital 30 min 1 Preliminary
07.12.2022 Face-to-face group interview 45 min 8 Case study
26.01.2023 Face-to-face 45 min 4 Case study
23.03.2023 Face-to-face 45 min 4 Case study

Table 3.1: Table of interviews.
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3.5 Data analysis

After conducting the interviews, we analyzed the audio recordings resulting from the interviews.
We started by transcribing the interviews to convert the audio data into text format to extract the
data we had found. Initially, we started by transcribing a couple of the interviews manually, but
since this was time-consuming, our supervisors introduced us to a new transcribing software called
Autotekst. Autotekst is an auto-transcribing software developed by the University of Oslo, utilizing
OpenAI to transcribe audio files into text format (Universitetet i Oslo, 2023). This tool saved us a
lot of time while providing fairly accurate transcriptions, with a neat structure to the data.

After running the audio files through the software, we read through all the transcriptions while
listening to the audio files. This was done to ensure everything was correctly transcribed, increas-
ing the validity and reliability of our data. We made adjustments in areas where Autotekst made
translation errors.

After all the interviews were transcribed, we began coding the transcriptions in the software NVivo.
Coding the interviews made it efficient for us to categorize the findings into different themes. This
was an iterative process in which we found new themes while working with the findings, and new
codes were added accordingly. The themes were later used for the findings and discussion part
of the thesis. The categories for the codes we used were based on the questions we asked in the
interviews, themes related to the research questions, and related theory.

Figure 3.2: A visual representation of the data analysis process.

We used a thematic analysis method to find the background for the caseworkers’ needs and chal-
lenges related to AI. Thematic analysis is a method for identifying, analyzing and reporting themes
within the data collected (Braun & Clarke, 2006). When using this method for open ended re-
sponses as we did, it allowed flexibility and interpretation when analyzing the data. To ensure
confidence in the findings, it was needed to be attentive to transparency of the method (Braun &
Clarke, 2006). As mentioned above, the raw data from the transcriptions were formed into themes
and codes (Castleberry & Nolen, 2018). We used the thematic analysis to explore and organize
ideas and thematics to increase understanding, and to link the ideas to empirical data (Guest &
McLellan, 2003; Richards, Richards, et al., 1995). The thematic analysis were used to find the
needs and challenges of AI for the caseworkers, explore the cause, and code them into differ-
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ent themes relating to one another. A thematic analysis is purely an indicative process, and not
concrete rules for how to proceed (Braun & Clarke, 2006; Williams & Moser, 2019).

3.6 Validity and reliability

Validity is used to describe if the data collected is relevant in relation to the problem to be elu-
cidated (Halvorsen, 2008). It describes the extent to which a measure accurately represents the
concept it claims to measure (Punch, 2013; Roberts & Priest, 2006). When doubts can be raised if
variables that emerge from the research reflect the theoretical concept from which one works, it is
a question of validity (Halvorsen, 2008).

We ensured that we had sufficient validity in our research by utilizing multiple techniques. We
used multiple sources of evidence, investigators, and methods during the data collection phase to
enhance credibility (Riege, 2003). We did this by interviewing different people at different offices,
both with one-on-one and group interviews, and being accompanied by different researchers in
the interviews. Additionally, researchers within the same research area reviewed our findings,
increasing the validity. We also critically reviewed the sources used, and tried to use multiple
sources from the literature to create a chain of research to compare (Riege, 2003).

Reliability says something about how reliable the measurements that have been made are (Halvorsen,
2008). A high degree of reliability means that almost no matter how the measurements are done, it
would give roughly the same results. Reliability is the degree to which measures are free of errors,
and therefore yield consistent results (Halvorsen, 2008; Lakshmi & Mohideen, 2013). To ensure
reliability, it is especially important that the measurement process is as precise as possible. High
reliability is an important requisite for data to be used in connection with the problem that has been
raised.

Sufficient reliability was ensured through different methods. We conducted a pilot study, which
ensured that we asked relevant questions regarding the research problem in this thesis (R. K. Yin,
1994). We used a semi-structured case study protocol, which ensured that we asked the same
questions to everyone participating in the interviews. We recorded data digitally to capture every-
thing that was said, eliminating researcher bias and ensuring nothing was left out in the analysis.
The coding process were done to ensure that the analysis was defined carefully and consistently
to maintain validity and reliability of the coding results (Williams & Moser, 2019). The valid-
ity and reliability were ensured through the presence of researchers and awareness linked to the
dynamic interaction between qualitative data and researchers, that was further structured in the
coding process (Green & Johns, 2019).

3.7 Ethical issues

Ethical thinking could help society to trust the research being done, for example, that humans act
honestly. New methods and technology within the social sciences and major political, economic,
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and social changes in society are making ethics increasingly more complex (Israel & Hay, 2006).

There could be ethical issues if the caseworker wants to retract their statements/answers, which
may damage the outcome of the report, but something we have to comply with because it is their
right to withdraw from the research at any time they like.

Participants shall have the right to privacy. We always assessed the data’s sensitivity and ensured
we complied with the Personal Data Act. The possibility of identifying individuals was also taken
into account, which is why we have not stated specifically which offices the interviews were con-
ducted at. We made sure to transcribe the interviews as thoroughly as possible, to ensure that we
reproduced conclusive results in the correct context. This was done so that we did not discuss
something the participants believed was taken completely out of context (Jacobsen, 2015).

In this research, we always relied on informed consent, where the people participated voluntar-
ily and could stop participating at any time. We informed the participants of this several times
throughout the interviews. Participants in the project must always be aware of the consequences
that the study may entail (Jacobsen, 2015). The participants were all given a consent form, which
had information on the purpose of the study, and how the data were to be used. It is important to
avoid building up a sense of fear or various negative suspicions so that the trust researchers have
built up is not weakened or lost (Israel & Hay, 2006).
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4 Findings from the data analysis

In this chapter, we present the findings from the data analysis (see table 3.1 for an overview of the
interview subjects). In total, there are 15 semi-structured interviews; 11 one-on-one interviews,
and 4 focus group interviews. Three interviews were conducted as preliminary data collection.
The names of the interview subjects are anonymous and will therefore be referred to as (S1 to S16)
and (P1 to P3). The quotes from the interviews are only a few examples of what was expressed
and are there to bring out the most important findings.

4.1 Caseworkers’ needs for AI

When asked about how AI could help the caseworkers in their daily work processes in the question
about "current processes" from the interview guide, they also expressed some of their current needs
for AI. Their needs were subjective, and varied from person to person.

One thing that was pointed out was that the employees at NAV still work with old systems, in an
"old-fashioned" way towards the users. It was also mentioned that regulation and cooperation with
employers needs to change, something that the caseworkers thought machines could do.

"I think that many of the decisions we make today can disappear. I think that the way

we work today have to be changed a lot. We are behind, we work on old systems, and

we work on the old-fashioned way towards the users and the people on sick leave. Also

regulations and cooperation with employers and that bit needs to change. I think that

machines can do something to make things easier every day" (S11).

Some of the caseworkers expressed their need for a way to sort out unnecessary dialogue meetings,
so that they could spend more time and focus on the people that really needed these meetings.

"I think it is an exciting thought, because how do you sort out the ones who need the

most attention, the ones who need the most follow-up? Because there is a large number

of people who come into NAV when they are on sick leave. It needs to be focused on

finding the people who needs us the most, and i think that is something AI could help

with" (S14).

When we asked a follow-up question about how the caseworkers would utilize their time if they
did not have to do the tasks they deemed as unnecessary, some of them mentioned that they would
focus more on the people with low resources that cannot take care of themselves. The citations
illustrate how many of the caseworkers had similar needs in regards to their focus on those who
needed help the most.

"We could use our time on the most important cases, those who really need it. Those

with low resources who can not take care of themselves" (S4).
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"We have lots of people (users) who are just strolling around because we do not have

time to be on the case" (S3).

"If I did not have to have a dialogue meeting, I could have spent more time with those

who need it" (S15).

"Maybe we could be more ON in the cases we have, have fewer and better cases,

and be more often in them. As long as a meeting is not requested, and we have the

information we need, and their workplace does not request a meeting, and they are

working like 50%, they are rolling in the system, then maybe we could be more on them

to push them a bit faster back to work. Or what we could do to make that happen, and

what they can do for themselves. We could use our time on those who needs us the

most" (S3).

"I just think we have so many people on sick leave to attend to, and we would get more

time with the person on sick leave or the employer to advise" (S10).

The caseworkers hoped that artificial intelligence could simplify their daily work, and they could
avoid any unnecessary work that comes with not having all of the needed information readily
available.

"I would hope that AI simplifies my daily work. That it gives me profit in relation to

the fact that I can do a better job. That I can see clearer in a situation, because I got

information. I get to free up more working hours to do the tasks which is important"

(S14).

"We are connected up to payment of sickness benefits, and there are big problems

there because they have to wait up to six months before they get their money... I am

sure something could be better there... I also think something could be done around

assessing the dialogue meeting. It could be done more like assessment and information

going out in that area" (S10).

Most of the caseworkers were positive to digitization, because it could save them time that they
normally would use on unnecessary tasks. In terms of what they think should be digitized, there
are some differences.

"More digitization is really good, and saves us a lot of time so that we can spend our

time on what is important, like having meetings with people(the users)" (S5).

"Previously there have been many dialogue meetings that have been unnecessary.

There has been a policy that all dialogue meetings should be held, and then there

were some meetings that were unnecessary for both the doctors and employers" (S14).

"I do not think we have to be less people in NAV who work with what we work with,

because I think that is not the way it should be. I think that we should work in a more

streamlined way" (S11).

24



"I wish the meeting notices could be simpler. And maybe decision could be easier,

what we send out to our patients and users. That it would be easier to understand, and

fewer questions received in return" (S15).

"To have a tool that can tell you that this should actually collect information, tell you

what should happen here in a very short time. That’s what we want. We want to have

people out at work again, and to get help to do that" (S9).

"I would like a good combination of talking to people and having support in the form

of an artificial intelligence. Where you can have an assembly line, it is very sensible.

You must never forget that you must talk to people" (S9).

The common feature for these cases was how the caseworkers believed artificial intelligence and
digitization could give support, and help change the way that they work. At the same time, they did
not want technology to prevent anyone from getting the help that they need, which is a challenge
we will go into more detail on.

The reason for wanting to digitize the process of talking to users was mostly because of time and
efficiency.

"It is mostly because of time, like efficiency. I feel that I save a lot of time just by

answering questions in writing, because as soon as you pick up the phone, the conver-

sation can last for a long time. It is also easier to see what they are actually asking in

writing, and then you can just answer that concrete question" (S1).

"If you look at history, reports and meeting reports could have been much more au-

tomated. That would save us a lot of time, and certainly cooperation partners too"

(S16).

The subjects from the preliminary interviews believed that artificial intelligence could make their
jobs easier, by receiving recommendations or information automatically, which they normally
would have done manually. The systems where there has currently been implemented AI has
decreased their workload considerably.

"AI can help us in cases of doubt by giving a recommendation, so we do not have to

think about it so much more it if comes with a certain outcome. Then it will be easier

for us to make a decision" (P3).

"That the interaction between those who need us and what we want to help people

with could flow a little easier. I would guess artificial intelligence will be able to help

us with that in the future" (P2).

"That it could retrieve information from the doctor’s report. If an AI could enter all

the parameters we consider, it would have helped a lot. Then we could avoid having

to write everything... and it would save us time." (P3).
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"The amount of work in the departments that have been dealing with mail distribution

has decreased considerably, because they are helped by the artificial intelligence"

(P2).

"In relation to work capacity assessment, if a system could set up the effort required

so that it is correct, it would make my assessment easier. It can be quite difficult to

choose between one or another input needs, and there is a lot I have to decide on. A

robot of some sort might be able to help me with that" (P3).

When asked about what they reasonably would expect to happen with such an AI system in the
future, many of the caseworkers expressed a need for a human to take a final decision if an AI
system were to give recommendations, or if an AI system were to do certain tasks.

"I think there must be a human advisor. It is fine with simple functions like moving

tasks and such, but if you have more complex situations, there is a lot of discretion

here. In my head a machine cannot assess discretion. So I think there must be a

human being in the final process. ...the final piece of quality assurance is where a

human is needed" (S14).

"There must always be people involved in the process. A robot can give information

and read information, but it is not always logical" (S9).

When asked about how they would feel if a machine acted as a coworker or a decision support tool,
it was expressed that it sounded exciting as long as they had the control, and that humans direct
the AI.

"I think that would be a little more exciting, if it was still me who had the control. You

can get new ideas or encyclopedias and use them as help, so to speak" (S9).

"If it is about people who can manage themselves and just want to look for a job and

do not need anything else other than applying for daily allowance and knowing that

you have to fill out a report card and maybe a job course or two, then it is much more

natural to use automated processes. But people who come to us who are sick, they

have low concentration. You cannot expect them to be able to do as much, and they

need help in a completely different way" (S7).

"It can be a certain help, but NAV must be person-based I think, because of what we

do"(S7).

"It must be controlled so that we see that things work, that is is directed" (S14).

"I do not know really, I like to speak with people. I do not think everything can be done

by technology, because I have to speak with them" (S5).

It was expressed that NAV has already tried to automate some decision making processes, and
for one case they were told that the process was stopped because they were not allowed to send a
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decision without a human being involved in the decision-making process. Several caseworkers has
stated that laws and regulations are involved in delaying the development of AI systems.

"They (NAV) tried to achieve an automatic decision that made the 14A decision, which

was stopped. But they did not get far as to be allowed to send a decision without a

human being involved... we depend on good questions being asked to the user, and

that the user has good self-awareness. So if we fail at one of the two things there, it

doesn’t help us much" (P1).

4.2 Caseworkers’ expectations for the future with AI

During the interviews with the caseworkers, we presented a fictional case based on a sick leave
support system utilizing AI. After we presented the case, we asked them what their thoughts were
on best-case and worst-case futures using such a system.

4.2.1 Preferred future

A common denominator for the subjects was that they thought that the systems they have today
is not satisfactory. This goes for the interaction systems with the doctors, but also for the internal
systems they work in on a daily basis. They preferred a future in which they work in one inte-
grated seamless system, where some tasks are automated, and where they could easily interact
with different actors.

"One system to work in or a few would help, more interaction with doctors in real-time

would help a lot because we spend a lot of time just waiting, and also more interaction

with the people who need us quicker. Some of the small tasks could be taken away that

maybe a machine could do. It is hard to say what tasks, but of course there could be

something there" (S4).

"A better interaction system for us with the users and for us with the doctors, because

I think the interaction system now with the doctors is very time consuming" (S2).

"You know at the time that I have worked here, we just keep getting more systems to

work in, but we do not phase out the old ones... And now I don’t know how many there

is. It’s hard to put everything into one system, but that would make our day-to-day

work easier just to have that one system" (S1).

"Everything in one system and with easier interactions, maybe for both users and

doctors. Some kind of better communication systems within the systems to different

actors. Because we do talk to activity leaders, users, doctors, employers. So to make

those communications easier for everyone" (S2).

Having time to focus on the most important tasks, and having automation of some tasks were
something the caseworkers preferred. One of the tasks that could be assisted with AI was sorting
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out who needs the most help or personal connection.

"If I had time to actually interact with users, do meetings, phone calls and all these

other things that are just click, read and finish. Like automating some of the tasks that

still needs to be done by me, cause it takes a lot of time during the day and during the

week" (S1).

"How do you sort out those who need the most attention, and the ones who need the

most follow-up? It needs to be focused on finding the people who needs us the most.

That is something that artificial intelligence could help with" (S14).

"Technology where we could have one good system so we can read information that

we need from one UI, and not search in lots of systems to find the information because

it is very easy to miss something" (S3).

"I could wish for a system that could call in and find a time for the candidate, the

supervisor and the doctor, when it comes to dialogue meetings. With this, we would not

have to spend half an hour to sit on the phone to find when the doctors are available"

(S15).

Because of tasks governed by laws and regulations, the caseworkers expressed that artificial intel-
ligence potentially could recommend what to do, where the caseworkers make the final decision in
the process.

"Some of our tasks are governed by laws and regulations, and these assessments could

maybe be done by machines. Based on regulations and experience, a machine could

take a decision based on enough information, if I understood AI correct" (S6).

"One system to work in. More interaction with doctors in real-time would help a lot

because we spend a lot of time just waiting... Some smaller tasks could be taken away

that maybe a machine could do." (S4).

4.2.2 Worst-case future

The subjects also expressed what they thought could be the worst possible future with such an AI
system. Many of the subjects started off by jokingly saying they did not want to lose their job, but
this also seemed like a somewhat genuine concern. There were also concerns of AI "missing" the
people that could not take care of themselves, missing the people that could not lift their own case
up because of low resources, missing the people that are not able to use technology, and generally
missing the people that needs the caseworkers help the most. There were also concerns for not
digitizing and keeping up with the rest of society with digitization. They did not want to be stuck
with old systems that were slow and difficult to support, which also goes to show how important
digitization is for public services.

"I do not want to lose my job. No, I’m just kidding" (S16).
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"We could miss the people that are not able to take care of themselves or lift their own

case up because they have low resources. So they can be missed and not get the help

they need from us" (S3).

"...there are big human consequences if we do not automate and keep up" (S7).

"Some people are also not able to use technology at all, they could even be in coma.

There are all types of situations, so they are to some degree dependent on others to

help them. We meet everyone from the ones who are really sick in hospital on their last

days of their lives, to the ones who have an argument in their workplace and cannot

get along with their coworkers or leaders.. Everything" (S4).

"It is completely ridiculous that we are operating with a system that is almost 50 years

old, so the worst that I think could happen is that the system stops. We have to continue

operating with even older systems that are even more difficult to support and update

because people do not know them anymore, and the code does not exist anymore.

...Society is developing and we have to try to keep up, and we do not do that today"

(S7).

4.2.3 How their preferred future could be achieved

We asked the subjects how they thought they could achieve their preferred futures. Some were not
sure how this could be done, while some had thoughts on how they might achieve their preferred
future. It was mentioned how AI could be implemented in the process of a potential reorganization.

"One of our chiefs says that they want a review of how NAV is organized... It is clear

that in that process where it is possible to reorganize the whole way of working, I think

there is a huge potential for AI" (S13).

It was also expressed that if AI were to help them with dialogue meetings, they needed to get
information from the doctor in a different way than they do today. As every person is different
and could be on a completely different scale of a diagnosis, they expressed the need for more
parameters than just a standard diagnosis from the doctor. As mentioned, people are different, and
human discretion comes into the picture. Making sure that AI can evaluate the people in a similar
way as the caseworkers were expressed as important for the implementation of AI systems to be a
viable option.

"It is just that there is so much unforeseen in peoples lives. You and I can have the

same diagnosis. You can be in full work and go work out every other day, but I am lying

in bed trembling, right? We have one and the same diagnosis, and then the diagnosis

system must work differently than it does today, and that could be an opportunity"

(S13).

"I think there will always be a moment of uncertainty, because humans are not square,

we live and things change. But AI could be a piece of guidance to be able to evaluate
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the current path forward, or dialogue meetings, or whatever, could be a good idea.

But then I also think that it requires that good parameters are included in the decision,

not just the diagnosis there is today" (S14).

"Today the doctor just puts in a diagnosis when you get sick. If on the other hand the

doctor had written how well you work on a scale from one to ten, right? Both physical

and mental health and such, then maybe a machine could have helped us. ...I think

you have to say a lot more about the users functions than just a diagnosis, as we get

today" (S13).

"There are many parameters that play into it... If you get cancer, for example... for

someone over 60 years, this can be very demanding, because the body does not have

so much resources to get back to the previous functional level. But if you are 25 and

get cancer, then maybe the situation is completely different, and it takes maybe two

years, and then you are back in full work" (S13).

"...That is why I say that information must come from the doctor, right? Because the

doctor will see, hear, smell, and feel this person in front of him, as we do when they

come in here" (S13).

The caseworkers mentioned they have information from previous cases on each person, which
AI could potentially use to automate processes regarding sick leave cases in the future. A way
for AI to read and make an assessment based on information the doctor writes was mentioned
as a possibility to simplify some of their daily tasks. One caseworker wanted robots (artificial
intelligence) to be implemented in as many areas as possible.

"We have access to all the previous history from the same person, and use that in some

cases" (S1).

"It can be a potential that the doctor write something that a machine can read and

understand, for example if you should try to work, or that you still can not work. So

the machine should not give out information, but it should receive information and

make an assessment based on that information" (S13).

"I would very much like to have a robot that automatically does simple things, for

example, paying out sick pay... The robot should be put in as much as possible" (S9).

4.3 Challenges of AI in public services

When talking about AI and automating tasks, some of the subjects expressed their thoughts on
different challenges they could face when implementing or using AI applications for public ser-
vices. They also mentioned some of their current issues that could potentially be a challenge while
working with AI in the future.
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4.3.1 Machine bias

Some of the subjects expressed concerns about machine bias, where AI would be biased in its
decisions based on data, regardless of individual human emotions and other information. There
were also concerns that a future where everything involves AI would have large margins of error.

"We meet so many different individuals that have their own case, and no case is alike.

A machine would treat them alike, and they are never alike. It is always different cases,

different histories, and different issues, and some of them are not able to take care of

themselves, so they need help. Someone have a doctor that help them, someone have

a leader at work that help them, someone does not. So when it all falls apart, it really

falls apart" (S3).

"There are so many different people who have to answer. If in the future everything

happens with AI, then I think there will be large margins of error. There is a big

difference between the people who answer and the additional things with a person"

(S15).

4.3.2 Loss of human contact

A challenge that was expressed through multiple interviews was that AI systems could potentially
remove the human-human contact, which is important for caseworkers to be able to give certain
people the help they really need. In some cases, it is important with human-human contact where
there is a need for discretion and reading the person based on their emotions.

"I think that during a period, we need to consider if a face to face meeting should be

held. We should not lose the human perspective. You do not read people when you have

meetings on Teams, that is completely wrong. We must have the human perspective"

(S11).

"We can of course just have video meetings, but what happens when they come into

our office, and you sit down and talk with them, and you see, do you get eye-contact?

Do they smell alcohol? Can they read? There are a lot of things like that about people

that a machine would never be able to catch" (S13)

"Sometimes, the users really want to talk to a person because they feel that it’s easier

to have someone on the phone where they ask for the meetings. And we try to keep it

digital, but still, they always want that kind of connection" (S1).

"We have a lot of digital meetings every day, but when we sit around a table (physi-

cally) we often have better meetings. I do not know why, but we have better contact

and body language. Maybe the user is sitting alone at home, sometimes it could be

difficult, they cry and are very alone, and I do not like that" (S5).

"...we are going to be a more digitized society, which is fine, but I do not think we
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should stop having that human connection. ... I notice that often if I have met a person

once in a meeting, they also feel safer chatting digitally later as they know who they

are talking to on the other end. So I believe we should keep talking to people" (S5).

Another challenge that caseworkers found concerning is that AI might not be able to differentiate
people based on their feelings, physical or mental state, or other human factors. It was also men-
tioned that the citizens’ situations might not always be clear and that there could be things that are
hard to read from the information displayed on a machine.

"There are a lot of conditions, after what I can understand, that you have the machine

fed with. You will not get the hang of the physical and mental health of that person

who answers" (S15).

"All the areas you work with people, whether it is in the health sector, elderly sector,

school or NAV, you have the same problems. It is that people are much more complex

than working with woodwork or production, and how do you think AI takes the height

of all the human factors?" (S13).

"There are so many human things that play into these situations. It is often not clear,

there can be many things behind the scenes. Back pain can be because you have issues

at home, it is not very A4" (S9).

"We are almost a bit there, that we are moving away from people. It is very com-

partmentalized, ...it is getting too much controlled by money, economy, time frames,

templates, etc. It is a danger that not everything comes forward maybe, because there

is a lot going on between the lines" (S9).

4.3.3 Multiple systems

Throughout most of the interviews it was mentioned that NAV has hundreds of systems, and that
caseworkers usually interact with five to ten different systems on a daily basis. Dealing with going
back and forth between so many systems were explained to be cumbersome, and it was also a huge
time sink in their everyday work.

"We work so cumbersome, as we work in five different systems. So if you have to check

a case, you at least go through four of these systems" (S12).

"They can simplify and have fewer systems. One system would have been fantastic.

Now I think I am in five different systems. When you know the systems, it is fine, but it

is a lot of clicking and we should improve that" (S15).

"We use a lot of time switching systems and searching for information" (S4).

"I think I would have liked logging into one system and collected all the information

there, rather than have to work on a case and having to open many different systems

and go back and forth all the time" (S12).
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4.3.4 Communication

Some of the people interviewed expressed that there was a need for better communication. Some
of the caseworkers said that they do not get enough information from the general practitioners
(GP), and that there needs to be more clear communication between employee (citizen), employer,
NAV, and the GP.

"I think NAV is often in a bigger position than they should be... I think that many

employers are lacking that communication with the GP... I think there should be more

flow in the dialogue between the employer and the employee, more direct dialogue.

But I think using a system for example, as we do with the dialogue now... which makes

communication easier and you can clarify things quickly. You can write to them and

they can answer in the process, then you get things into place quickly" (S11).

"I think it depends a lot on the doctor that gives the sick leave because some just put

like a short sentence and it doesn’t give a lot of information... the more I know, the

more I can prepare and ask questions that touch on subjects without actually asking

direct... So the more context we have, the better, but that depends mostly on the doctor

I feel" (S1).

They stated that there is a lack of communication between the employer and the GP, which could
be improved upon. There should also be a better flow in the communication between employees
and employers in sick leave cases, where the employer should take more initiative in making the
communication flow more clearly.

"We have to be more direct in the dialogue with the person on sick leave. We need

more direct dialogue with the GP... I think that being direct and asking the user the

right questions... We kind of have to make them responsible for their own sick leave.

We let them kind of be behind the scenes while the GP decides, and the employer does

not dare to ask the employee about anything" (S11).

"The person on sick leave has to be more aware of their situation and responsibility as

a person on sick leave... it is not a priority for the employer to do what they are meant

to do for some reason. We have things out on NAV.no for employers, but very few of

them go in to read and look there. So when they come here, they have questions for us,

and then I have to research and answer them when they could have done it themselves.

Because it is available for them... so it is more work for me because I have to send

them links" (S10).

"Many of the dialogue meetings that are held are bad... I think this is because em-

ployers feel that they have to have a meeting. They think it is a meeting that NAV has

requested, because NAV is supposed to offer something, but NAV is a facilitator. It is

talking about the facilitation, a plan to get the employee back to work, or other work,

and things like that... That NAV must be the one to start the meetings is a bit strange I
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think, when it is the employers responsibility to follow up" (S12).

Without a standard for the descriptions of each sick leave from the doctors, the caseworkers ex-
pressed that they sometimes got mixed signals from the doctor, and had to read between the lines
to understand the actual needs of the users.

"Sometimes you can get a sense that what the GP are not saying is also information

for us. Maybe I get the feeling that they did not really want to give another sick leave,

but it is a tricky situation for the doctor also. If they started giving the sick leave and

it just continues. And maybe they are like giving us a little bit of information and they

want us to like go deeper into the case. And maybe, you know, try to stop it" (S1).

"I have a case now where there was a conflict at work, and the person has been sick

for almost a year because of it. That turned into a real diagnosis like depression. But

the doctor writes that the patient should start looking for new job, and at the same

time he puts that P76 depression diagnosis. The doctor gives the person sick leave,

and tells us that it is time to push the user to let go of his old employer, and that he

is healthy enough to do another job. That is when we have to go in and set certain

demands" (S1).

The doctors were seemingly only required to write more information about the sickness at certain
intervals. And it did not seem like there were any limitations to how little or how much that
information was.

"Because also on this sick leave notices from the doctor, they are only required to write

more information on certain intervals. After eight weeks they are supposed to write

more information so we know about the activity demands. But sometimes they write

one sentence, and sometimes they write more. It all comes down to the doctors" (S2).

We asked if they could maybe use a list of standard questions for efficient communication between
actors. There were mixed feelings about this, but in general they mentioned that standard questions
could work internally between coworkers. One subject in particular mentioned that they actually
developed a function in Teams in-house, where they used standard texts to quickly find what they
might need for a case, which they said saved them a lot of time. Other subjects mentioned that
standard texts would not work for communication between caseworkers and the GP, because the
communication between them were so varied and complex. They also expressed that if they were
to use standardized questions, it would have to in the form of text, as images or models would not
be able to convey the complex tasks that caseworkers do.

"A way to communicate with the doctors, both to ask and answer questions... It could

be all sorts of questions, and I don’t think you could make a list of questions" (S4).

"Some standard text and answers to the workplace or employees would make things

easier" (S3).
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"You know Wiki in Teams? It is a function in Teams where you can put in standard

texts that we use again and again. They are put into one document where you just give

them a number, so it is very easy to find back to them because you only see the heading

or the title. So I have developed that here in-house so that it saves a lot of time for a

few" (S13).

4.4 Summary of findings

We categorized the findings from our analysis into four main themes that were discussed through-
out multiple interviews that we found to be important and related to human-AI collaboration.

The caseworkers pointed out that AI could change how they work, as today, they work with old
systems in an "old-fashioned way" towards the user. Many of the caseworkers expressed that they
thought AI could help simplify their daily work, and they were positive that digitization through
AI could make their work simple and more efficient.

Most of the caseworkers wished they only needed to work in one integrated system, rather than a
set of multiple different systems. Some caseworkers would also wish for some of the smaller tasks
to be automated with AI, such as going through laws and regulations for different cases or finding
available time to have a meeting with different actors in a case.

The caseworkers expressed that there could be big human consequences by not automating and
keeping up with society. Automation saves both the users and the caseworkers a lot of time,
resulting in efficient support in a short amount of time, which could be crucial for many people.
They were also worried that a fully automated system might miss the people that are not able to
take care of themselves or the people that might not be able to use technology at all, resulting in
the people that need help the most not getting the help they need. The caseworkers also shared
their thoughts on how they think their preferred future could be achieved.

Human-in-the-loop was also a theme that was brought up by most of the caseworkers. They ex-
pressed the importance of having a human in control of machines acting as coworkers or decision
support systems, and to have a human take the final decision if an AI system were to give a recom-
mendation.

Lastly, we found that there were multiple challenges for caseworkers related to collaborating and
incorporating AI applications to their work. These challenges included a risk of machine bias,
the potential loss of human contact, too many systems to juggle between, and a need for better
communication between different actors.
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5 Discussion

In this chapter, the findings from chapter 4 will be discussed in relation to our research questions.
The discussion draws parallels between our findings and the literature. A hypothetical model for
human-AI collaboration and recommendations for addressing NAVs challenges are presented.

5.1 Model for human-AI collaboration for caseworkers work-
ing with sick leave cases in NAV

Many potential areas where AI could be implemented in NAV would need human interaction, to
ensure the final results are valid and correct. Inserting human oversight into the AI life cycle
would build trust in the system’s validity. While AI could optimize performance, human-in-the-
loop would be highly important in increasing safety, transparency, and accountability (Benedikt
et al., 2020; Middleton et al., 2022). If an AI system would come with conclusions directly to the
citizens on sick leave, it could be hard to understand what these conclusions mean. This is also a
factor for including humans in the loop, as the caseworker can explain their decision in a natural
language understandable for the citizen (Middleton et al., 2022). A major challenge in the world
of AI is trust. The caseworkers and the citizens must understand how and what the AI systems
do, which could be coupled with admitting AI mistakes, and understanding why these mistakes
happened (Middleton et al., 2022).

The findings stated that AI systems could help with simpler functions like moving tasks and would
not work well for more complex situations. Caseworkers deal with quite a lot of discretion in
their work, where it is important to see the person they are helping and understand their needs and
situation. Artificial discretion could offer significant advantages in accuracy, scale, and efficiency.
There are also some challenges to artificial discretion, as it can be quite difficult to understand and
manage it in a transparent and accountable manner (Bullock, 2019; Young et al., 2019). As for the
quality assurance for algorithmic decision-making in case management, it could be challenging to
address this risk in the public sector, as there might be limited capacities of government workers
(Guenduez et al., 2020), including a policy discourse that is fast-moving and skeptical publics (In-
grams et al., 2021; Wilson & van der Velden, 2022). There is always a challenge regarding discre-
tion and human bias or cognitive limitations. A bias that arises from prejudice against individuals
based on their congenital characteristics, religious beliefs, or other affiliations could sometimes
prohibit an agent from making the correct decision (Kahneman, 2011).

Research by Di Vaio et al., 2022 shows a growing interest in human-AI collaboration in public
sector organizations. Their findings suggest that human-AI collaborative qualities are linked to
improving overall decision-making processes and will boost efficiency in the long term for public
sector organizations (Di Vaio et al., 2022). McKinsey, 2022a states that "modern machine su-
perpowers seem to be almost the opposite of some of today’s most sought-after human qualities:
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creativity, empathy, critical thinking, and emotional intelligence. Companies that design and plan
for machine and human qualities to become complementary, rather than oppositional, will have the
most effective teams" (McKinsey, 2022a). Building on Woods, 1986 joint cognitive systems the-
ory, a human-AI collaboration could be established in NAV, fostering these human qualities. Figure
5.1 shows a hypothetical model of how a human-AI collaboration could be established through a
joint human-AI cognitive system designed for complementary machine and human qualities.

Figure 5.1: Hypothetical human-AI collaboration in the context of NAV based on Joint Cognitive
Systems (Woods, 1986).

The "environment" in this context is the citizen, the doctor, or the employer. An example could be
when a meeting is initiated between a caseworker and a citizen. Rather than fully automating, there
is a human between the AI system and the environment, so the citizen interacts with the caseworker
rather than the AI system directly. The AI system performs some of the data gathering related to
citizens (sick leave data and other related data), and the case worker can add additional data from
dialogue meetings and verify data. The AI system analyzes the data based on algorithms and
parameters and gives results in the form of suggestions to aid the caseworker in reaching good de-
cisions. The results should be understandable for humans through transparency and XAI methods,
so the caseworker can understand what the results mean and how the AI developed the resulting
suggestions. Based on the caseworkers’ human qualities and professional experience, combined
with their understanding of the AI systems’ suggestions, the caseworker can filter through differ-
ent suggestions given by the AI system and accept, deny, or override the suggestions given. The
caseworker uses the best possible suggestion to aid them in reaching a decision and give the citizen
the appropriate service based on their discretion. The caseworker should also be able to relay the
resulting information to the citizen in a clear and comprehensible way, if needed, to maintain trust
and accountability.
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5.1.1 Current processes

The dialogue meetings for sick leave were identified as sometimes being unnecessary, resulting in
work and time spent on unnecessary tasks that could have been omitted. These dialogue meetings
are a part of NAVs policy, and it might also be hard to know when they are necessary. It seems
important for the caseworkers to have time to focus on people with low resources, and those who
need the dialogue meetings. With access to the necessary data and the correct parameters, artificial
intelligence could help find the best time to hold the dialogue meeting or recommend whether to
hold the meeting or not. The caseworkers send meeting notices to the parties involved, which is
a process that could be assisted with AI. The meeting notices could be generated by AI, where
the caseworkers decide whether to send the notice or not. Finding a good balance between AI
and human interaction is important for this to be viable, especially when users of these tools and
systems are in vulnerable situations. Vulnerable members of society may be among the last to ben-
efit from AI (Ventures, 2019). In addition to artificial intelligence assisting the dialogue meeting
summoning process, findings suggest a tool that collects information from the person on sick leave
and recommends what the person should do going forward. With such a tool, caseworkers could
work more efficiently and help more people than before.

One of the caseworkers’ daily tasks is to retrieve information for doctor reports. This process is
often tedious, and they have to evaluate the information to consider what to do with it. The way
the doctors submit information is not specified in the findings, but it was stated that it was not any
templates in place for this. The findings suggest an AI that could retrieve this information from
the doctors, and with some pre-established parameters, evaluate and recommend what to do with
this information. If an AI system like this should be implemented, there must be certain policies
for what the doctor can and has to submit. Even though artificial intelligence might not need the
specific parameters to give a recommendation, it will allow NAV to know what information the
AI has considered. A common denominator for these findings is that caseworkers have tasks that
artificial intelligence could assist with and make more efficient. If the AI systems are to make
recommendations, they could be based on patterns unknown to the decision-makers. Therefore the
caseworkers will have to judge and justify if they do not follow the AI recommendations, but not
if they agree with it (Gualdi & Cordella, 2021).

Some of the systems NAV uses are old, which forces caseworkers to work "old-fashioned" towards
the citizens. Extracting information from these systems, and collecting everything in one place
using artificial intelligence could streamline the workload and possibly allow for more human con-
nection with citizens that need it more. There is a discrepancy between the systems’ language and
compatibility, which is why a merge of systems has not been effectuated yet (Regjeringen, 2015).
It was mentioned that the caseworkers were working in multiple systems at once. These systems
consist of legacy systems, such as Infotrygd, which has been running since the 70s (Ringnes,
2018). There are issues with phasing this system out, as there are crucial sensitive data in this
system, and there are issues in transitioning this data to a newer type of data that would be com-
patible with newer systems (Regjeringen, 2015). Another factor is that individual employees in
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NAV need different access to sensitive information in the organization. This has been addressed
by giving employees access to only the systems or information they need to do their respective
job, splitting the systems related to what access an employee has. If a caseworker does not have
access to a system or information important for a case, they might have to ask a coworker for this
information. This could be solved by implementing a module-based platform architecture. Such
a platform could create a work environment for each employee, implementing only the modules
needed for their respective roles or accesses. This could create a feeling of working in one system
for each employee, and they would not have to spend time going back and forth between systems.
They could also implement an AI to this, doing smaller tasks such as finding laws and regulations,
resolutions, and finding time for meetings. This could save caseworkers a lot of time, which they
stated that they would spend on better quality dialogue meetings with the citizens that need their
help the most.

Caseworkers also wanted a better way of communicating with different actors involved with a
case, mainly employers, citizens, general practitioners (GP), or other coworkers in NAV. In one
interview, it was mentioned that a caseworker developed a function in-house for standard texts in
MS Teams called Wiki for their coworkers to use. They stated that this function helped them a
lot when searching for keywords they repeatedly use in cases, rather than asking a coworker about
a specific subject. A standard text function like this could save caseworkers a lot of time, and it
could be improved upon by utilizing AI. Using AI solutions such as chatbots, which NAV already
have, could efficiently give them accurate standard text results. This could save the caseworker
time when communicating with coworkers, citizens, or employers. However, in another interview,
it was also mentioned that standard text solutions would not work as well with communication
with the GP. The information from the GP was often too detailed or complex to use standard texts.
There are also citizens with special needs, and the information needs to be easier to understand
(Sosialdepartementet, 2014). For this reason, there needs to be an overall simplified communica-
tion process between actors in sick leave cases that is easy to understand for all parts. It was also
mentioned in the interviews that caseworkers could see AI as a valuable asset in sorting out the
people in need of their help the most. Cases of citizens that go through NAV to apply for jobs are
not as critical as citizens who need social or sickness benefits. An AI could help caseworkers find
these critical cases faster, and the caseworkers could provide them with the help they need quicker.

5.1.2 Digitization and new work practices

It was expressed that the caseworkers were worried they could lose their job due to digitization
in the future. Organizations are more efficient if humans collaborate with AI, rather than if AI
replaces humans (McKinsey, 2022a). Their role as human advisors seems far too important and
complex to be fully replaced by a machine. Humans are complex, and human discretion is hard
for a machine to comprehend (Young et al., 2019). Hence, in their role as advisors, there must
be a human in the loop for human discretion in the final quality assurance. Rather than replacing
caseworkers, AI should become a complementary quality, in a human-AI collaborative endeavor
to enhance their decision-making capabilities and efficiency. Having a human in the loop would
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reassure the caseworkers that it is possible for them to explain particular circumstances, or even
contest algorithmic suggestions if needed (Schmager et al., 2023).

It was expressed throughout some interviews that one of the worst things that could happen in
the future was for NAV to stop digitizing. The demand from society keeps increasing every year
for caseworkers in public services, especially after the Covid-19 pandemic (NAV, 2023c), and
they expressed the importance of keeping up with digitization to meet these demands. Today they
work with a system from the 70s, and they do not want this to worsen in the future. However, the
caseworkers stated that the current digitization efforts in NAV are improving and that NAV is going
in the right direction with digitization. NAV is also focusing more on AI innovations (Jensen &
Lyngstad, 2019), which is shown to be one of the most important IT innovations in the public sector
(Benbunan-Fich et al., 2020). In Norway, NAV seems to be one of the most important organizations
in digitization efforts. NAV seems to be heading in the right direction with its digitization efforts,
collaborating with researchers for joint innovation efforts (NAV, 2023b; Regjeringen, 2015).

The findings from the data collection suggest that regulation and cooperation with employers of
people on sick leave need to change. It is not clearly stated in what way it needs to change, but
to achieve change in regulation and cooperation, there is a need for disruption within the organi-
zation. The involvement of public sector practitioners is a key factor in achieving this disruption
from within (Vassilakopoulou et al., 2023). During one of the interviews, it was brought up that a
chief at NAV wants a review of how NAV is organized. Not only is this an opportunity to assess
their internal processes and their way of working, but it is also an opportunity to assess their cur-
rent AI solutions, their current AI capabilities, and the potential for AI in NAV. Vassilakopoulou
et al., 2023 mentions that public sector organizations would benefit from a process that rewards
disruption from within due to public service organizations having a moderate track record of IS
innovation results. Velsberg et al., 2020 suggests that the realization of smartness in the public sec-
tor requires a willingness to explore and adopt new work practices instead of simply implementing
emerging technologies. To achieve disruption from within, involving public sector practitioners
and researchers in joint innovation efforts is key (Vassilakopoulou et al., 2023). A joint innovation
effort could encourage researchers to find new areas, work practices, or frameworks to responsi-
bly incorporate AI into public sector organizations. Akbari et al., 2023 developed a framework
for Responsible AI principles (RAI) based on ten interrelated principles for responsible AI. If a
public service organization were to reorganize, they could use such a framework as a roadmap
towards increasing their maturity for developing, deploying, and managing AI responsibly in the
organization (Akbari et al., 2023).

5.1.3 Bias and fairness

The individual citizens that use NAV’s services are all different from each other, and no case is
alike. They all have different histories, issues, and needs. The findings show that some citizens
might not, in many ways, be able to take care of themselves. Some might have a doctor or a
leader at their workplace to help them, and some might not have anyone to help them. Bias can
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be introduced through artifacts from past human biases embedded in data that were required to
"train" the system (Bellamy et al., 2018; Veale et al., 2018). Even though artificial discretion
could improve tasks and eliminate certain biases present in human agents, there are still challenges
with artificial discretion (Young et al., 2019). The risk of bias is present in humans and machines
(Kahneman, 2011), and can occur if models and algorithms are oversimplified and rely on sparse,
incomplete, or inaccurate datasets. A good example is from Buolamwini and Gebru, 2018, where
facial recognition programs trained on images of mostly white people are biased against those with
other skin tones. Algorithms have well-documented biases that could be damaging to minority
groups and poor populations, which exacerbates the equity concerns of the government (Angwin
et al., 2016; Bellamy et al., 2018; Garcia, 2017; O’Reilly-Shah et al., 2020; Park et al., 2019; Veale
et al., 2018; Young et al., 2019).

Artificial intelligence can improve administrative decision-making by being more accurate, less
corruptible, and more consistent in ways that can reduce bias if trained and used properly (Young
et al., 2019). To counter the risk of machine bias and unfair decisions, NAV must ensure fairness
and inclusiveness in their AI systems and human interaction (Feuerriegel et al., 2020). As machine
learning models predict exactly what they have been trained on, it could be recommended that
biases are considered already when selecting the models’ training data (DeBrusk, 2018). Rooting
out data that are not directly relevant to the model calculations could prevent bias from the early
stages, and give the organization a solid model for their predictions (DeBrusk, 2018; Hellström
et al., 2020).

5.2 Limitations

The information gathered for this thesis is from caseworkers working in the area of sick leave at
NAV. It could be argued that views and perspectives from citizens would be important to investigate
too. We did not include citizens as our stakeholders. We acknowledge the need for a citizen-centric
view of public services, and the need to include citizens’ and users’ perspectives in research of
public services. In our study, we focused on the challenges and needs of caseworkers relating
to AI and human-AI collaboration. Therefore we had to focus on the stakeholders that use and
regulate artificial intelligence in the public sector, and every participant we interviewed was in
some way a part of the sick leave department in NAV. There could be some bias over the results
regarding their similar needs and thoughts, mostly structured around sick leave.

The context of sick leave itself could be seen as a limitation. There might be sensitive information
that the caseworkers are unable to share, which could influence the results of the study. As there
is a right of privacy for citizens using NAVs services, our data generation method could be seen as
a limitation because observations would not be easily carried out. The context of the case of sick
leave case handling is also quite specific, where there are requirements in that area that might not
be applicable in other areas of public services.

Another limitation concerns the generalizability of the findings. We focused on public services,
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specifically the Norwegian Labour and Welfare Administration because AI is being rapidly adopted
into the public sector. However, our findings might not be reflective of other sectors, or even other
areas of the public sector. Future research could adopt the approach of this study to investigate and
compare human-AI collaboration in other public sector areas.

From the findings, we learned that many decisions can not be made without management’s involve-
ment. It could be interesting to delve deeper into the topic of this thesis, by including research from
a managerial perspective. It would provide a more complex picture of strategy development in pub-
lic services. Several top-level organizations see that artificial intelligence will impact the labour
market in the time ahead (Norwegian Ministry of Local Government and Modernisation, 2020), so
it would be interesting to look deeper into their strategy for operating and administrating AI in an
accountable and trustworthy way.
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6 Conclusions

In this study, we have investigated the research question "what are caseworkers’ needs for human-
AI collaboration in public services". To guide us towards answering the research question, we
made sub-questions related to the caseworkers’ expectations for the future working with AI, and
how we can contribute to facilitating meeting their needs. After interviewing caseworkers working
with sick leave case handling at NAV, we analyzed and discussed their needs, expectations, and
challenges related to human-AI collaboration. The data from the analysis has shown several case-
workers’ needs relating to AI and their experience and understanding of AI. In the discussion, we
have considered the various needs for AI, and how to facilitate these needs in one overall context.

The study identified six key factors related to responsible human-AI collaboration for public ser-
vice practitioners: Human-in-the-loop, bias and fairness, transparent AI, explainable AI, account-
able AI, and exploring new work practices. The caseworkers’ needs for AI are quite similar to
each other. The areas where AI could assist caseworkers seem mostly related to internal processes.
Processes that are in direct contact with users of NAVs services concern several challenges. We
identified machine bias and loss of human contact as major challenges related to collaborating and
incorporating AI applications in the caseworkers’ processes. There were concerns amongst the
caseworkers that AI could be biased in its decision based on the data available. To prevent ma-
chine bias in these processes, biases have to be considered when training the algorithms or models.
Fairness and inclusiveness in AI systems and human interaction are a factor for preventing machine
bias and unfair decisions, and the data available for the machine need to be carefully validated.

Fully automated systems are not necessarily the best approach, as having a human in the loop
would allow more trust in the system, knowing that a human makes the final decision. Because hu-
man discretion is hard for a machine to comprehend, caseworkers should make the final decisions,
to ensure the quality and fairness of the decisions made. As with systems that connect directly
with citizens, having the caseworkers as a link between the AI and the citizens would allow them
to explain their decisions in a natural language that the citizens can understand. We identified that
the caseworkers are positive to digitization and think AI could help simplify and streamline their
daily work. By collaborating with AI, caseworkers can do complex tasks where human discre-
tion is necessary, leaving the smaller and simpler tasks to be done by AI. This would increase the
overall efficiency of sick leave case handling processes.

6.1 Implications

The findings of this study highlight the importance of balancing between speedy public service
(which can be facilitated through automation), and accountability (which requires control mecha-
nisms and humans in the loop). This balance has long been a challenge in public services (Gayialis
et al., 2016), and with the advancements in AI, it has become even more crucial. Further research
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is required to delve deeper into this topic. Public organizations need to take a comprehensive view
on AI accountability being able to answer for and justify actions related to AI, ensuring the ability
of stakeholders to interrogate about AI and sanctioning when AI systems work in unacceptable
ways (Kempton et al., 2023). Further research is needed on how this can be achieved in practice.
Overall, the responsible development and deployment of AI is an area of research that requires
significant further development, and Information Systems researchers, with their sociotechnical
understanding, are well-suited to contribute to this crucial endeavor (Vassilakopoulou et al., 2022).
As this study focused on the case of sick leave case handling, an area of the public sector that has
a direct connection to the citizens, further research is needed on those areas of the public sector
that has a different context. There might be different needs for human-AI collaboration for those
who work in other areas, even if they work in other departments or organizations. Further research
could extend across countries and different government legislations, as cultural identity and over-
all trust in government might influence humans’ stance on AI (Schmager et al., 2023). This is an
exciting research opportunity to see how human-AI collaboration differs cross-culturally.

This study identified a few implications for practice in NAV. By reviewing NAVs internal processes,
NAV can explore and adopt new work practices for caseworkers that facilitate incorporating AI into
their work practices. The study shows that "soft" AI suits smaller tasks, such as looking up laws
and regulations. For complex tasks that caseworkers do daily, such as reviewing sick leave cases, it
is crucial to establish a responsible use of AI applications through transparency and explainability.
A human-centered approach to human-AI collaboration, designed for AI and human qualities to
become complementary, could improve caseworkers’ decision-making processes and efficiency
and leave the human in control.

This study also identified implications for the social aspects of sustainability. "Social sustainability
refers to equality, well-being, and balance across quality of life indicators between sociocultural
groups over time and from one generation to the next" (Ross, 2013). Implementing human-AI col-
laboration into public service deliveries could help the Norwegian government in reaching some
of the United Nations sustainable development goals (SDGs) in the future. Public sector organiza-
tions such as NAV could streamline and simplify many work processes through the implementation
of responsible human-AI collaboration. Doing so could result in meeting some of the UN’s SDGs,
such as reduced inequalities by reducing human bias; decent work and economic growth by help-
ing more people get back to work faster or facilitating other work; climate action by reducing
carbon dioxide emissions with more effective solutions; innovation by implementing and innovat-
ing more AI technology into public service deliveries; and good health and well-being by helping
more citizens and guiding them getting the help they need (UN, 2020).
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C Systematic Literature Review

Link to the full systematic literature review used in this thesis:

https://docs.google.com/document/d/10Rlkqq5WBKDThYc1qwd56IDaQ6wlgSCQ7d14Vk9EYsM/
edit?usp=sharing
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D Interview guide: preliminary interviews

This interview guide is from the preliminary interviews we conducted (Eriksson & Olsen, 2022).
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