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ABSTRACT 

The Focus: The focus of this Master Thesis is to investigate how AI tools, such as 

Large Learning Models (LLMs), impact cybersecurity operations in organizations 

that are regarded as highly reliable. To understand the impacts of AI tools on such 

operations, we also need to understand the nature of AI tools, their context of use 

and the experience of users that rely on them. 

Research Approach: This thesis is structured around two different methods of 

investigation. First a systematic literature review was conducted, where related 

articles was found in different databases, i.e. Google Scholar, Web of Science and 

the Basket of Eight publications. After this a Qualitative study was conducted 

where a multiple case study with interviews and random sampling was utilized. A 

total of 8 informants were interviewed for this study, each lasting ~30 minutes 

where the questions were based on the findings from the literature. 

Findings: From the literature it became clear that AIs, while better than humans 

in many things such as analyzing Big Data, intrusion detection and other pattern 

recognition activities, does bring with it many difficulties to the individual and the 

organization. AIs and LLMs are prone to making you develop an overreliance on 

them where you accept their answers because of your own biases, while the infor-

mation itself might be fundamentally wrong or even deceitful. This phenomenon 

is called AI Hallucination and is vital to understanding an AIs effect on individuals. 

The literature highlighted that when using any tool, it was important to realize that 

the AI tool is simply a machine and might be wrong, question everything and do 

not accept any information at face value. Quite simply, think things through. 

LLMs have a problem with transparency, it is impossible to know its ‘reason-

ing’ behind the information it provides. This fact is supported by both the literature 

and the interviews themselves. Overreliance, hallucination, cultivating the wrong 

kind of trust and lack of transparency all lead to an individual acting mindless who 

takes the information as true. While they have been deceived by trusting something 

that essentially is untrustworthy or at the very least should have been looked more 

into. 

Implication: The practical implications for this study is that an organization, 

especially if it is of high reliability should carefully identify measures to avoid the 

negative impact of AI Assistants when used in day-to-day work in cybersecurity 

operations. 



4 

TABLE OF CONTENTS 

 
PREFACE .............................................................................................................. 2 

ABSTRACT ........................................................................................................... 3 

TABLE OF CONTENTS ....................................................................................... 4 

List of Figures ................................................................................................ 6 

List of Tables ................................................................................................. 6 

1 INTRODUCTION ......................................................................................... 7 

1.1 Critical Infrastructure Sectors ............................................................... 9 

1.2 AI & LLM ........................................................................................... 11 

1.3 Motivation ........................................................................................... 11 

1.4 Research Question .............................................................................. 13 

1.5 Scope of the Thesis ............................................................................. 13 

1.6 Structure of the Thesis ........................................................................ 13 

2 LITERATURE REVIEW ............................................................................ 15 

2.1 Literature List ..................................................................................... 15 

2.2 Literature Findings .............................................................................. 18 

2.2.1 Mindfulness & Mindlessness .................................................. 18 

2.2.2 AI Strengths & Weaknesses .................................................... 19 

2.3 Summary ............................................................................................. 22 

2.3.1 The Gap ................................................................................... 23 

3 RESEARCH APPROACH .......................................................................... 25 

3.1 Literature Methodology ...................................................................... 25 

3.2 Criteria ................................................................................................ 26 

3.3 Finding Literature & Relevant Topics ................................................ 27 

3.3.1 Theoretical Background .......................................................... 28 

3.4 Research Design ................................................................................. 29 

3.4.1 Longitudinal or Cross-Sectional .............................................. 30 

3.4.2 Sampling .................................................................................. 30 

3.5 Qualitative Research Approach .......................................................... 31 

3.5.1 Case Study ............................................................................... 32 

3.5.2 Multiple Case Study ................................................................ 32 

3.5.3 Interview .................................................................................. 34 

3.5.4 Research Analysis ................................................................... 35 



5 

3.5.5 Validity of Findings ................................................................. 36 

3.6 NVivo .................................................................................................. 37 

3.7 Ethical Considerations ......................................................................... 38 

3.8 Data Sources ........................................................................................ 39 

4 FINDINGS ................................................................................................... 42 

4.1 AI Positives & Negatives .................................................................... 46 

4.2 Mindfulness & Mindlessness .............................................................. 48 

4.3 Trust & Deceptiveness ........................................................................ 50 

5 DISCUSSION .............................................................................................. 52 

6 CONCLUSION ............................................................................................ 57 

6.1 Limitations & Future Work ................................................................. 57 

REFERENCES ..................................................................................................... 59 

APPENDIX A CONSENT FORM ....................................................................... 66 

APPENDIX B INTERVIEW QUESTIONS ........................................................ 69 

 

 

 

 

  



6 

List of Figures 

Figure 1 Critical Infrastructure Sectors ...................................................... 9 

Figure 2 Technology features of AI that affect trust building .................. 20 

Figure 3 Conceptual Model of AI Assistants Use in Cybersecurity 

Operations ................................................................................... 23 

Figure 4 Process of Systematic Literature Review ................................... 25 

Figure 5 AI Positives NVivo Model ......................................................... 43 

Figure 6 AI Negatives NVivo Model ....................................................... 44 

Figure 7 Mindfulness NVivo Model ......................................................... 45 

Figure 8 Mindlessness NVivo Model ....................................................... 45 

Figure 9 Trust & Deceptiveness NVivo Model ........................................ 46 

Figure 10 Implementation of AI & LLMs .................................................. 52 

 

 

List of Tables 

Table 1 Literature List ............................................................................. 16 

Table 2 Inclusion Criteria ........................................................................ 26 

Table 3 Exclusion Criteria ....................................................................... 27 

Table 4 Research Design ......................................................................... 29 

Table 5 Sampling ..................................................................................... 31 

Table 6 Informants ................................................................................... 39 

 



7 

1 INTRODUCTION 

Artificial Intelligence (AI) and Large Learning Models (LLMs) are topics that 

have risen in popularity and relevance the last couple of years, especially with the 

rise of ChatGPT, Alexa, Google Nest, Siri etc. These tools are incredibly easy to 

use, you just ask them a simple question and they respond with the information 

you, hopefully, are looking for. However, that is a key distinction, hopefully, be-

cause can you really trust the information you are fed? 

In early 2023 a young student here in Norway used ChatGPT in order to help 

with an assignment regarding Norwegian heroes, so she asked ChatGPT about it 

and one of the examples that it gave back to her were Anders Behring Breivik, the 

terrorist who killed 77 people in 2011 (Falk, 2023). Now, of course every Scandi-

navian would instantly recognize this as preposterously false, but it makes you 

wonder, if it is so wrong about this simple thing then what else might it be wrong 

about as well? This is a concept called AI hallucination. Hallucination can be de-

scribed simply as the AI providing false information by contradicting itself or it 

makes things up with false references or statements that cannot be verified (Atha-

luri et al., 2023, p.1; Curtis, 2023, p.275; Alkaissi & McFarlane, 2023, p.2). Hal-

lucination is further explained in Chapter 1.2. 

This points to the AI not being particularly trustworthy as it is prone to mislead-

ing you. Would using such technology both privately or within a professional or-

ganization cause several problems related to individual problem solving and deci-

sion making? How can employees within that organization be aware and verify 

that the AI’s answers or recommendations are correct at any time during the usage 

of that tool? This leads us to the concept of individual mindfulness.  

Mindfulness is the concept of an individual being aware of, and thinking 

through, what exactly they are doing. An individual who has a high level of mind-

fulness would then question events in order to create their own interpretations, 

which in turn would only heighten their mindfulness (Langer & Imber, 1980; 

Langer & Moldoveanu, 2000, referenced in Dernbecher & Beck, 2017, p.122). 

Mindlessness however is the polar opposite. Mindlessness is about running on ‘au-

topilot’ and exerting no critical thinking. Examples of mindless actions and behav-

ior are breathing, blinking and simply walking around. There is no extra brain 

power invested into breathing in, blinking your eyes or moving one leg in front of 

the other but you can take conscious control of these actions, thus making them 

more mindful. 
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The level of mindfulness regarding cybersecurity is seen through the lens of 

security awareness, which in the context of this thesis is an important element of 

mindfulness. The definition of security awareness is that “information security 

awareness deals with the use of security awareness programs to create and main-

tain security-positive behavior as a critical element in an effective information se-

curity environment.” (Kruger & Kearney, 2006, p. 289). Security Awareness is 

also used to “refer to a state where users in an organization are aware of - ideally 

committed to - their security mission (often expressed in end-user security guide-

lines)” (Mathieson, 1991, referenced in Siponen, 2000, p. 31). This would mean 

that in a mindful scenario the employees are firmly aware of the guidelines and the 

threats that AIs and LLMs pose to their organization, they would not automatically 

believe that any information they receive from the AI or LLM is correct without 

verifying it first. On the other hand, a mindless scenario would imply that the em-

ployees are just assuming that the AI is correct without thinking through the po-

tential dangers of trusting and relying on it for important tasks. 

Of course, AIs are not just simply chatbots that you can interact with. AIs have 

been used for many years already in many organizations, for instance in the anal-

ysis of Big Data, i.e., data of such quantity that it would be impossible for humans 

to properly analyze it within a satisfactory timeframe. It is also used in other pat-

tern recognitions through Machine Learning (ML), such as during an attack on an 

organization's systems. However, how will the use of AIs affect an individual's 

mindfulness?  

For this study we want to see what kind of impact AIs have on an individual's 

mindfulness. In order to best do that we have interviewed key personnel in critical 

infrastructure and other High-Reliability Organizations (HROs). Why? It is based 

on an assumption we have made, that in those organizations, because they are im-

portant, the level of mindfulness is already quite high, so we get a picture of how 

AIs affect them.  

It is important to have a clear definition of what constitutes critical infrastruc-

ture, Figure 1 illustrates what we have based our choice of informants on, and 

Chapter 1.1 quickly explains every sector. 



9 

 

Figure 1 Critical Infrastructure Sectors1 

1.1 Critical Infrastructure Sectors 

 

Figure 1 presents the different sectors that are critical for society, however, they 

are perhaps a bit too abstract so there will be a short explanation of them here. 

Banking & Finance. This sector revolves around the continued circulation of 

money. For instance, if DNB, the largest bank in Norway, were to suffer a cata-

strophic failure, millions would not be able to access or move their money around. 

The sector also considers the stock market, ensuring that stock prices are not un-

naturally tampered with. 

Food & Grocery. This is not just your local grocery store keeping open, it is 

everything from the growth of vegetables and produce, the creation and use of 

artificial fertilizer to the packaging of raw materials and its transport to the shelves 

in your local store. 

 
1 Figure 1; Critical Infrastructure Sectors” [Figure]. u.y. By Huntsman Security. Retrieved from 
https://www.huntsmansecurity.com/industries/critical-infrastructure/ 

https://www.huntsmansecurity.com/industries/critical-infrastructure/
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Energy. Everything from, hydro-electric dams, generators along waterfalls, nu-

clear power plants (in other countries) etc. to its transport in power lines and trans-

formers all the way to the output you are charging your phone in. All of this is 

encompassed in the energy sector. 

Data & Cloud. In today's highly digitalized society where virtually everything 

is stored in some form of cloud it is vital that these are kept up along with the 

general access to the internet. If access to these systems were lost, then that would 

spell problems. For example, doctors are not able to access your medical files to 

see what kind of medicine they should give you. 

Space. Closely linked with Communication, which revolves around the satel-

lites and their receivers/transmitters that allow for accurate GPS and communica-

tion. 

Education, Research & Innovation. The education of the next generation is 

critical for any society along with research into new fields in order to innovate and 

find new solutions to old and new problems. For example, cancer research at hos-

pitals. 

Transport. This sector is not about your Toyota, it is about the roads, tunnels, 

bridges, trams, airports and railway systems that connect every part of Norway to 

each other. The continued maintenance and planning for new transport systems are 

also a part of it. 

Communication. Closely linked with Space, however this sector is more along 

the lines of phone masts that allow people to call each other, and internet masts 

that give the population access to the internet. 

Water. The collection and purification of water, making it drinkable for the 

population. This is along with the waste disposal and major pipelines that distribute 

this to every home here in Norway. 

Health. Hospitals and homes for the elderly, along with all the infrastructure in 

place to take care of people with disabilities that need help. In addition, the distri-

bution of medicine that the public needs. Included are also all the operative systems 

that connect these with each other. 

Defense & National Security. The military infrastructure, fighter jets, bomb-

ers, tanks, warning systems, radar systems and the production and development of 

weapon systems. This sector also encompasses the civilian agencies and depart-

ments that plan and protect the population from natural disasters and other events 

that are crucial for national security. 

Now that the different sectors have been given a short description, there needs 

to also be a definitive description of what constitutes as a LLM and how it differs 

from previous AI assistants. 
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1.2 AI & LLM 

AIs are not something new. Apple’s built in AI assistant Siri had its initial release 

in 2011, Amazon Alexa came out in 2014, Google Nest arrived in 2016 and basic 

chatbots on various websites have been available for a long time. So why exactly 

have the popularity and interest in AIs blown up in the last year? The answer is 

both simple and complex, LLMs. 

LLMs differ from the ordinary AI assistants you find in your home or on your 

phone. Siri, while good at telling the time or cracking the odd joke, is not compa-

rable at all to the capabilities present in for example ChatGPT which already in 

January 2023, 2 months after its initial release, had over 100 million active users 

in that month alone (Hu, 2023). 

Why is Siri not comparable? The first hint lies in the name GPT, it is an abbre-

viation of Generative Pre-trained Transformer. LLMs like ChatGPT are trained on 

vast amounts of data which allows it to generate human-like responses and func-

tion with high accuracy (Kasneci et al., 2023, p.1). LLMs are simply far more 

comprehensive tools than the basic assistants in that the responses you as the user 

receive are more ‘thought out’ and seem better. We asked ChatGPT ‘what is the 

difference between Siri and a large language model?’ it responded with a 355 word 

long, detailed, response outlying all the differences and similarities. Of course, 

getting responses like that would most likely resonate with more users than a basic 

short answer would. 

The increase in popularity of AIs have also led to an arms race between the big 

tech companies i.e., Microsoft, Google etc. where all of them are attempting to get 

a majority share in the market by having the leading AI Assistant. At the AI For-

ward 2023 event in May 2023, Bill Gates explained that the goal was to create an 

AI that would inevitably do anything for you so that you never again had to use 

search engines or go onto Amazon in order to buy products (Vanian, 2023). AIs 

and LLMs are thus here to stay, and with more and more money pumped into cre-

ating satisfying models, along with the millions of users helping train them, the 

quality will only increase in the years to come. 

 

1.3 Motivation 

In the beginning of this chapter, hallucination was briefly introduced where 

ChatGPT identified Breivik as a Norwegian hero. This opens up a whole lot of 

possibilities for mis- and disinformation to be spread with the use of LLMs. 

The concept of hallucination is important in order to get any clear idea on how 

AIs, especially LLMs affect mindful individuals, but what exactly is it? AI 
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hallucination is defined as “a phenomenon where AI generates a convincing but 

completely made-up answer” (Athaluri et al., 2023, p.1) where it can use fake ref-

erences in order to be more compelling (Curtis, 2023, p.275; Alkaissi & McFar-

lane, 2023, p.2). Not just that but hallucination can be split into two different parts, 

intrinsic- and extrinsic hallucinations. Intrinsic hallucinations “refers to the LLM 

generation that contradicts the source/input” (Bang et al., 2023, p.17). Whereas 

extrinsic hallucinations “refers to the LLM generations that cannot be verified 

from the source/input content (i.e., output that can neither be supported nor con-

tradicted by the source)” (Bang et al., 2023, p.19). 

The problem with this is multifold as “it hampers a user’s trust in the AI system, 

negatively impacts decision-making, and may give rise to several ethical and legal 

problems'' (Athaluri et al., 2023, p.4). The hallucination problem is not just present 

in ChatGPT, it is present in all types of LLMs as they “hallucinates with human-

like fluency and eloquence on things that are not based on truth; and as a general-

purpose language model trained from everything on the web, its language cover-

age is questionable'' (Bang et al., 2023, p.1). Having the AI provide false infor-

mation would be catastrophic in many sectors, for instance in the Defence and 

National Security sector AIs will be used for “intelligence, surveillance, recon-

naissance, logistics, cyberspace operations, information operations, command 

and control, semiautonomous and autonomous vehicles and autonomous weapon 

systems'' (Hartman & Steup, 2020, p.328). It is therefore obvious that a fault in the 

AI could result in huge damages and threats. Of course, this may be an extreme 

scenario, but the point is still true whether AI is used in military, financial or just 

as an assistant in a job outside of the critical infrastructure. One mistake and your 

entire system may be brought down, or confidential information may be taken. 

ChatGPT as a LLM seems to have especially many problems as it “shows more 

weakness in inductive reasoning than in deductive or abductive reasoning. 

ChatGPT also lacks spatial reasoning while showing better temporal reasoning. 

ChatGPT also lacks mathematical reasoning” (Bang et al., 2023, p.2). It is not just 

that however, ChatGPT also suffers from “hallucination problems like other LLMs 

and it generates more extrinsic hallucinations from its parametric memory as it 

does not have access to an external knowledge base.” (Bang et al., 2023, p.1). It 

has also been shown to have an accuracy of 63,41% on 10 different reasoning cat-

egories (Bang et al., 2023, p.1). 

In December 2022, the CEO of OpenAI, the creators of ChatGPT, Sam Altman 

wrote on Twitter that “It’s a mistake to be relying on [ChatGPT] for anything 

important right now” (Altman, 2022, referenced in Bang et al., 2023, p.1). Trusting 

LLMs too much right now has the potential of creating false experts, thus it can be 

harmful if those ‘experts’ are in key positions such as the medical field (Alkaissi 

& McFarlane, 2023, p.4). 
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Now that it has been established that LLMs can essentially ‘lie’ to the users, this 

motivates the topic for this thesis. When tools like this get increasingly popular, 

they will most likely be used by employees in critical infrastructure eventually, if 

they are not already in use, sanctioned or not. Therefore, it is of importance to 

investigate how it affects cybersecurity mindfulness in HROs. 

 

1.4 Research Question 

We are interested to see what effect the usage of AIs has on the mindfulness of 

cybersecurity operations; therefore, we will find informants from critical infra-

structure to question within the context of cybersecurity mindfulness. 

Thus the research question (RQ) guiding this thesis is the following; How will 

AI Assistants Affect Cybersecurity Mindfulness in High-Reliability Organizations? 

1.5 Scope of the Thesis 

The scope is important for any thesis. We are 2 students who have to complete a 

study and write a report on it within a certain timeframe and thus have limited 

resources. If we have too large of a scope then we will not be able to complete it. 

If we have too small of a scope then the thesis will neither be innovative nor 

compelling. 

Based on this the scope of this thesis is to research how AI’s affect an 

individual’s mindfulness in the context of cybersecurity, first a literature review 

has been conducted in order to find relevant research on the topic or themes 

associated with it i.e. Mindfulness, mindlessness, AI, ML, trust etc.. After this we 

conducted interviews with a select group of individuals that matched our criteria, 

this is further explained in Chapter 3. Finally we analyzed the results and 

connected the interviews to the literature review findings. 

 

1.6 Structure of the Thesis 

This section contains the structure of out thesis. 

Chapter 2 Literature Review. In this chapter the list of the literature we have 

found and the different findings that have been made are put into fitting headings 

in order to best investigate what the consensus is regarding our topics. 
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Chapter 3 Research Approach. This chapter establishes what kind of literature 

review and research approach we have taken to study the phenomenon we have 

chosen, whether that be qualitative or quantitative. The chapter also plans and ex-

plains in detail how exactly we went forth with collecting the information that we 

seek. In addition, it also explains how the information was analyzed and what the 

ethical considerations of such a study is. 

Chapter 4 Findings. After the information is collected then it needs to be ana-

lyzed in order to find what the informants agreed or disagreed on. The chapter is 

split into different subchapters based on the NVivo codes from the previous chap-

ter. 

Chapter 5 Discussion. In this chapter the information is discussed in relation to 

the findings from the literature review to see if the informants agreed or disagreed 

with the literature. Or if the informants had information that was not brought up in 

the articles. 

Chapter 6 Conclusion. The last chapter of the study is the conclusion and cul-

mination of the entire thesis, where not only the conclusion is presented but also 

the practical implications. There is also a critical look at our work this semester 

where we analyze what could have been done better or what we would have done 

if we had more time and resources. 
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2 LITERATURE REVIEW 

In order to find out what the literature says regarding our selected topic, there needs 

to be a literature review conducted in order to get a good overview of what the 

current consensus is. This Chapter will sum up our literature findings that are col-

lected by conducting our literature methodology described in Chapter 3. The 

method includes inclusion and exclusion criteria, primary and secondary keywords 

and on what platforms the literature was found during this review.  

This Chapter will both list and categorize the different literature we found 

relevant during this review, and explore the findings related to it.  

The categories that are identified in this Chapter will be added to our variation 

of the Waardenburg & Huysmans model on AI implementation (Waardenburg & 

Huysman, 2022, p.7). Our model can be found in Chapter 2.3 and functions as the 

culmination of the literature review. 

 

2.1 Literature List 

Finding the literature involves the use of the criteria mentioned in Chapter 3.2. The 

articles we include within this review should contain at least one of the following 

criteria. The first iteration of this process would mainly include the title of the 

articles within our search results. The articles would then be reviewed by reading 

the abstract, introduction and conclusion. This process is called the filtration or 

screening process, where we filter every article we find relevant to narrow our list 

of articles found (Xiao & Watson, 2019). 

Table 1 lists up every article that is being included within this systematic 

literature analysis. Each article that either relates to mindfulness/mindlessness, AI 

or cybersecurity, with a complete study that shows interesting findings 

fully/partially related towards our research scope would be included for this review 

and are listed under the main topic. The research articles could also include other 

topics listed within the secondary topics, which we would qualify as relevant if 

they also are connected to either mindfulness/mindlessness, AI or cybersecurity. 

The articles listed contribute to our research, which would establish a better 

foundation for this thesis. 
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Table 1 Literature List 

 

Authors 

Main Topic Secondary Topics 

Mindful-

ness/ 

Mind-

lessness 

AI Cy-

bersecu-

rity 

Aware-

ness 

Trust Orga-

nizatio-

nal  

ML 

Dernbecher, et 

al. (2017) 

X 
      

Thatcher, et al. 

(2018) 

X 
      

Zhu, et al. 

(2015)  

X 
 

X 
    

Esfahani, et al. 

(2020) 

X 
      

Araujo. (2018) X X 
     

Li. (2018) 
 

X X 
    

Morales-Forero, 

et al. (2022) 

 
X X 

  
X 

 

Thuraisingham. 

(2020) 

 
X X 

    

Zhang, et al. 

(2022) 

 
X X 

    

Hartmann, et al. 

(2020) 

 
X X 

   
X 

Trim, et al. 

(2022) 

 
X X 

  
X 

 

Wazid, et al. 

(2022) 

  
X 

   
X 

Canbek, et al 

(2016) 

 
X 

     

Benzaïd, et al. 

(2020) 

 
X X 

   
X 
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Authors 

Main Topic Secondary Topics 

Mindful-

ness/ 

Mind-

lessness 

AI Cy-

bersecu-

rity 

Aware-

ness 

Trust Orga-

nizatio-

nal  

ML 

Mirsky, et al. 

(2023) 

 
X X 

  
X 

 

Cunneen, et al. 

(2020) 

 
X 

     

Gratch, et al 

(2022) 

 
X 

     

Jensen, et al. 

(2017) 

X 
 

X 
    

Burns. (2019) X 
 

X 
    

Ansari. (2022) X X X 
    

Timmers. 

(2019) 

 
X X 

 
X 

  

Passi, et al. 

(2022) 

 
X 

     

Sayan, et al 

(2017) 

 
X X X 

   

Siau et al. 

(2018) 

 
X X 

 
X 

 
X 

Puthal et al. 

(2021) 

 
X X 

 
X 

 
X 

Buchanan 

(2020) 

 
X X 

  
X 

 

 

The next section would discuss the different findings extracted from these 

articles, each in their own category. 
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2.2 Literature Findings 

After finding all the relevant articles for the thesis it is important to find out what 

they as a collective say the current understanding of the topics are. From the 

literature there has been created two different categories from which this thesis 

will base itself around. These categories are; Mindfulness & Mindlessness and AI 

Benefits & Disadvantages. They will be discussed in the coming sub-chapters. 

 

2.2.1 Mindfulness & Mindlessness 

The concept of mindfulness and mindlessness is one that is foundational to our 

entire thesis, thus in order to investigate what effect an AI has on mindfulness we 

first have to identify what defines a mindful or mindless process. 

Mindfulness is described as a process where the individual has a certain aware-

ness of their surroundings and their consequences. An individual who has a high 

level of mindfulness would then question events in order to create their own inter-

pretations, which in turn would only heighten their mindfulness (Langer & Imber, 

1980; Langer & Moldoveanu, 2000, referenced in Dernbecher & Beck, 2017, 

p.122). This is further expanded upon when also adding that they can identify 

“novel aspects of context that can improve foresight and functioning” (Langer, 

1989, referenced in Thatcher, Wright, Sun, Zagenczyk & Klein, 2018, p. 832). 

This can be boiled down to 5 simple aspects: “1) a preoccupation with failure, (2) 

a reluctance to simplify interpretations, (3) a sensitivity to operations, (4) a com-

mitment to resilience, and (5) a deference to expertise” (Burns, 2019, p.14). One 

of the ways in order to get mindful individuals is to conduct mindfulness training. 

Conducting mindfulness training on individuals can also make a business much 

more secure from a cybersecurity standpoint, especially against phishing attacks 

because the training makes them stop and think about certain actions before they 

do them (Jensen, Dinger, Wright & Thatcher, 2017, p.602). If the individuals are 

more resistant to phishing attacks, then the arguably largest attack surface of the 

organization, namely the employees, have shrunk and thus making them more 

cyber secure. 

On the other hand, mindlessness is the antithesis of mindfulness. Where mind-

fulness is cognitive thoughts and reactions that an individual consciously makes, 

mindlessness is the unconscious or rather ‘automatic’ actions an individual makes 

(Zhu, Carpenter & Kolimi, 2015, p. 1067). Examples of unconscious actions can 

be something as simple as breathing or blinking, you breathe and blink automati-

cally you don’t need to invest brainpower for that function. People also tend to 

mindlessly apply social rules and expectations to computers and if the individuals 
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are in a good mood, they have a high probability of performing a task mindlessly 

(Zhu, et al., 2015, p. 1068). It also appears that an individual acting mindlessly is 

far more likely to divulge sensitive personal information based on unsound rea-

sonings given to them (Zhu, et al., 2015, p. 1072). 

An additional factor is that if an AI seems anthropomorphic. Anthropomor-

phism is the concept of how human something appears. For instance, a chatbot 

with rudimentary answers would perhaps not seem that human, whereas an AI as-

sistant like Siri who has a human voice may seem much more human. The more 

human a machine appears the more it will increase the users trust and lower their 

uncertainty (Hoeffler, 2003; Castano and Giner-Sorolla, 2006, referenced in Esfa-

hani, Reynolds & Asleigh, 2020, p.1). This is also corroborated upon because if 

you remove the human cues from the AI, people are far more likely to understand 

on an instinctive level that it is just a machine and those human cues help build a 

‘relationship’ between the human and the machine (Araujo, 2018, p.188). 

This would indicate that the individuals may act more mindless around AIs that 

appear human, especially if we combine this information with Zhu et al. mentioned 

earlier (Zhu, et al., 2015, p. 1068).  

 

2.2.2 AI Strengths & Weaknesses 

One of the biggest risks regarding AIs is the development of an overreliance on 

them. The overreliance is defined as “users accepting incorrect AI 

recommendations—i.e., making errors of commission. Overreliance generally 

happens when users are unable to determine whether or how much they should 

trust the AI." (Passi & Vorvoreanu, 2022, p. 2). The level of trust between the 

human and the machine is based on the so-called AI literacy, Expertise and Task 

Familiarity that the individual has (Passi & Vorvoreanu, 2022, p. 4-5). Similarly 

there are certain biases that are inherent in the human mind, such as automation- 

and confirmation bias. Automation bias is self explanatory, it revolves around an 

individual who would rather favor the recommendations from automated services 

than non-automated services. If you have a high automation bias you will be unable 

to regulate your reliance even if the AI makes mistakes, which it inevitably will do 

(Passi & Vorvoreanu, 2022, p. 6). The other bias, confirmation bias, is simply that 

you want answers that confirm your assumptions. Individuals with this bias 

wrongly attribute the AI with logic and reasoning (mindfulness) when in reality it 

has none of those (mindlessness) (Passi & Vorvoreanu, 2022, p. 7). The overall 

level of performance is also tanked because of the overreliance compared to when 

the human and the AI work separately (Passi & Vorvoreanu, 2022, p. 10). 
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Overreliance is simply when you trust the AI too much, but establishing trust is 

important. This is because trust is the primary reason for acceptance of any type of 

information (Siau & Wang, 2018, p.47). However, it is not enough to simply 

establish trust, it is important to cultivate and maintain it as Figure 2 shows how to 

do. 

 

Figure 2 Technology features of AI that affect trust building2 

What becomes the issue then is how to have trust in the AI system but not so 

much that it becomes an overreliance on it. 

However, overreliance is not the only major threat that is associated with AIs, 

another is the fact that an AI may be attacked or deceived and is susceptible to 

poisoning attacks. This would lead it to giving you the wrong answers and predic-

tions (Li, 2018, p.1463; Morales-Forero, Bassetto & Coatanea, 2022, p.6; Mirsky 

et al., 2022, p.1; Thuraisingham, 2020, p.1116; Benzaid & Taleb, 2020, 

p.143).  Data poisoning is a concept that can threaten an AI when you train it 

(Puthal & Mohanty, 2021, p.33). If an adversary could change the training data the 

AI could act more adversarial rather than a helpful tool as it should. Data poisoning 

needs more research, especially in national security organizations because that is 

usually where the dedicated adversaries are and ready to exploit any flaw or 

mistake they can (Buchanan, 2020, p.10). Considering this thesis focuses on 

critical infrastructure, which in most cases can be described as national security, 

this is something that is important.  

This would also be especially prevalent considering that Deep Learning AIs are 

not transparent in how they reach certain answers or conclusions (Timmers, 2019, 

p.637). This may of course be circled back to the biases that were brought up in 

the previous paragraph where it also may provide the users with a sense of naivety 

 
2 Figure 2 “Technology features of AI that affect trust building” [Figure]. 2018. By Siau & Wang. 
Retrieved from https://www.researchgate.net/profile/Keng-Siau-
2/publication/324006061_Building_Trust_in_Artificial_Intelligence_Machine_Learning_and_Rob
otics/links/5ab8744baca2722b97cf9d33/Building-Trust-in-Artificial-Intelligence-Machine-
Learning-and-Robotics.pdf   

https://www.researchgate.net/profile/Keng-Siau-2/publication/324006061_Building_Trust_in_Artificial_Intelligence_Machine_Learning_and_Robotics/links/5ab8744baca2722b97cf9d33/Building-Trust-in-Artificial-Intelligence-Machine-Learning-and-Robotics.pdf
https://www.researchgate.net/profile/Keng-Siau-2/publication/324006061_Building_Trust_in_Artificial_Intelligence_Machine_Learning_and_Robotics/links/5ab8744baca2722b97cf9d33/Building-Trust-in-Artificial-Intelligence-Machine-Learning-and-Robotics.pdf
https://www.researchgate.net/profile/Keng-Siau-2/publication/324006061_Building_Trust_in_Artificial_Intelligence_Machine_Learning_and_Robotics/links/5ab8744baca2722b97cf9d33/Building-Trust-in-Artificial-Intelligence-Machine-Learning-and-Robotics.pdf
https://www.researchgate.net/profile/Keng-Siau-2/publication/324006061_Building_Trust_in_Artificial_Intelligence_Machine_Learning_and_Robotics/links/5ab8744baca2722b97cf9d33/Building-Trust-in-Artificial-Intelligence-Machine-Learning-and-Robotics.pdf
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and false sense of security while interacting with the AI and thus affect their 

security awareness (Timmers, 2019, p.637; Ansari, 2022, p.1). 

What this then tells us is that an AI is, as all technology, hackable. If the AI then 

is hacked and gives out the wrong information there is the possibility that the users 

may take it for granted that it is correct, as we discussed in the previous paragraph. 

AI Assistants (AIA), have the possibility of making the life easier for the users 

by letting the user see what is most relevant to them based on their search pattern. 

However “ the framing and agreement to tailoring obfuscates other possible data 

use contexts that may lack user benefits and may present risks by permitting 

commercial analytics and insights regarding user behavior.” (Cunneen, Mullins 

& Murphy, 2020, p.625). This obfuscation would then obviously lead to the user 

not getting the best information they would need to fulfill their tasks. In addition 

to this some researchers argue that the use and personalization, i.e the AI is affected 

by your search patterns, makes people tend to act more deceptive than if they had 

not used an AIA (Gratch & Fast, 2022, p.1-2). It appears that this does not 

explicitly lower the level of mindfulness, it however makes the individuals much 

more prone to knowingly bend the rules because it is not them directly that is 

bending them, but rather the AIA (Gratch & Fast, 2022, p.2). This fact can of 

course negatively impact the employees’ security behaviour and make the 

organizations more at risk. 

Of course, there are not just risks connected with the use of AIs, there are also 

great possibilities that can be achieved. An AI within a system has the possibility 

of performing User Access Management, Network Situation Awareness, 

Monitoring of Dangerous Behaviour and Identification of Abnormal Traffic 

(Zhang, 2022, p.1031-1037; Wazid, Das, Chamola & Park, 2022, p.314; Sayan, 

Hariri & Ball, 2017, p.313-314). This relieves a huge workload of an individual 

where the AI is much more suited for this kind of work and the individuals can 

focus their time on responding to events in real time (Trim & Lee, 2022, p.10). AIs 

have also been shown that they may be a good defense for 5G networks and beyond 

(Benzaid & Taleb, 2020, p.147) 

AIs are not simply advantageous on the overall business side as you can see 

above, having AI assistants, or so called Intelligent Personal Assistants (IPA) has 

been shown to increase the users knowledge in the specific field in which it assists 

and could possibly make even the least expert individual safe on the web (Canbek 

& Mutlu, 2016, p.596; Sayan, Hariri & Ball, 2017, p.314). 
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2.3 Summary 

To summarize our findings it can be said that you want to have a high level of 

mindfulness. Mindfulness is simply the ability to have critical and rational thinking 

while also daring to ask questions. Whether it is just an individual citizen or your 

employee, the benefits are quite clear in that regard compared to the risks that are 

appearing in this cyber age regarding mindlessness. 

AIs on the other hand are, in a simplified way, just lines of unfeeling code. An 

AI does not have the ability to be mindful as its answers come from previous search 

patterns. The problem then becomes if a mindful individual can become 

compromised by an overreliance on AI assistants in their daily routine? While the 

research is clear that an AIA certainly has both positives and negatives regarding 

what it can do, the fact that there seems to be a possibility of it being poisoned or 

targeted to behave more adversarial is a crucial negative. The fact that it might 

contradict itself thus giving an unstable basis of knowledge at best is concerning, 

add in the fact that it can completely make up false references, as seen in Chapter 

1.3, to back up its claims then it seems completely factual, whereas in reality it is 

not. It is this that this thesis will look deeper into. 

Figure 3 is based on the Waardenburg & Huysmans model on AI 

implementation (Waardenburg & Huysman, 2022, p.7). This model is a 

representation of our Literature review where 4 topics have been identified when 

Users work together with AI Assistants. The figure illustrates the interaction 

between these two entities which forms the area of interaction within cybersecurity 

operations. 
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Figure 3 Conceptual Model of AI Assistants Use in Cybersecurity 

Operations 

2.3.1 The Gap 

The Gap in the research is that our RQ in itself has not been investigated 

thoroughly before, mainly because LLMs is new and the research has not come 

out yet. In Figure 3, and in the previous chapters, it has become apparent that AIs 

have both strengths and weaknesses. Depending on how you see it a strength can 

also be a weakness in a different context. For instance, automation; you streamline 

the processes and make the organization more efficient, however you remove the 

human, thus there is perhaps less oversight into the decisions the AI makes and the 

employees utilizing the AI become over reliant on it. There is a fine margin 

between what is a strength and a weakness. In conjunction with this, the 

mindfulness and mindlessness aspects also overlap, as seen in Figure 3. An AI 

strength or weakness can lead to both mindlessness and mindfulness based on how 

the tool is utilized. In Chapter 1.3 the concept of AI hallucination was brought up, 
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this concept can easily lead to mindlessness by tricking the user. However, if the 

user is aware of the phenomenon then they can counter it by reference checking 

the information and thus acting more mindful. 

The literature however, has not gone in depth to understand what kind of an 

impact an AI has on individuals already considered mindful. While some articles 

have brought up concepts like overreliance and shown that it might lead to 

mindless actions from the individual, it has not been set in the context of an HRO. 

An HRO has a high level of mindfulness and they think things through, to avoid 

being deceived as best as they can. Because of this there is a gap in the knowledge, 

and is why it would be prudent to investigate this phenomenon in HROs, to see 

just what kind of effect AIs and LLMs have on an individuals mindfulness. 

This has led us to formulating this RQ for the thesis: How will AI Assistants 

Affect Cybersecurity Mindfulness in High-Reliability Organizations? 
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3 RESEARCH APPROACH 

In this chapter, the different methodologies utilized in this thesis will be explained. 

This thesis is built up by first conducting a literature review, then a qualitative 

study in order to thoroughly investigate the RQ. 

The literature review is foundational for the entire thesis, you have to start with 

that before you conduct any type of qualitative or quantitative study. Why? 

Because it is through the literature review that it is possible to see what is already 

understood and what the gap in the literature is. This is important as the gap guides 

the questions in the study that is conducted after the review. 

3.1 Literature Methodology 

This section covers the process of conducting a systematic literature analysis. Yu 

Xiao and Maria Watson's report on “Guidance on Conducting a Systematic 

Literature Review” (Xiao & Watson, 2019) describes this process in great detail. 

They visualize these guidelines in their report, step by step. We have recreated 

their model in our literature review, Figure 4 is based on the same steps and fulfills 

the same purpose. 

 

Figure 4 Process of Systematic Literature Review 
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Figure 4 is divided in 3 phases, where each phase includes one or more steps 

that are related to this methodology. The figure represents an iterative process 

which is represented by the arrow on the left side. This process is done to 

continuously clarify the research question after completing an iteration, each 

iteration increases the knowledge of the current problem statement, which results 

in better and more precise literature conduction for each iteration that is done in 

this analysis. 

 

3.2 Criteria 

The criteria is constructed as a blueprint for filtering articles that are deemed 

relevant/irrelevant. It is an important protocol of this review, as Xiao & Watson 

writes that “It is necessary for enhancing the quality of review because it reduces 

the possibility of researcher bias in data selection and analysis” (Kitchenham and 

Charters 2007, referenced in Xiao & Watson, 2019, p. 103). The purpose of each 

criteria is to collect valuable data from each article that concerns AI, 

mindfulness/mindlessness or cybersecurity. The articles should be written in an 

understandable language and be relatable towards the scope of this thesis. We have 

constructed an inclusion criteria table, which lists the necessary information an 

article should include, and an exclusion criteria table, which exclude any articles 

that fall into the different categories listed. 

 

Table 2 Inclusion Criteria 

Criteria Justification 

The study must focus on 

Mindfulness/Mindlessness and AI 

risks or AI. 

Our study investigates the effect 

mindless AIs have on an individual's 

mindfulness. It is therefore important 

to collect articles that revolve around 

this issue. We need good descriptors of 

what defines mindfulness and 

mindlessness. In addition we need 

information on the possible risks that 

can occur when using AIs in order to 

see if they could negatively affect an 

individual. 

The study should be related to 

cybersecurity. 

Our thesis is based on cybersecurity 

related content. Articles that cover 
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aspects that are not directly 

concentrated towards cybersecurity 

topics, but rather could be related 

towards our scope, would be included 

within this analysis. 

The study must be written either in 

Norwegian or in English. 

We would not be able to understand 

them if they were in another language. 

 

Table 3 Exclusion Criteria 

Criteria Justification 

The study excludes topics that can not 

be related to cybersecurity. 

We are writing a thesis that includes 

cybersecurity related content. Any 

research articles that are completely 

irrelevant towards this topic would be 

excluded from this review. 

The study is not complete. Articles with partially or incomplete 

studies would be disregarded. As 

studies with a complete conclusion 

would be considered a more valuable 

contribution to our studies. 

The study is not related to our thesis 

scope. 

Studies that cover different aspects of 

the same topics we find irrelevant. 

 

 

3.3 Finding Literature & Relevant Topics 

The process of conducting a literature review is done by following the different 

processes in Figure 4 in an orderly manner. There are several strategies to search 

for literature, the use of electronic databases, forwards and backwards searching 

(Xiao & Watson, 2019, P. 103). In this review, we will firstly need to narrow down 

which databases we conduct our searches in. For this review we have landed on 

Web of Science and Google Scholar as the primary sources. When using Google 

Scholar it is easy to end up with millions of results if you do not specify your 

searches, therefore we tried to be as specific in our searches as possible, and only 

looked at the first 3 pages of results. This was because we can not go through all 

articles, and based it on that if it was not in the first 3 pages then it was not really 

relevant or any good. We also chose the Basket of Eight as one of the most reliable 
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database sources, as these articles often reflect high value to the research 

community. 

The next step in this review is to search within these databases with certain types 

of keywords that are related to the topic of this report. This is done to “dissect the 

research question into concept domains” (Kitchenham and Charters, 2007, 

referenced in Xiao & Watson, 2019, p. 103), which would narrow the search results 

within relevant categories for this review. In order to find these keywords the 

research question has to be looked into and broken down into distinctive elements. 

 

3.3.1 Theoretical Background 

Our research question is specifically targeting high reliability organizations based 

on their professionality and responsibility towards the society. The research 

question also asks how the impact of mindfulness can be affected by using 

mindless AI assistants, which revolves around aspects of cybersecurity, security 

awareness and trust towards these tools. This creates a foundation of topics that 

we would further implement throughout our study. The research question is 

directed towards cybersecurity related topics, where mindfulness can be affected 

by mindless tools like AI assistants. Modern AI tools we see today are both new 

and untested which can cause skepticism. We believe that trust is an important 

factor when it comes to using it with care, and would implement that as a topic for 

this analysis. Another important aspect of AI is machine learning. Many 

organizations already use ML in their daily security operations, which is also why 

we would like to include this topic for our literature analysis as it represents similar 

technology, but at a much lower level. 

Mindfulness and mindlessness within the context of cybersecurity is one of the 

main elements that is involved within the RQ of this thesis. These elements 

combined within the context of using AI assistants creates the foundation of our 

research. These elements are described in detail in Chapter 1 and are one of our 

main focuses that are included within our literature analysis, which in this review 

would also be considered as our main keywords. These keywords alone would 

result in vast numbers of articles that might not be related towards our research 

topic. We also included other keywords that can be partially connected towards 

the topic of this thesis. We have implemented security awareness as one of these 

secondary keywords as mindfulness and mindlessness is closely connected to the 

individual's awareness as stated in Chapter 1. We are also including several 

keywords that are connected towards AI implementation and usage within HRO´s. 

This involves elements like trust towards AI and organizational handling of AI. 

We are also including machine learning as this type of technology resembles the 
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one used in AI. This thesis mainly concerns topics that are newly introduced to the 

research community that explores a new type of technology, which is currently in 

the process of being used in our everyday lives. The consequences that follow is 

the lack of information about literature online which relates to our topic, and is the 

main reason why keywords that can be partially related to the topic are included 

within our literature review strategy. The keywords combined would also result in 

narrower and more specific search results, where articles that are more relevant 

can easier be found.   

3.4 Research Design 

The gap explained in Chapter 2.3.1, focuses on the lack of information about our 

research topic. This section would propose a suitable research strategy to our 

research question, where each phase includes different design decisions that can 

be implemented within this strategy. The strategy would also be affected by 

elements like timeframe and topic of choice which would be argued throughout 

the following chapters. 

There are several different strategies to follow while conducting a research 

study, which is required for constructing a suitable answer towards the specific 

research question. Our study involves analyzing the effects of mindless AIs on 

individual mindfulness in a cybersecurity context. To understand these changes, 

we will design a qualitative research strategy. 

Table 4 below describes different research designs that we find most relevant, 

however we will only choose one of these as the limited timeframe and resources 

would not allow the usage of a combined research design. The two research 

approaches come with a short description to get an overview of which is more 

suitable regarding our field of research. 

Table 4 Research Design 

Qualitative Research Design Short Description 

Case Study Case study would offer rich and 

descriptive data for the instance of the 

phenomenon that is being studied 

(Johannesson & Perjons, 2014, p.  44). 

Multiple Case Study It is best suited when there are several 

cases that are connected towards the 

phenomenon, where connecting 

similarities are essential when 
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conducting this design (Hunziker & 

Blankenagel, 2021, p. 172). 

 

The qualitative approach could involve several research designs, but is highly 

dependent regarding elements such as topic, cost, time and resources. In our case, 

the timeframe and available resources to conduct our research is very limited. 

Which would affect our decision when it comes to the choosing of a qualitative 

approach. It is also important to choose the right approach concerning the topic 

and relevance towards our research. 

 

3.4.1 Longitudinal or Cross-Sectional 

When we are creating this study we also have to take into consideration what kind 

of design we will follow, either a cross-sectional or a longitudinal. A cross-

sectional design is a series of studies taken at one specific time or a short period, 

it gives a snapshot of the phenomenon we are studying (Johannessen, Tufte & 

Christoffersen, 2016, p.70). A longitudinal design is in contrast a study which is 

done at more than one occasion, you can say that a longitudinal study is multiple 

cross-sectional studies in one (Johannessen, Tufte & Christoffersen, 2016, p.71). 

In this thesis we opt for a cross-sectional research design, because of several 

reasons. First off is that a longitudinal study would have been better for our 

research question IF we had done interviews at the beginning, in the middle and 

the end of the implementation of AIs. This is of course something which is 

impossible or very time consuming regarding the time limit we have to complete 

this thesis. Based on all these factors we will do a cross-sectional study. It would 

also be combined with other design strategies mentioned in Table 4 Research 

Designs. Which will be further discussed in Chapter 3.5. 

 

3.4.2 Sampling 

To conduct any data generating methods, we need to decide which sampling 

techniques are best suited for our approaches. In Table 5 the different techniques 

are mentioned with a short description of when to use them. 
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Table 5 Sampling 

Sampling Technique Short Description 

Representative Sampling This sample represents the total 

population that is being studied which 

shares the same relevant characteristics 

(Johannesson & Perjons, 2014, p. 43). 

Exploratory Sampling This sample has an exploratory 

purpose which focuses on new 

explorable areas (Johannesson & 

Perjons, 2014, p. 43). 

Random Sampling This sample is randomized and would 

be represented as the targeted 

population; the randomization process 

is conducted where participants have 

an equal chance of being chosen 

(Johannesson & Perjons, 2014, p. 43). 

Purposive Sampling The sample would provide valuable 

information and an asset to the 

research, where the techniques are 

generated through exploratory 

purposes of the samples (Johannesson 

& Perjons, 2014, p. 43). 

Snowball Sampling The sample can suggest other 

participants to join the sample group 

throughout the research process 

(Johannesson & Perjons, 2014, p. 44). 

 

For this study we find Random sampling to be the best suited for us. This is 

because of the limited time frame we have available and we want to find HROs 

that want/can participate in our study. Therefore it seems far more prudent to find 

a list of HROs and send out requests at random to them. 

3.5 Qualitative Research Approach 

A qualitative approach is better explained where “Instead of providing a broad 

view of a phenomenon that can be generalized to the population, qualitative 

research seeks to explain a current situation and only describes that situation for 

that group.” (Lowhorn, 2007, p. 3). The approach relies heavily on data collection 

directed towards a phenomenon connected to a group of individuals. Lowhorn also 

mentions qualitative methods focusing on the behavior aspect of these individuals 
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and other characteristics as it is more inductive rather than deductive, where the 

approach has the ability to reproduce results (Lowhorn, 2007, p. 3). 

There are several qualitative methods that have their own strengths and 

weaknesses depending on the circumstances. Each method is based on human 

interaction, which creates potential for a deeper understanding of a phenomenon, 

but also increases the probability of biased data. Some relevant methods used with 

this approach are interviews, observations and focus groups. 

The research question regarding how individuals' mindfulness is affected by AI 

Assistants within the context of cybersecurity is a new topic. This creates a 

challenge based on the availability of the information needed within this type of 

research. For that reason, we have concluded that a type of case study would be 

the most suitable approach for this thesis. 

 

3.5.1 Case Study 

A case study is explained as to focus “on one instance of a phenomenon to be 

investigated, and it offers a rich, in-depth description and insight of that 

instance.”(Johannesson & Perjons, 2014, p. 44). What differs this strategy is the 

level of details painted by researching a phenomenon with the use of different 

methods as observation or interviews. Johannesson & Perjons sums up all the 

characteristics of a case study, where focus on one instance and depth within a 

natural setting, creating relationships and processes are studied by using multiple 

sources and methods (Johannesson & Perjons, 2014, p. 44). A case study can be 

conducted in several ways, exploratory, descriptive and explanatory. Exploratory 

focuses on the unknown, where information about the phenomenon is scarce. 

Descriptive aims to produce a large amount of information regarding the 

phenomenon, while explanatory focuses not only on the ’what?’, but also the 

’why?’ certain events happen (Johannesson & Perjons, 2014, p. 44). However, in 

this thesis we aim have several informants from different HROs, thus creating 

multiple cases. 

 

3.5.2 Multiple Case Study 

In instances where there are several cases, a multiple case study research design 

would be the preferred approach. While a single case study focuses on one instance 

of the phenomenon, a multiple case study compares similarities and differences 

within the same environment, among several cases (Hunziker & Blankenagel, 
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2021, p. 172). The advantages by conducting multiple case studies is the amount 

of collected data that is both comparable and trustworthy rather than a single case 

study (Hunziker & Blankenagel, 2021, p. 183). 

One of the biggest weaknesses within this type of design is the generalization 

of the results, this counts for both single and multiple case study. For example if a 

case study is conducted towards a small scale business, the findings would be only 

relevant towards businesses with the same scale and scenario. Which makes larger 

businesses irrelevant when it comes to that certain case scenario (Johannesson & 

Perjons, 2014, p. 45). There are also disadvantages with multiple case studies, 

where such design is both time consuming and costly to conduct (Hunziker & 

Blankenagel, 2021, p. 183-184). 

The findings from the literature analysis presents the negative and positive con-

sequences by AI integration within any organization and business. It also focuses 

on the different aspects such as mindfulness, mindlessness, and cybersecurity 

within this context. To further investigate this phenomenon, it requires several case 

studies that cover this unfamiliar topic, where we can investigate and compare 

these cases to form a better understanding of this phenomenon. For that reason, we 

have concluded that a multiple case study combined with a cross-sectional research 

design is the most preferable approach within this thesis.    

There are multiple methods that can be conducted towards the multiple case 

study design. To conduct an observation can be extremely hard as we are studying 

cybersecurity related content, which would require permission to observe employ-

ees that are connected towards those environments. To conduct a focus group ses-

sion would also be difficult because of the availability issues that may arise when 

inviting several participants that are also connected towards these environments. 

The thesis is expected to start and finish within a 5-month period, which is im-

portant to note when it comes to method of choice, that it can generate enough 

relevant data within this time period. The most efficient method is to conduct sev-

eral interviews with targeted participants, which can give an in-depth description 

of the phenomenon we are studying. An interview is easily the most practical de-

cision as it also is time efficient, cheap and can cover several elements that are 

connected towards our research question. 

The multiple case study will have an exploratory focus and will include inter-

views as the method of data collection. The sampling would be random, as it tar-

gets several random HROs. The interview would be conducted one time per HRO, 

as our research also includes a cross-sectional design approach. The interviews 

will be transcribed, where the data is analyzed with the use of NVivo, the process 

is described in both Chapter 3.5.4 and Chapter 3.6. The validity of the data is based 

on several factors which we are aware of when conducting this design approach 

and described in Chapter 3.5.5.  
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3.5.3 Interview 

An interview is described as being “a communication session between a 

researcher and a respondent, in which the researcher controls the agenda by 

asking questions of the respondent.” (Johannesson & Perjons, 2014, p. 57). In our 

case our respondent is related to the cybersecurity department within a HRO. An 

interview can be constructed in many different ways to “allow for a more or less 

structured interaction between the researcher and the respondent” (Johannesson 

& Perjons, 2014, p. 57). The information we retrieve is hugely dependent on how 

we construct our interview. An interview can either be constructed as unstructured, 

semi-structured or structured. 

Unstructured interviews are when “the researcher is as unobtrusive as possible 

and lets the respondent talk freely about a topic without being restricted to specific 

questions” (Johannesson & Perjons, 2014, p. 57). This technique is more effec-

tively used when the topic of the research is not well known. A semi structured 

interview is used when “investigating complex issues, as the respondents can ex-

press their ideas and feelings in a more unrestricted way” (Johannesson & Perjons, 

2014, p. 57). A structured interview is a more restrictive technique that “follows a 

predefined protocol and is similar to a questionnaire” (Johannesson & Perjons, 

2014, p. 57).  

The unstructured and semi structured interview is best suited for investigating 

complex issues, where the informants are less restricted in comparison to a struc-

tured interview (Johannesson & Perjons, 2014, p. 57). In our context a semi struc-

tured interview would be best as we do have categories and questions we want to 

ask, but we do not want it to feel restrictive for the informants. We want them to 

open up and tell us as much as possible and we want to be able to ask follow-up 

questions or ask for clarifications if we need to. It is also important to note that our 

RQ concerns a phenomenon that lacks both research and resources such as research 

papers available online, which would impact on how we will design our interview.  

An interview can be conducted within almost any research design approach. It 

is both cheap and time efficient to construct and conduct, which can be done digi-

tally or physically depending on the situation. The influx of AIs in everyday life 

is, and will continue to be, a major digital transformation which can lead to many 

unforeseen consequences. It is this that we want to study in detail, more specifi-

cally how the mindfulness of the employees in HROs are affected by, perhaps, 

using AIs in many of their daily tasks. 

There are different challenges we should be aware of while conducting an in-

terview, Anyan describes that “Both the interviewer’s scientific competence and 

the interviewee’s behavior are examples of power manifestations in the qualitative 

interview research.” (Anyan, 2013, p. 6). This can create backlash during the in-

terview and analysis. It is also important to construct exploratory questions to 



35 

avoid short answers such as ‘yes’ and ‘no’ when the interview is based on a qual-

itative semi-structured interview. It is important to interact with the interviewee 

during the conversation. This can lead to unforeseen topics to be discussed, which 

grants us a broader understanding of the phenomenon. One of the disadvantages 

by conducting an interview is that it is time consuming, which relates to the tran-

scription and the analysis of the interviews. It is also dependent on our own char-

acteristics and personal attributes, which can affect the interview's outcome (Jo-

hannesson & Perjons, 2014, p. 58). 

By using random sampling technique, we are not targeting any specific HRO, 

instead we are randomizing the sample group by sending emails to a handful of 

candidates. The first eight or so agreeing to participate in our research would be 

included within our interview process. 

As mentioned, our research question explores an unfamiliar phenomenon which 

lacks documentation or research. The different topics related to this phenomenon 

on the other hand is better documented in Chapter 2, which makes the semi-struc-

tured interview our best approach for this type of research. The semi-structured 

interview would contain open questions regarding the topic that are being dis-

cussed. Follow-up questions will also provide better details in some sections if we 

find something unclear or interesting. The interview would also contain several 

main topics established earlier, such as AI, hallucination, mindfulness/mindless-

ness within the context of cybersecurity. We would also implement several ques-

tions that involve topics like cybersecurity awareness, trust and machine learning 

within organizations to better understand how these elements can be connected 

towards the main topics. The interview would be conducted digitally, which allows 

us to communicate with the informants regardless of geographical location and 

would be held 1 time each. The interviewee would also be informed that he/she 

would be pseudonymized to protect their identity and that they are being recorded 

for transcription purposes only. The consent form for the interview subjects, which 

describes how the interview will be conducted and how the information will be 

stored and processed is in Appendix A while the Interview Questions will be in 

Appendix B. 

 

3.5.4 Research Analysis 

The interviews will be held on either Zoom, Teams or Meet, mainly because they 

are simple to use and it is easy to get a recording of the interview itself where you 

get an audio file. That audiofile needs to be transcribed. For this we used Microsoft 

Word which has an integrated function that lets us upload said audio file directly 

and then it gets transcribed. This gives us a rough version of the transcription, 
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because the AI is not that good with Norwegian yet so we have to manually go 

over the text while listening to the audio file. This is of course time consuming, 

but would have been even more so without Word. 

When all the interviews are transcribed, we need to analyze exactly what each 

interview is about. The way we do this is we use Coding. Coding is a way to put 

labels on what the informant says, this can be done in programs like NVivo. After 

this is done, we can begin the real analysis and put the findings into context and 

see what our informants agree or disagree on. For this analysis we will use a the-

matic content analysis which is described as “Weeding out biases and establishing 

your overarching impressions of the data. Rather than approaching your data with 

a predetermined framework, identify common themes as you search the materials 

organically. Your goal is to find common patterns across the data set.” (Rev, 

2022). While our informants may talk about things that seem unrelated to our RQ, 

they may unintentionally touch upon something related to mindful individuals, 

mindless AI, or other relevant information within the context of cybersecurity, 

which in turn will help our analysis. This gives us a better way to contextualize 

and compare the information our informants give us. 

NVivo is our preferred approach regarding coding transcripts, as the program is 

free and easy to use. The coding process with NVivo is described in detail in Chap-

ter 3.6. 

3.5.5 Validity of Findings 

After analyzing the data retrieved from the transcripted interviews, we need to 

ensure the validity of the data. As mentioned in Chapter 3.5.2, case studies has one 

major disadvantage regarding the validity of the data, which is generalization. 

HROs in Norway vary in sizes, available resources, population, equipment and 

skills. This is an important element to consider when validating the data retrieved. 

One of the most important methods to ensure a great validity is to make this study 

replicable. 

By collecting other relevant literature, as done in Chapter 2, we can find the gap 

in the research and make our analysis more comparable, which also increases the 

validity of our research. Another important step is to ensure that our research 

approach is motivated by being self-critical towards the construction of the 

interviews. This would reduce the amount of bias that is reflected within the 

interview questions.  

These steps would ensure and decrease the probability of bias within the data 

that is being collected. The construction of the interviews will be affected by these 

elements to ensure greater quality of data. By making sure that other researchers 

could replicate our study with the same findings, would ensure that our data is 
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valid. Doing this in case studies on the other hand, would be difficult, as the prob-

lem with generalization could also affect the result by interviewing other organi-

zations that are not included within this study.    

One important aspect for us to consider is our inherent biases when analyzing 

these interviews. First off, the interviews were held and transcribed in Norwegian. 

In Chapter 4 we have of course taken snippets from these interviews and translated 

them into English. The most obvious problems with this are of course that we take 

their quotes out of context or that we mistranslate or misunderstand the meaning 

of them for it to fit better into what we want to find. We are human of course and 

therefore it is natural for us to perhaps want to find something that corresponds 

with our preconceived beliefs. In Chapter 2.2.2 this phenomenon was described as 

a confirmation bias and is a problem. However, this must not be allowed to steer 

the analysis and overall conclusion of the thesis away from what the informants 

say, even though what they say may be the polar opposite of what we expect to 

find. Another issue is generalization, which was explained earlier. This thesis aims 

to include a minimum of 8 interviews. There are of course plenty more organiza-

tions that are in the critical infrastructure or HROs, so our findings here cannot be 

used to state what definitively happens with mindful individuals that use AIs in 

HROs. However, it can be a good starting point for future research and a guiding 

pin to understand AIs effect on an individual. We can minimize the issue as men-

tioned earlier by conducting a literature review beforehand and being self-critical 

towards constructing the interview questions.  

 

3.6 NVivo 

When you are analyzing and coding the results from the interviews into NVivo, or 

other comparable tools, it is important to adhere to a methodology. This study will 

adhere to the method described in the report Seeking Qualitative Rigor in Inductive 

Research: Notes on the Gioia Methodology (Gioia, Corley & Hamilton, 2012). 

Figure 5, 6, 7, 8 and 9 in Chapter 4 shows how this method works in practice. 

The model is split into 3 parts, the 1st Order Concepts, 2nd Order Themes, and 

finally the Aggregate Dimensions. The 1st Order Concepts “which tries to adhere 

faithfully to informant terms, we make little attempt to distill categories, so the 

number of categories tends to explode on the front end of a study” (Gioia et al. 

2012, p.20). After coding all the transcribed interviews in this study we ended up 

with 78 different categories and concepts. This is of course a large number and can 

be overwhelming and easy to get lost in, but “You gotta get lost before you can get 

found’’ (Gioia, 2004, referenced in Gioia et al. 2012, p.20). 
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When this is completed, we can try to find similarities between the different 

codes and sort them accordingly into bigger categories as shown in Figures in the 

2nd Order. Here it is now “firmly in the theoretical realm, asking whether the 

emerging themes suggest concepts that might help us describe and explain the 

phenomena we are observing.” (Gioia et al., 2012, p.20). After doing this we ended 

up with 12 2nd Order Themes. 

Lastly there is the possibility to distill these themes further by combining several 

of them to create what is known as Aggregate Dimensions. As Figure 5, 6, 7, 8 and 

9 shows, the themes are combined into far fewer Dimensions based on which fit 

together the best. This thesis ended up with 5 Dimensions, AI Strength, AI Risks, 

Mindfulness, Mindlessness, and Trust & Deceptiveness. 

3.7 Ethical Considerations 

The qualitative approach includes some ethical considerations. The approach 

should respect the potential ethical issues that may arise from creating and 

conducting any research. We are basing our ethical considerations with the use of 

National Research Ethics Committees or in short NREC’s guidelines which 

specifies several ethical principles that should be considered in this thesis. It is 

important to notice that these guidelines should reflect a general view of the ethical 

element, and should not be replaced with the subject-specific guidelines (Torp, 

2019). 

Our report needs to follow the four principles mentioned by NREC, which is: 

• To respect any participants that are involved within the study (Torp, 2019). 

• Our research should only produce good consequences as the outcome of 

the study (Torp, 2019). 

• Our research should be implemented and designed in a fair manner (Torp, 

2019). 

• We should contain good integrity, where we behave openly, honestly and 

responsibly for the public and other colleagues (Torp, 2019). 

We also follow their guidelines that are listed on their webpage, which involves 

several different ethical aspects within this research. The thesis should focus on 

uncovering the truth, which should reflect academic freedom, where our approach 

is motivated, chosen and driven by us. We should also ensure high academic 

quality of the thesis, which possesses all the necessary requirements for creating 

and conducting this study. Participants should also consent to be a part of it, where 

confidentiality is used to hide their identity. Our study needs to include impartiality 

and integrity to add openness and trustworthiness to our research. The report shall 

credit/cite other authors if their content is cited during this report, or theory that is 

partially or fully based on any decisions made under this research. We also need 
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to show respect towards our participants, other researchers and the institution we 

belong to. We and our research shall also show social responsibility by respecting 

the community within the different organizations that are involved within this 

study. We are also to follow any national laws and regulations that are connected 

to the field of study (Torp, 2019). 

3.8 Data Sources 

For this thesis we have conducted 8 interviews with 8 different Norwegian 

organizations that fall under the categories of critical infrastructure and HRO. 

Table 6 shows the list of informants with their pseudonyms (I-1, I,2 etc.) and what 

occupation they had in their respective organizations. In Table 6 there is also which 

sector the informant’s organization falls under, this is based on the naming of these 

sectors shown in Figure 1 in Chapter 1. 

 

Table 6 Informants 

Informant Role Sector 

I-1 Head of IT-Department Defence & National Se-

curity 

I-2A-D CISO, Advisors, GRC Transport 

I-3 Senior Engineer Energy 

I-4 Head of Information Se-

curity 

Health 

I-5 Security Engineer Defence & National Se-

curity 

I-6 IT Emergency Manager Transport 

I-7 CISO Energy 

I-8 Identity and Access Gov-

ernance Architect 

Food & Grocery 

 

As you can see, I-2 is named I-2A-D, this is because there were 4 informants 

that took part in this specific interview. For the vast majority of the interview we 

talked to the CISO, however the other informants came with some clarifications 

and their own experiences and thoughts as well to back up statements. 

In order to get in contact with these informants we sent out emails to every 

organization that fell under our criteria, and since we have random sampling, as 

explained in Chapter 3.4.2 we did not prioritize some organizations over others, 

we simply needed some to participate. 
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In the emails that we sent out, we presented ourselves quickly by stating what 

and where we studied, and asked if they had the opportunity to participate in this 

study. We asked for employees with competence in Cybersecurity, AI, 

Mindfulness/Mindlessness, Security Awareness and Security Culture. Then we 

quickly explained what we wanted to research and that we were open to have the 

interview on any platform they were comfortable with. Lastly we added our 

contact information and wrote that if they had any questions whatsoever that they 

could reach us on email. We also added an attachment that you can see in Appendix 

A that is the consent form where we state the purpose of our study and what we 

will do with the data, who processes it, when it will be deleted, their general rights 

according to GDPR etc.. 

The interviews were held on Microsoft Teams, and we used an external record-

ing software OBS to record them. Before the recording starts in the interview, we 

will give some information to the informants so that they are aware of their rights. 

First off, we start by welcoming them to the interview and thanking them for 

taking time out of their busy day to talk to us for the ~30 min this interview will 

take. Then we introduce ourselves shortly by stating our names, age, where we are 

from and what and where we study. We do this in order to create a more personal 

feeling between the informant and ourselves so that they are hopefully more com-

fortable with the setting. We then give a short introduction to the topic we want to 

talk about and make it abundantly clear that if there are any questions, they do not 

feel comfortable answering they of course do not need to answer them. Consent is 

important for us, and we do not want to strongarm them into something they do 

not want to answer. 

Lastly, we tell them about the recording process and ask if they consent to it 

being recorded and say that their names will not be stated in the report, just a pseu-

donymized version e.g. ‘I-1, I-2, etc.’. 

After this we begin by warming them up with letting them introduce themselves 

so that we can understand their experience and creating a more personal connection 

for the duration. The main parts of the interview start by asking what their thoughts 

on AI are, especially in the context of mindfulness and security culture. We then 

have some questions regarding awareness connected to AI and Machine Learning 

in general. 

When we are finished, we once again thank them for finding time in their busy 

day to be able to take part in this study and bid them farewell. 

It is important to note that since we had open questions, the informant may an-

swer multiple questions unwittingly in one answer, if that is the case, we will not 

ask the follow-up question but rather a clarification question if there is something 

unclear in their answer. For that reason, we have made the follow-up questions 

italic within our interview questions, as not every question might be asked during 

the interview if the context does not match the current topic.  
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The transcription is made with the use of Microsoft Word and the analysis is 

done with the help of NVivo. In the coding process we made 5 overarching codes, 

Mindfulness, Mindlessness, AI Positives, AI Negatives and finally Trust & De-

ceptiveness. In the analysis mindfulness and mindlessness have been combined 

into one subchapter Mindfulness vs Mindlessness, the same applies to AI Positives 

and AI Negatives which are combined to AI Positives & Negatives. We chose 

these because they reflect the most prevalent aspects of our research question. 
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4 FINDINGS 

In this thesis we have conducted 8 interviews in the Norwegian critical infrastruc-

ture sector, the interview subjects were mostly CISOs and department heads of IT, 

but also security engineers and architects so the informants were all well informed 

about topics that our research question regarded. 

A quick reminder, our research question is: How will AI Assistants Affect Cy-

bersecurity Mindfulness in High-Reliability Organizations? In this chapter we 

will analyze what the informants had to say and see what they agreed and possibly 

disagreed on. For this purpose, we will conduct a thematic content analysis based 

on the Codes we created in NVivo which were explained in the previous Chapter. 

The informants themselves will only be referenced as their pseudonyms, i.e. I-1, 

I-2 etc. 

The codes we created in NVivo are shown in Figure 5, 6, 7, 8 and 9. Where they 

first are made into concepts, then grouped into themes and finally aggregated as 

explained in Chapter 3.6. The aggregated Code is representative for how this chap-

ter will be structured. 
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Figure 5 AI Positives NVivo Model 
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Figure 6 AI Negatives NVivo Model 
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Figure 7 Mindfulness NVivo Model 

 

Figure 8 Mindlessness NVivo Model 



46 

 

Figure 9 Trust & Deceptiveness NVivo Model 

This is how the data from our study is represented within the Gioia methodology. 

From this it is far easier to have a structured way of presenting our findings. These 

five figures illustrate the coding process of NVivo that is explained in Chapter 3.6 

and represents the foundation of our findings. 

 

4.1 AI Positives & Negatives 

The concept of AIs in today's modern world is a topic whose public interest seems 

to rise exponentially, especially with the introduction of LLMs and other AI tools 

which can drastically help its users generate answers to whatever question they 

may have. 

One of the biggest concerns seems to be in regards to how the AI was trained 

and on which data. I-5 expressed his concern by stating that:  

“An AI is not perfect… You can train an AI to recognize pictures of 

a dog for example and it is correct 99% of the time, but as I 

mentioned earlier there will be a deviation and who will pick that 

up? And how big of a risk is it?”.  

Of course most of the businesses in the world would be happy with just 1% 

deviation, however I-5 makes it clear that an example business ‘Olas 

Leatherjackets “could implement machine learning with a 9% deviation without 

any major consequences, but we cannot accept such a deviation, it’s not possible. 

A deviation of 1% for us is critical.”. However I-4 is of the opinion that an AI “is 
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repeatedly more accurate than a human is” especially in regards to scanning 

through big data sets such as x-rays to look for breast cancer and that in these 

scenarios “AI can play a decisive role”. This was corroborated by I-6 who used the 

same example regarding medical scans and said that “there is no reason not to trust 

it” in regards to AI. I-4 was quick to offer a dilemma however “What do you do if 

the AI suggests that the patient is sicker than what the doctor’s opinion states. And 

what becomes the doctor's responsibility if their recommendation is different to 

the AIs?”. This is really the crux of the problem, who should you listen to? The 

doctor who is educated and has working experience or an AI which is simply lines 

of codes trained to recognize patterns, both may be wrong but it is an interesting 

dilemma. 

I-6 gives us some insight into how you could think about it by asking “How 

transparent is it? … everything is automated. You don’t get any insight. How did 

it come to this conclusion? What data is it trained with?”. This hints at a level of 

skepticism regarding how much responsibility you assign the AI. Whereas when 

considering Big Data I-5 states that “A good model can eat through it and give you 

the pattern you would not have seen”, I-7 also says that “Automatic detection and 

understanding large amounts of data is essential because there is so much of it.” 

and while this is obviously a good thing I-5 is also insistent that “There must be 

quality assurance control” because there will always be a deviation. I-5 also shared 

his thoughts regarding the danger of source code poisoning, where he stated the 

difficulty of executing this type of attack because the “amount of data on which it 

is trained is completely absurd” and quickly followed up with “An AI model re-

quires you to have quite a lot of data to twist it, but at the same time it is already 

the case that it does that”. I-6 was under the impression that one of the biggest 

problems was the “rate of change … and complexity” while I-4 complained that 

there still was not much “critical thinking in these AI products”. 

The organizations however seem to be quite skeptical and reluctant regarding 

implementing more than simple pattern recognition of Big Data AIs, not simply 

because they feared it but because many of these organizations are state-owned. I-

1 claimed that “It’s a long way to go, but this is a legal issue. The technology is 

here.” while also expressing that there is a need for AI but that first you need to 

have “laws and regulations” for the use of it. I-4 stated that in their organization 

they had a positive pilot of an AI but that they “have not implemented anything in 

response to this”. In addition, I-2 regarding LLMs said that they think “those are 

tools that we don’t use at work, quite yet.”. 

However, many informants agree that using AI can strengthen the cybersecurity 

aspect of their organizations, at least in some areas. I-2 thought that “Within IT 

development, AI can be a strength for security, but for the normal case manager 

then I doubt that AIs will help any.” while I-7 simply stated that “I think it has a 

positive effect”. 
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I-5 explained how an AI can positively affect an employee by explaining the 

concept of SOC-fatigue, which simply is that a first-line, or second-line, employee 

must go through essentially menial tasks and many false positives, and they get 

fatigued by it. Regarding SOC-fatigue the informant offers a solution to it “When 

it comes to AI there is ChatGPT”. The biggest positives that LLMs offers is ac-

cording to I-5 “You are going to answer a generic email you have answered a 

hundred times before, then it is very quick to give you a block of text that you can 

proofread and send off, saves you 15-20 minutes, right?”. While I-5 is not enthu-

siastic about LLMs making entire code sets that will be deployed, he is positive 

regarding making “boilerplates, in order to not spend 15 minutes coding some-

thing, I have coded 100 times before”. From this we can see that AIs can help by 

alleviating the employees from unnecessarily menial tasks and thus keeping their 

‘head in the game’ so to speak. 

 

4.2 Mindfulness & Mindlessness 

As we saw in the previous part, there is a lot of skepticism and issues regarding 

AIs, but also positives as well. The informants reflected the mindful aspects 

regarding the usage of AI, which delves into different elements as cybersecurity 

awareness, training, validity of information regarding AI output and mindlessness. 

As I-7 stated, “again, it's a matter of understanding, what does it mean to use a 

new tool of this type? What risks? What threats?” regarding AI’s capabilities 

towards implantations and usage. 

One of the risks covered within the interview process was explained by several 

informants regarding the validity of AI output and its sources to that certain output. 

I-2 explained that “there have been quite a few AIs popping up that can be used to 

misinform, for example, Russian propaganda and that sort of thing”, the informant 

further explains the problem with the biggest AI’s available today as they might 

have a long queue-time. This can cause users to explore alternate AI tools, which 

can for example spread different information, or organize the output in a certain 

way to misguide or influence the user in a certain way. I-3 explains one the prob-

lems with AI’s accuracy within their output response is the validity of the sources 

attained within the output itself, which he further explained that you should “make 

sure that you have a description of the assessments, where do they come from, 

what are the sources? What did I use for this particular assessment?”. The validity 

of the information retrieved by using AI can certainly be a risk as it would require 

additional knowledge to verify the output, but as I-7 further explains the issue 

when the AI structure the answer to look believable, “then the question is whether 

you should trust it blindly?” and further explains with an example that 
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“implementing ChatGPT in outlook [and receive a] button that says 'generate an-

swers for me' then we start to get into mindlessness”, but rather use it more as a 

support tool.  

The importance of adapting to this new technology is stated by I-6 where “90% 

of the content would be AI generated on the internet” within 2026-2027, which 

might be a plausible scenario as the following growth of AI’s popularity has risen 

within this year. It can also be a dangerous scenario as the AI might construct 

answers that are purely based on present AI generated data, which again can com-

plicate the validity of the AI outputs. This can also create a problem of misinfor-

mation, where every user of an AI should be critical of certain outputs that might 

be false. To combat this fast growth and avoid such scenario, I-1 said that “if you 

are aware and you kind of take 2 steps back to make sure that you actually use 

your head, then you can use this for something positive.”, where he also added that 

“Then perhaps it will be a new everyday life for the employees, where they have to 

think for themselves and take care of the information they have that is their com-

pany, for example on a phone.” related to AI implementation. Some informants 

were also rather skeptical of the AI in its current state, where I-3 shared his con-

cerns about starting using AI too early, where the informant stated that it is simply 

too “premature, a number of other frameworks need to be in place in order to be 

able to use it.”. Where he also added that it might have a negative effect towards 

security awareness based on this reason. People within the security context can in 

some cases misuse this type of technology as they might lack any awareness train-

ing towards this field. I-4 explained that their mindfulness towards information 

security has indeed seen an increase in the last couple of years within the health 

sector. This is not just within the “operational security” but also how employees 

“maintain confidentiality in user processing of clinical data.” within the health 

sector, but he later quotes “that there is always a village idiot” which refers to 

employees with lower awareness that might make mistakes. I-4 also explains the 

risks of using this tool without “critical sense towards the decisions or the recom-

mendations that the tool gives you”, where I-8 also added within the same scenario, 

that users might get an illusion effect by using it without critical thinking. This 

type of critical thinking and being aware of the illusion that is represented by the 

AI, could also play an important role when compared to the same scenario men-

tioned by I-6. 

Several informants explained the need for training regarding AI implementa-

tion, where I-3 states that when you “order an answer from an AI, then you must 

be able to assess the answer you get, so it's a new competence that you have to 

have. And it is demanding.”. This is also explained by I-4 where critical thinking 

is important to have when using such tools. A user should always verify the output 

of an AI, and always be aware that the system sometimes can be wrong. I-4 also 

explains that “we use both tools, for training, and then we use campaigns and 
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training talks with people.” to increase the awareness towards cybersecurity within 

the organization. He also believes that this training should be “individually 

adapted” within the context of using AI and implementing “internal control mech-

anisms built into these processes” where verification towards the system output is 

understood and interpreted correctly. I-7 also explains that AI could be a helpful 

tool to better “arrange more effective training” towards user's awareness, which 

also reflects how useful it is to implement and use AI in a helpful way.  

 

4.3 Trust & Deceptiveness 

The skepticism surrounding AI often affects the overall trust towards its abilities. 

The concerning factor of relying too much on this type of new technology can be 

both scary and fascinating at the same time. AI, which has recently gotten an 

increase of popularity and accessibility makes the technology easy to use by 

everyone, which has never been done before. This can create some concerns 

towards the accuracy and credibility of the AI’s outputs, how it stores/uses the data 

which is shared with it and the algorithm behind it. 

These concerns mainly occur as this type of technology is both new, lacks reg-

ulations and research. This view is shared with I-2, who stated that:  

“I too am generally skeptical of AI as it is today. When you work with cy-

bersecurity in a company that operates critical infrastructure, you are a bit 

‘stiff” about not wanting to be first in the queue to open new solutions. We 

want to use proven technology.”.  

This skepticism may be due to the immaturity of AI output, which can provide 

inaccurate solutions. As I-5 stated that you should avoid AI to provide solutions 

around complex tasks, which in return could give “often wrong or not fully opti-

mized” answers, depending on the end user's knowledge surrounding the initial 

problem. 

Several informants stated their concerns surrounding how convincing the AI in 

many cases could be. I-4 further elaborated this by explaining the danger to 

“blindly trusting the AI”, where the informant explained that AI “provides deci-

sion-making support, it does not take over decision-making responsibility.”. The 

informant referring to AI as a support tool, this statement is also shared by I-5, 

who further explains the accuracy of AI output, which can “hit 99 out of 100 

times”, but further shares his concerns about the 1% inaccuracy. Sometimes the AI 

can give wrong output, why is that? I-7 states that users “don't really have the 

opportunity to go in and check and really understand why that output comes.”. The 

output is not verified by the AI itself in most cases, where I-3 also explains that AI 
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should have output that include “traceability, until then, no matter how good it is, 

it is worthless.”.  

Several informants expressed their opinion on the overall trustworthiness to-

wards the AI’s output, but this concern on the other hand can also be related to 

other tools like Google, which I-7 states that  

“I think that in a way you want to trust it, the same way that you trust a lot 

of other things today when you google everything you do, then there are 

many people who just swallow the information raw, and I think so in a way 

it will be with AI.”.  

He further states that being convinced of the AI’s output being continuously 

correct can lead to higher “trust, and it can, in a way, take a huge hit” in the future. 

Another aspect shared with I-3 points out his concerns regarding the “decision-

making processes” of the AI, which is currently new and untested, which is yet to 

be “constructed in a good way”.  

Lastly, I-8 described an AI as “super autistic” which can be both “incredibly 

efficient and has an intelligence that surpasses everything”. I-8 corroborated the 

same as the other informants, but also added the comparison which metaphorically 

humanizes the AI. The informant also stated that an AI has a “smart spectrum of 

intelligence [but lacks] common sense” and added that an AI can be pictured as “a 

sociopath”. He also stated that an AI has “no limits to behavior”, which he further 

corroborated by saying “You can trust the AI as much as you want, as you would 

from such an individual, total absence of common sense and no morals”. The same 

informant adds that the user gets “the illusion that you are talking to a sentient 

being”, and further states that “there is no conscious creature there, but the illusion 

is good”. The informant also explains his concerns about this, where people might 

for example “be tricked into giving up information”. I-8 also sums up a mitigation 

towards this problem where he states that “In other words, there are new risks that 

must be taken into account, and if they do, they develop an understanding of secu-

rity in order to handle them properly.”.  
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5 DISCUSSION 

In order to discuss a possible solution to the problem statement, it is important to 

mention the research question which is as follows: How will AI Assistants Affect 

Cybersecurity Mindfulness in High-Reliability Organizations?. This is to ensure 

that the discussion is highly relatable towards the scope of the thesis and how our 

analysis could contribute to a conclusive answer towards the RQ. 

 

Figure 10 Implementation of AI & LLMs 

Figure 10 is based on Vial's model of the digital transformation process (Vial, 

2019, p.5). This model is the culmination of the findings in both the literature 

review and the interviews that have been conducted. The use of AIs and LLMs 

fuels disruptions in the field, these disruptions trigger the strategic responses that 
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an organization has (or should have), these however circles back and relies on the 

use of AIs. In addition, the use of AI and LLMs also enable certain changes in 

cybersecurity operations, these changes are affected by both the organizational 

barriers and what structural changes need to be added to support these changes. 

For example, an organization can not implement AIs if it is illegal or breaches 

policies and regulations. All of this leads to the generation of both positive- and 

negative impacts. The different factors shown in Figure 10 include several 

subsections that are related towards that specific factor. Each subsection would be 

discussed further down in this chapter, which is related towards the literature and 

the interview findings.  

From this model it can be distilled what both the positive and negative impacts 

of the implementation of AIs and LLMs are. Like any piece of technology, it has 

both its positives and its negatives associated with it. This is both reflected in the 

literature where the AI could be ‘tricked’ by being targeted by adversaries to make 

the wrong predictions by what is called poisoning attacks (Li, 2018, p.1463; Mo-

rales-Forero, Bassetto & Coatanea, 2022, p.6; Mirsky et al., 2022, p.1; Thuraising-

ham, 2020, p.1116; Benzaid & Taleb, 2020, p.143). However, according to our 

study it would be difficult to perform source code poison attacks because the 

amount of data the AIs are trained on are absurd but that there were already exam-

ples of it happening. So, while it may be difficult to perform such attacks it seems 

to be feasible. 

There was a consensus among both the literature and the informants regarding 

AI transparency, i.e., where it gets its information from, and obfuscation which is 

simply the LLM hiding information (Cunneen, Mullins & Murphy, 2020, p.625). 

This is a huge issue for the general level of mindfulness in any organization, not 

just HROs. It was explained that there were a lot of chatbot AIs that have popped 

up that can spread Russian misinformation for example, and if the employees in 

critical infrastructure were to base their decisions on that misinformation it might 

lead to severe consequences.  

This is also a great example of how an AI can make you mindless, by essentially 

making you over reliant on it. In Chapter 2.2.2 overreliance was explained simply 

as you accepting erroneous information from the AI because you are unable to 

determine how much you should trust it (Passi & Vorvoreanu, 2022, p. 2). The 

risks with this were that you essentially rely on something mindless to make deci-

sions, which in turn lowers your own mindfulness. The informants agreed with the 

literature where they talked about the dangers of blindly trusting AI but made sure 

that AIs are not the decision makers but provide support for the decision makers. 

They also highlighted that AIs are equivalent to a ‘sociopathic super autist’ com-

pletely without emotions and not understanding of social queues, so trusting it too 

much could lead to problems. It also highlighted another aspect that showed in the 

literature, they stated that LLMs gave the illusion of talking to a sentient human. 
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In the literature in Chapter 2.2.1 the concept of anthropomorphism was discussed. 

Anthropomorphism is how human something seems, the more human it seems the 

more you are likely to trust it and lower your uncertainty (Hoeffler, 2003; Castano 

and Giner-Sorolla, 2006, referenced in Esfahani, Reynolds & Asleigh, 2020, p.1). 

Thus, the more human an AI is the more prone we as humans are to fall into over-

reliance on it, and as discussed earlier, overreliance leads to mindlessness.  

However, LLMs can also be used to make the employees more mindful. It was 

brought up that it could limit soc-fatigue as explained in Chapter 4.1 and could 

automate the more mundane and menial tasks that an employee could be burnt out 

by doing, thus keeping their head more in the game.  

Transparency and obfuscation are closely linked with another concept this thesis 

brought up in the Introduction namely AI Hallucination. In Chapter 1.3 this topic 

was explained as essentially the AI ‘lying’ or contradicting itself, this is called 

extrinsic- and intrinsic hallucination (Bang et al., 2023, p.17-19). We tested this 

ourselves and asked ChatGPT to write a small article regarding mindfulness and 

provide references. It gave us ~30 of them and none of them existed at all.  

The informants expressed concern that some employees may just swallow the 

information the AIs give raw and explained that you always had to be on your 

guard regarding AIs, no AI is perfect and if it is correct 99/100 times then you can 

possibly miss or just still assume it is correct the one time it is wrong. Most of 

these problems boil down to the fact that there is no transparency in the AIs, how 

did it come to its conclusions? That is the trap many seem to fall into. It was stated 

that if it does not have traceability, then the AI is useless, no matter how good it 

seems.  

One additional problem with this is that it was explained that 90% of content on 

the internet would be generated by AIs by 2027. Without any transparency this 

would be highly problematic, especially since the AIs hallucinate and then sud-

denly 90% of all content on the internet is questionable at best in its veracity. This 

could be solved with a more mindful approach where you take 2 steps back and 

use your head thus creating your own interpretations, which match the literature 

(Langer & Imber, 1980; Langer & Moldoveanu, 2000, referenced in Dernbecher 

& Beck, 2017, p.122). 

What needs to be added into the process is some strategic responses as seen in 

Figure 10, where it was put an emphasis on mindfulness training along with inter-

nal control mechanisms in order to verify the output of the AI and LLM but also 

keeping the employees more aware of the dangers of trusting the AI. 

In Chapter 2.2.2 Figure 2 was brought up on how you continuously cultivate the 

trust of an AI. Two of the factors brought up are Reliability and Communication 

(Siau & Wang, 2018, p.51). After having analyzed other literature and the inter-

view transcripts we can see that with the lack of transparency, hallucination and 

the margin of error in all AIs are detrimental to the factors highlighted in the model, 
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thus perhaps not cultivating the right kind of trust. Figure 2 also brings up the factor 

of Bonding (Siau & Wang, 2018, p.51). Bonding can be seen in tandem with trust 

in general and with anthropomorphism which as explained earlier, an AI with hu-

man-like features creates a stronger bond and better trust with the human that op-

erates it. In that sense anthropomorphism cultivates the right kind of trust, but if 

we see this in relation to the 2 previous factors brought up, then it would seem that 

AI assistants and LLMs then are detrimental to the overall trust in the organization. 

As explained earlier, AIs do have many positives as well. Both the literature and 

the interviews agreed that organizations really do need AIs, especially when it 

comes to analyzing Big Data, intrusion detection etc. (Zhang, 2022, p.1031-1037; 

Wazid, Das, Chamola & Park, 2022, p.314; Sayan, Hariri & Ball, 2017, p.313-

314). It was corroborated that a good AI model could eat through all the data and 

find patterns a normal human would never find. In addition, they also saw its pos-

itives in scanning through medical scans to find cancer or other illnesses, which 

according to the informants it did far more accurately than a human. The inform-

ants also brought up the dilemma of what happens if the doctor and AI disagree. 

From the literature we can gauge that the AI might be correct, but it needs to be 

looked at critically as it could easily be wrong as well. It is important that the per-

sonnel using it does not simply say ‘it has always been correct, so it is correct now 

as well’. That would lead to overreliance and mindlessness within the organization. 

The CEO of OpenAI said that it would be a mistake to trust ChatGPT for any 

big decisions (Altman, 2022, referenced in Bang et al., 2023, p.1). This is a senti-

ment that is reflected in the interviews as most stated that it could be used as a 

support tool, but it could not make decisions yet. 

Because we interviewed different organizations given our random sampling, 

they inevitably fall under different sectors, as shown in Table 6. What can we then 

try to see if there were any different viewpoints? There are 5 different sectors rep-

resented in our study: Defense & National Security, Energy, Transport, Food & 

Grocery and Health.  

The health sector said that the AI were repeatedly more accurate than a human 

and seemed to be slightly more in favor of utilizing more AIs, however the Defense 

sector were more reserved and could not take the risk of implementing more even 

if the AI only had a margin of error of 1%, because that would be irresponsible of 

them. The transport sector also thought as the health sector did that there is no real 

reason not to trust AIs. The energy- and defense sectors were both in agreement 

that the usage of AIs were critical in analyzing Big Data. 

The transport sector was under the impression that LLMs were something that 

they did not use at work, at all. Whereas the defense sector thought that LLMs had 

their use now already, such as alleviating menial and mundane tasks. 
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Every sector agrees that LLMs and AIs in general are here to stay, and they are 

positive that one day it will be more commonly implemented. However, for it to 

get to that stage, there needs to be further improvements made to it, especially 

regarding the transparency of how it reaches its decisions. 
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6 CONCLUSION 

After having analyzed both the literature and the interviews conducted in this thesis 

we can conclude that the usage of AI Assistants such as LLMs in HROs is 

problematic. It lacks any sort of transparency and in a sector such as critical 

infrastructure there is a need for transparency because their work is obviously 

important. It is also the fact that LLMs is prone to hallucination and has, as 

discussed, a large chance to cause overreliance on it, thus relying on false 

information and the employees acting mindlessly. Thus the conclusion is that while 

AI Assistants may provide some benefits in regards to menial and mundane tasks 

and pattern recognition, it is detrimental, at least by using tools like LLMs, on the 

level of mindfulness of the individuals in HROs. The literature and the interviews 

all point to the fact that it is far too immature and prone to erroneous statements to 

be able to be used in critical infrastructure. 

The practical implications for this study is that an organization, especially if it 

is of high reliability should carefully identify measures to avoid the negative 

impact of AI Assistants when used in day-to-day work in cybersecurity operations. 

6.1 Limitations & Future Work 

This section will explain the limitations regarding the thesis and some future 

research directions to further develop a better understanding of the relationship 

between impact of the individual mindfulness and using AI. The theme of this 

thesis is mainly based on AI, which has previously been a restricted technology, 

only being used by professionals. At the time of writing this thesis, this technology 

has been newly made accessible among the general population, enabling people to 

use it regardless of their skills and knowledge within the field of AI. This 

accessibility can provide benefits and consequences that are both known and 

unknown. For that reason, there aren't a lot of research articles that have been 

published within this field of research that could provide valuable information 

towards our research problem. This limitation however can also be seen as an 

opportunity as the contribution towards the field of research can be seen as 

valuable and important to the research community. The big difference between the 

current AI that is available to the general public and the AI in the past is the 

advanced technology behind it. The current AI technology which in many cases 

can implement different tasks as for example: writing a poem, summarizing large 
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quantities of text, making complex presentations or creating code that is based on 

the users requirements. These functions can in many cases be seen as a large leap 

within the IT technology which is rapidly becoming more advanced. As seen from 

that point of view, we can better understand the importance of researching this 

current topic. 

Another limitation towards this thesis is the conduction of the interviews. As 

we lack experience to plan, conduct and analyze interviews which have had some 

impact on this thesis. This limitation has been mitigated by exercising this method 

last semester and using additional information to further improve the planning 

phase of the interviews. It is also important to mention that the interviews that were 

conducted last semester were directed towards a much smaller assignment, which 

the master thesis is more comprehensive than comparatively. The master thesis 

also includes a more comprehensive research report rather than the research design 

itself, which was only included in last semester's assignment.  

This leads us to the final limitation, which is the report itself. This is the first 

time we both have written and completed a thesis, where elements like scope, lit-

erature analysis, research design, conducting research method, analysis and find-

ings are included with a comprehensive mindset. We have written reports which 

include parts and every element mentioned above, but on a smaller scale. The se-

mester has also included meetings with a specific supervisor, which has given us 

continuous feedback on every section of the report. This iterative process has 

helped to mitigate this limitation.  

The amount of research done in this thesis establishes a foundation of some 

aspects towards AI and mindfulness within a cybersecurity context. As this area of 

research is both new and unknown, it can further establish new directions in future 

research. LLMs ha recently become available to the general public, which is con-

sidered new and untested. We will recommend new research within the problem 

areas we have investigated, when AI will become more mature within the business 

sector. 
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APPENDIX B INTERVIEW QUESTIONS 

Introduksjonsspørsmål:  

• Kan du fortelle litt om deg selv og din arbeidserfaring? 

Hovedspørsmål 

Mindfulness 

• Hvordan har utviklingen til ansattes bevissthet vært de siste årene?  

o Hva tror du det skyldes? 

o Er det noe dere gjør som er forskjellig fra tidligere? 

o Har denne utviklingen hatt en påvirkning på måten dere opererer?  

AI 

• Benytter dere dere av AI/ML i sikkerhetsoperasjoner? Og i så fall, hvor 

lenge har dere gjort det? 

o Hva tenker du om farene knyttet til AI? 

o Er det en reell fare for å stole på for mye på AI? Isåfall på hvilken 

måte? 

o Hvilken effekt tror du bruken av AI har på den ansatte? 

• Har AI en påvirkningskraft på måten man opererer sikkerhet? Nåtiden og 

fremtiden 

Awareness/Bevissthet  

• Hvordan har de ansatte forholdt seg til angrep de siste årene? Er det noe 

som har overrasket deg, både positivt og negativt? 

o Har det som har overrasket deg positivt gitt noen endringer i måten 

dere håndterer nye hendelser? 

o Har du sett noen bevissthetsendringer innenfor sikkerheten ettersom 

trusselen er stadig økende?  

o Hvordan har læringsevnen innenfor informasjonssikkerhet til de 

ansatte utviklet seg gjennom de siste årene?  

• Har sikkerhetsbevissthet og læringsevnen noen påvirkningskraft på måten 

man opererer et AI-verktøy? 

Avslutning  

• Blir ansattes holdning til sikkerhet bedre/dårligere av å benytte AI og 

hvorfor?  
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