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Abstract

This study examines how aspects of bilingual profigticularlylearning and
exposure irL2 English relate to aspects of L2 spoken proficiency. Norwediaglish
bilinguals completed a questionnaire describing their language background, proficiency,
learning and exposure in their L2 English. Next, participants performed a vocabulary depth
task deternming correct similar or opposite words of a target word, after which they
completed a sentence comprehension task at varying levels of syntactic complexit
determining the correct answer to questions referring to either the agent or patient in the
sentence structure. Additionally, participants performed one of four novel partially controlled
picture description tasks in which thegrbally describeavhat they saw. Results showed that
learningand exposure th2 English increased fluency measures, such as speech rate.
Moreover, learning by gaming also influences fluency in that it induces shorter speaking time
but enhances the compactness of the speech. Moragesults indicate that L2 English
learning and exposure through school does not enhance fluency, while exposure through
friends does. Furthermore, exposto¢2 English through family hinders increased proficient

fluency.
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1. IntroductionandGeneral Structure

This studyinvestigatesvhich factors influenceroficiencyin speaking English as a
second languag@.2). The focus of this study is speech productiecausét has been a
neglected aspecompared tmther language processes sucheasling listening,and writing
(Harley, 2014, but is an important aspect of L2 language proficiency. This study tests L2
speech productiom NorwegianrEnglish bilingualsIn Norwaypeople learn Englisirom 6
years of agat school but Norwegians are also exposed to English in the media-nd.on
The aim of this study is to investigdiew different aspects of L2 English learning and

exposure, relate to different aspectgudficiency in speaking.

Speech production is a complex process, even for those speaking in their first
language. Researetsin the fieldpropose thaspeakers must firghatch words wittihe
intended messagdhey want to communicatehich then neesito be encoded with correct
phonemesor our articulation system to create a meaningful speech stream (Levelt, 1989,
1995, 1999a, 1999hevelt, Roelofs & Meyer, 1999) However, these processemn be error
pronein that there are miups, retrieval failures, blockagend the like Speech production is
particularly difficult for those who master more than one languageubedhey have not
one, but two languages to select words feordthe correspondingghonemic inventoryrom
both languagethey must correctlprocesge.g.,De Bot, 1992; Poulisse & Bongaerts, 1994;
Hermanset al.,1998; Green, 1998 1998b Poulisse, 1999: Costa, 2005; La Heij, 2005;
Kormos, 2006; SchwartXroll & Diaz, 2007 and others).

How speakers manage two or more languagegém@eratec debate on possible
advantageg¢e.g., Peal & Lambert, 196Bialystok & Craik, 2010; AdiJaphaBerberichArtzi
& Libnawi, 2010)and disadvantages being bilinguale.g.,Smith, 1923, Yoshioka, 1929).
Mounting evidence hafound the focus of # currenstudy,bilingual spoken productiors at
andisadvantagée.g.,Gollan & Acenas, 2004; GollaMontoya & Bonanni2005a Gollan, ,
20050 Gollanet al.,2007;PortocarrerpBurright & Donovick 2000;lvanova& Costa, 208;
Kroll et al.,2008;Runnqvistet al, 2013).

Furthermore, bilinguals vary in how proficighey aran their languageslhe interest
in our study, spoken proficiency has been measured in a myriad of ways, for example
terms of fluency (Kormos & Denes, 20@@inther, Dimova & Yang2010;de Jonget al.,
2015), complexity (Foster, 2000; Tavakoli & Fe&xst2008) and accuracy (Kormos & Denes,


https://www.sciencedirect.com/science/article/pii/S0010027713001418#b0075

2004).However, bilinguals differ not only in proficiency, but also in other ways including
how and when they acquired or ddkeir languagesandin theamount of exposure they have
had in each language (Krula2ahl & Flognfeldt,2018; Luk & Bialystok, 2013). Aaumber

of studieqdiscussed in detail belowpve examined some of these factors (CpoStaramazza
& SebastiarGalles,2000;Flege, YeniKomshian & Liu, 1999Moyer, 2004; Baker, 2011,
Patkowski, 1980Klein et al, 1994 Yetkin et al.,1996 Abutalebi,Cappa & Peran005).
Nevertheless, there is no consesmouthow these factors relattoproficiency in speaking

The aim ofthe presenproject is to investigate the relationship between aspects of
language learning, exposure and usage and measures of spoken fluency and complexity.
chapter below | will start by describing
Sincespeechproduction is more complex for bilinguals (Costa, 20€%),followingsection
will thencontain areviewof models of bilingual spoken production and the evidence to
support then. Since these modet® not address hohilinguals differ and what tsabeen
found in relation to these differencéise next sectiowill be dedicated to describing and
reviewing some of these effecsdditionally, | will briefly review a recent model that e®
regard, to some degragsageand proficiency differences in bilinguals (Green & Abutalebi,
2013) as the model also supports the bilingudl v a n viewgAdtérveard | will describe
some of the advantages, disadvantages, and proposed hypothesesntipat@texplain the
disadvantgesin spoken productionThe next section will examirtbe various way in which
spoken proficiency has been measured. | will then destirtbeurrentstudy which involves
a questionnairgwo tasks ,and aexperiment aimed at capturing bilingual diffeces and
proficiency both through speech and objective measures.

2. Monolingualspoken production

Levelt'sclassicaimodel of speech producti@®989, 1995, 199949991 originally
addressed monolingual language production but has since been adeopsedich and
modeling of bilingual language produatiand comprehensiorg., De Bot, 1992; Poulisse
& Bongaerts, 1994; Hermans et al., 1998; Green, 1998; Poulisse,(d&88; 200h
According to this modelanguage production occurs in thigagesconceptualization,
formulation,andexecution(see figure 1)The firststage conceptualizationdetermines what
content is meant to be sald.this stage, the intended message is generated through
macroplanningandmicroplanning The first refers to elaborating the purpose of the

communication, while microplanning involves gieguistic specificion such as deciding on
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a perspective while conveying the message (e.g., persptaking, i.e., theory of mind).

Moreover, one considers what information is new and old, which helps determine

accessibility status (i.e., previously addressed itemssgodrse). The outcome of macro and
microplanning results in preverbalmessagéhat is not linguistic (yet accessible) but

contains the necessary information to convert the intended message into meaning and, finally,

spoken language.

The second painvolves formulation. Here the

‘ CONCEPTUALIZATION ‘ preverbal plan is translated iradinguistic formwhich
l entails choosing words, putting those together into

‘ FORMULATION ‘ sentences, and finally encoditigpse in articulatory
l sounds. The process coinledicalizationinvolves

. ARTICULATION |

retrieving information from a speakengntal lexicon

Figure 1: Simplified version of which, according to Levelt (1989¢onsists olemmaghat

Levelt's (1989) model Adapted from contain semantiand syntatic information about the
Harley, 2014 395
lexical item(e.g., grammatical class, gendfafjowed by

the phonological form of the word, coinegkemeswhich entail morphological and
phonological information about the lesi item (thus it is a twatage processNoteworthy, it

is assumed that lemmas do not account for modality r@gresentations are the same across
modalities such as speaking, understanding and sq.fbetvelt (1989) explains that during
lemma selectiorg speaker retrieves the lemma most sugigdn the semantic information
available in the preverbal platie syntax isactivated, which in turn activates the syntactic
building procedure before morpiphonologcal encodingGiven that the lemmas are amodal,

it follows that lexical syntax is accessed before the phonological form is accessed

A range of studies have sinfmeind supportive evidence fire twostage
lexicalization modelthese include evidenceoin speech errors (Fay & Cutler, 1977),
neuropsychological data (Indefrey & Levelt, 2000, 2004), electrophysiological data (Van
Tureout et al., 1998), tip of the tong(i€OT) investigations (Brown & McNeill, 1966; Hay
& Brown, 1998), aneéxperimentatvidencgrom psycholinguistic studigdVheeldon &
Monsell, 1992 Starreveld & La Heij, 1995, 199%6~or example, Wheeldon & Monsell992
examined 106 participants across thwbgect namingexperimentsfter reports brepetition
priming of object namingthat is, implicitly strengthening the memory for identification by
providing prior stimulus presentation. They found tihatrepetition priming felong-lasting
effectsspanning over 100 naming trials. They also tbthrat repeated production of
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phonologicaforms (homophoneand homographsvas not an effective prime, as such the
facilitation could not be phonologically mediatéastead, it must have been semantic or
lemmabased mediatigradding support to the twatage model.

As mentioned, it is assumdaiat speech production entdifethree differentiated
levels of representatipionceptualization, formulation, and articulat{eng., Levelt, 1989,
but also see Levelt et al., 199%aramazza, 1997; Dell986) However the timecourse of
how speakers pgyess through these levedsa matter of debateTwo mechanisms have been
distinguished in attempts to expldhretime-courseas they are key across all leveiamely

activation andselection.

Activation refers to the availability of the representations at the giegesThe
degree of activation, eithéigh or low, corresponds$o whether the representation is more, or
less available for productioin speech production, the first action occurs at the
conceptualizatiostagewhere conceptual representations are activiebwing the twe
stage model it is assumétht not only the semantic representation of the intended concept,
but also other semaaally related concepts are activated to various degFeesexample (see
figure 2), when naming a pictured dog, the t
with other rel at eaddothemnThenulipe agtivatioe of semdotC A T 0
representations spread to the lexical system which in turn activates lexical nodes/words
accordingly If the activated semantic representations flow to the activate the corresponding
lexical node, the processes then encounter multiple words for speedhipc t i on (i . e. |,
ACATO, and others). Thi sthesetectionisempioyet to decidee c o n d
which lexical node to choose for further processing. The selotedl node will make its
morphosyntaxavailablefor further construction of syntactic framé&snally, the

corresponding phonological nodes are activatesllting in phonological retrieval ofdd/



for production.

Semantic representations

Lexical Nodes
(Lexical selection)

Phonological Nodes
(Phonological retrieval) ©®®©©©

Figure 2: Representation of monolingual speech production. e arrows indicatethe flow of activation,
and the thickness of the circles indicatgethe level of activation.Adapted from Costa, 2005309

It was assumed thus far that the selected lexical nodes activate proportionally at the
phonologicalstage However, there is a controversy regardingabgvation of the
corresponding phonological nodes. The debate concerns whether only the selected lexical
nodes or all activated lexical nodes spread activation to the phonological fwdes.
differentiated mdels have begproposedo explain the activation process: discrete models
(Levelt, 1989 Meyer, & Levelt, 1990Schrieferset al.1990; Leveltet al.1999) and cascade
models Dell, 1986;De |l | & OO0 S e €aydmdzhaal99PetOreo2 & Savoy, 1998
The discrete modelsssumehat only the lexical node selected during the first of the two
stages sends activation to the phonologtade As such, the model predicts that the
phonological activatioonlyin the further stages of speech product®n.the contrary, the
cascade models assucentinuous activatiofromthe lexicalstagesunlimited by the
selected node, to the phonologistge We turn now to speech production processes in
bilinguals,whereresearch has provided data relevant to discrete vs cascading activation

debate.

3. Bilingual SpokenProduction

Like monolingualshilingualsmustselect appropriate words to achieve their

communicative goalHowever the factthat bilinguals have not onkut two languages ka
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raisedfundamental questi@regarding how the speakers mediate the relationship during
production both in terms of actation and selection. For exampilethe bilingualstwo
languages, are both activated is only the intendethnguage activated for further
production? If both languages are activatialthey both activate corresponding lexical
nodes and ifso,how does the selection processes progdédtkbre are two models that address

these questions, namely languaspecific and language napecific models.

Regarding whether both languages are activated at the conceptual level, the language
specificaccountassumes that only the intendatiguage receives activatide.g.,
McNamara, 1967; McNamara & Kushnir, 1973)mply put, the activation flow from the
conceptuaktageis restricted to only one language, which in turn creates similar situations as
descriled in themonolingual speech production aboM®wever in contrasimost researchers
favor the languagaonspecificaccounte.g.,De Bot, 1992; Poulisse & Bongaerts, 1994;
Hermans et al., 1998; Green, 1998; Poulisse, 1888ta 2005 La Heij, 2005;Kormos,
2006; Schwartz et al., 20D 7The language nespecific activation model assumes that
activation from the conceptual system flows to the lexical representafitwath languages
An oftencited study to support this account is frétarmans et a[1998) pictureword

interference inquiry.

Hermans et a]1998 investigate the activation of the nemtended language during
production. To do so, they examined Dutehglish bilinguals in whether their L1 equivalent
translation (e.g., "berg" meanimgowntain) is activated when asked to produce a word as fast
as possible during picture naming in their L2 (e.g., English "mountain™). Distractor words
were simultaneously played auditorily (L2 distractor in experiment 1 and L1 in experiment 2).
These words we manipulated to follow a set of conditions. For the naming of a mountain
picture inExperiment 2, the conditions were as follows; first, a phonologically related word
(e.g.,Dutch"mouw meaningéleevé), second, a semantically related word (e dg)™
meaningdvalleyd, third. an unrelated word (e.gkdars' meaningé&candlé), and fourth a
word which is an orthographic neighbor of the Dutch translation (bgrn!' meaning
overgadinstead of berd’). Hermans et al. hypothesized that in the fo@idition, hearing
"berm" would activate the translation equivalent "berg" and thus delay the activation of
"mountain." Additionallythey alsamanipulated the stimulus onset asynchrony (SOA, i.e.,
onset of interrupting words) to determine speed influeandshe time course of lemma and

lexeme selection.



Results showed that the fourth condition (ebgrm) resulted in the slowest activation
of thecorrect "mountain” at SOA Oms (simultaneous interruption) while the third condition
(e.g.,kaarg wasthefastest. When the SOA is-d50 ms (150 ms after the picture is
displayed), the first condition (e.gnouw) had a faster correct answer activation, while the
second condition (e.gdal) was the slowest. What could be understood from these results, is
first, that the question afctivation is a timesensitive process. Second, the results show that
the nonselected equivalent was activated during what is the lemma selection in Levelt's
model but not during lexeme selection. These results were taken as evidence of a language
nonspecific activationHowever, Hermans et al. (1998) were sooriazéd for observers'
paradox in that they unwittingly activated Dutch by providing Dutch stimuli in the
interrupting conditions. Nevertheless, a subsequent study by Heetnain@011) that
controlled for thigeplicated the resulté&\ss mentionedmost researchers are in favor of the
nonspecific activation account, in faet consensuisas since been reached the matter
(Ishikawa, 2018). Less agreed upbawever, is howvords are selected when both the
intenckd and unintended languages are activated.

There are two theoretical views regarding how lexical seleotionrs: language
specific selection and language nonspecific selectiodek. These models differ with
respect to whether the selection mechaniarasnterfered by the semantically activated
lexical items from unintended language. Langusgecific selection models assume that the
selection mechanisms are blind, or ignorant of the activation of the unintended language. As
shown in figure3 b), the languagespecific selection model predicts that only intended
| anguage | exi clTal) iatrempote.ndg.i,aliCdAmpetitors f
A D OGmganwhiet he Spanish translation equival ents
being blindsidednd thus have no impact on the selection processes. In this sense, bilingual
lexical selectiorthrough languagspecific models may be considered similar to the
monolingual lexical selection displayed in figure 2. Additionally, as shown in figure 4, the
activation of lexical items from the unintended language is ignored regardless of the
activationdegreeHowever, most researchessem to favor the languagen specific models
(e.g., Hermans, 2000; Hermans et al., 1998; Caramazza & Selaaliés, 2000; Schwarts
et al., 2007). e language nespecific models assume that the activated lexiealstofboth
languages are in a selection competition. As shown in fi§ajeselection takes place by
considering the activation of al/l | eandc al It
APERROO, AGATOO) .



a) Language non-specific
selection mechanism

Semantic representations

Lexical Nodes
(Lexical selection)

Phonological Nodes
(Phonological retrieval)

b) Language specific
selection mechanism

Semantic representations

Lexical Nodes
(Lexical selection)

Phonological Nodes
(Phonological retrieval)

Figure 3: Models of bilingual selectionAdapted from Costa, 2005314-315. Quares indicate Spanish
lexical nodes while circles indicate English lexical nodes. The thickness of the letters indicates activation
levels. Arrows indicate activation flow.

Each model, languaggpecific or norspecific addreses the process of lexical
selection in differentiated manners, ilgithe latter assumes competition across both
languages, the former assumes that theinteamded language does not interfere as the
activation is languagspecific. Howeverywhen viewing these models, an unanswered
variable is how the selection mecharssrastrictitself to the intended language. In the
languagespecific modelijt is a necessity tgpecify how the selection mechanism omits
searching for lexical nodes beyond the intended language. The languagensic models
must address how the seiea mechanism prevents the rioiended lexical nodefsom
selection as opposed to the intended no&asply put, for either model to workhere is a

concermaboutwhether the bilingual lexical selection is sufficient on the basis of conceptual



activaion alone or in the case of dual concept activation, what mechanism prevents erroneous

selection.

One solution presented for the languagecific models is found in Levelt, Roelofs
and Meyer (1999), namely the bindibg-checking mechanism. This mechanis
postulated to ensure that selected words match the intended communicative goal of the
speakerCritically, the mechanism is sensitive to both languages and the language of the
selected lexical node. Thus, when the language of a selected lexicaloesd®otl match the
intended languagé¢he checking mechanism notices the error and notes a mismatch resulting
in the unintended node being discarded. Unintended intrusions are explained as a result of two
errors in the selection mechanishrst, the lexical node selected belongs to the enithed
languageandsecond, a failure must occur in the checking mechanism that binds the target

conceptual representation to the intended target languagea pribiportionate lexical node.

Two solutions are proposed for the repecific models on how treelection obnly
the intended language and not the unintended languages ddeeifgst of these assumme
that the semantic system itself activates the lexical representation of the intended language
with a higher activation due to language cues (Pseil& Bongaerts, 1994oulisse, 1999,
Hermans, 2000)The second solution refers to the existence of inhibitory control processes
acting on the unintended language. The activation of lexical nodes are, in other words,
suppressedllowing the intended legal nodes to bmoreactivated than the unintended
(Green, 1998). The first of these solutions derive from a model of bilingual speech production
by PoulisseandBongaerts (1994).

PoulisseandBongaert6(1994 modelwhich was since extended by Hermans, 2000
(figure4)employsLevel t 6s (1989) conception of | angua
conceptualizemwhich resuls in a preverbaimessageHowever,additionally,thelanguagecue
feature is assumed at tbenceptuabtage(+ English in figured). These language cues
determine the input prior to lemma selection. In short, Following the preverbal message, a set
of lemmas are selected, however, these are simultaneously tagged for a language. Given that a
setof lemmas are activated, the model assumes a languagpeaaific activation model and
a spreading activation mechanism. The-maanded but now active lemmas are at this stage
competing with intended lemmas for selection (i.e. -specific selection)The most
activated lemma is chosen because it has additional language cues strengthening its activation

(i .e., the concept of a bike, +English and I



Conceptual cues: / Laugue}ge cue:
+ Enghsh

OO...OO Conceptual level

/\/

O . O 0 . O Lemma Level

hand fiets brammer motorcycle bike dog

OOOOOOO. ...O Phonological level

“bike”

Figure 4. Model of bilingual spoken word production modelled onHermans, 2000 and Poulisse &
Bongaerts, 1994Adapted from Kroll & Tokowicz, 2006: 539

The second solution, namely through inhibitory processdisked withGr e e n 6 s
(1993, 1997, 1998a, b) InhibitoGontrol Model (IC, see Figurs). The modetescribefhiow
bilinguals control production by selection and inhibition procegsegigure5 shows there
are multiple componentsf these theonceptualizer, SAS, language task scheamaselated

to processingwhile thebilingual lexicosemantic systems a linguistic component.

Li ke the other production modeWhwrethescri be
production begins at the conceptatdge The output of the conceptualizpreads to other
areassuch ashelanguage task schemdase latter, in Greens modeéfersto L2 production
schema. These schemaae particular action sequen@gpropriate to reach the goal of the
action thg are selected foe.g., L1 to L2 translatiorThe SAS, short for supervisory
attentional systentontrols and establishes the activation of the task schemas to reach the
Goal For example, if a Norwegian bilingual is presenigtth the Norwegianword jakkeit
may elicit task schema activation AL2 trans|l

selecting synonyms, antonynpad more)resulting in
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Goal " Conceptualizer
Bilingual Language
Input lexico-semantic Task
system Schemas
Output

Figure 5: The inhibitory control model Adapted from Green (198). SAS refers to the supervisory
attentional system.

the English equivalent/translatigacket Effectively, this makes the processes competitive.
Therefore, to reach the goghdketin this case) L1 production schemas are assumed to be
inhibited/suppessed. In short, the L2 translation schema bdbsts2 production schema
while simultaneously actively inhibiting the L1 production scheBraen (1998a, b) argues
that the processes described occurring regardless of the linguistic orderiemtic
processes. Thus, Green names the task schenascéisnal control circuitghat are an

output of the conceptualizer and executed through the SAS

Regarding | exical selection, Greeno6s 1|C
language tag for either language, which is specified during a langudggendent
conceptualization. Moreover, he assumeslthatal selection occurs at the lemstage
Thus, ech lexical node is associated with a language tag which helps inhibit thargen
lexical nodes tagged by the unintended language (see @gureshort, three critical features
of the IC model are as follows. First, the semantic system activates the lexical nodes in both
languages. Secondly, the lexical nodes of theintamded language are inhibited reactively,
and thirdly, the inhibition iproportional to the activation levels of the Aatended lexical
node (i.e., more robust semantic activation of the wrong language equals stronger inhibition).
The IC model assumes that the L1 is more strongly activated than the L2, therefore, inhibition
will be more potent when the L1 is the niotended language. The opposite will be valid for
the L2 (weaker inhibition).

11



— Concept: Chair

Figure 6: the IC model (Green, 1998) in action adapted fronfrinkbeiner, Gollan & Caramazza(2006).L1
English and L2 Spanish. The task schema connections inhibit the L2 lexical nodes in the riotended L2.

A range of studies have since reported empirical data in support for the IC model
(Meuter &Allport, 1999; Costa & Santesteban, 2004; Schwieter & Sunder2@s;
Schwieter, 2010, 2013; Lin¢schwieter & Sunderma@012 and others). All report that
when participants are asked to switch between languages, the switching cost into the
dominant L1 takes longer than their L2 (or L3). The earliest of these eMndAllport
(1999) also investigated switching costs in an experimental study where bilinguald nam
numerals in either their L1 or L2. Participants were asked to name the numerals either in a
trial with the same language (no switching) or to name titver éGanguage thatie prior trial.
Meuter andAllport reported that response latencies on switching trials (response language
changed from thanitial trial) were slowethanin the nonswitching trials. The results support
the IC model in that the swittg cost associated with switching to the dominant las w
consistently slower than switching from the weakerTt& authors argue that the inhibition
of the L1 is a result of strong inhibitions of the dominantaslthe prior trial required it for
naming in the weaker L2. SimpliJeuter andAllport suggestdthat the naming in L2
requires active inhibition of the more active competititenodes. These results were later
replicated in Linck et al. (2012), wheresthexamined the performance of multilingual

(trilingual in this case) in both the Simon task and a switching task.
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Anotherquestiornrelatesto how the phonological repertoire of a bilingaawo
languages are represented. For exanpliie case of a lguagespecific mechanism, two
separate phonologicadventorieswould be necessary to presuppose a retrieval mechanism
sensitive to the activation of onbhephonologicainventoryln the contrary, if there is any
certain overlap betwedhephonologicakystens of a bilinguals two languages there must be
a measurable impaof the phonological informatiofrom the unintended languagea the
retrieval of phonological information for the intended language. While there is no consensus
on the matter, the study reviedearlier by Hermanst al.,(1998) did indicatehatactivation
flow was not languagspecific. The results have also béeterpreted to suggest that lexical

selection mechanisms consider the activation of the unintended language during lexeme

selection.
Semantic nodes
Lexical nodes
Sublexical nodes
Figure7. Representation of | exical and sghwbhépanishal acces

fig a t. Arows indicate activation. Thickness of the circles indicates levels of activation of sub lexical
nodesAdapted from Costa et al., 2000: 1285

Costa et al. (2000) addresdeamv the phonology is representiedm a different
perspective. Theexplored whether the cognate status would impact the spedich they
are produced. Cognates aa¢least in the psycholinguistic research dontaamslations with
similar orthography and phonology (eg.he Cat al an and Qaadi sh wor
gatorespectively)Non-cognates are translations with dissimilar orthography and phonology
(e.g.,Spanishpanderetaanddambouriné). Costa et al(2000)hypothesized that the selection
of phonological representations during picture naming ofafget translation (e.ggato) is
achieved quickly due to cro¢snguage activationst the phonologicatage Simply put,
retrieval of phonological properties of the target word is easier for cognates than for
noncognate words due to phonological features that overlap across cognates. For example, the
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Catalangat(i.e., /g/, /al, /t/) and Spanish (/g/, /a/, ltl) sharesegments adlustrated by
thicknessat the sublexical nodes shownn figure7.

Adhering to the cascading activation model, Costa et al. (2000) made two predictions.
First, that the two languages of a bilingual share a common semantio sgetesecond, that
there is parallel activation between the languages. Toghedictions, Costa et atpnducted
two investigations on Catale®panish bilinguals and Spanish monolinguals through a series
of picture naming tasks. The picture names vedieer cognates or noncognates. To render
their predictionscorrect bilinguals should name cognates more quickly tharaommnatesin
thefirst of two, experimens participants were separated into two groups, including highly
proficient CatalarSpanish bilinguals and monolingual Spanish speakers. All participants,
regardless athegroup were asked to name one of two gete of these sets contained
cognate namegf pictures in SpanistiResults revealed that the bilingsgleakers had faster
naming latencies when naming cognates in contrast to the monolinfualsesults
supportedheir theoryin that firstly, activation flowfrom the semantic system to the leatic
system is nosspecific and possibly shegsa semantic system, and secondly, that lexical nodes
form the norintended language spread activation to the corresponding phonological nodes

indicating parallel activation.

However, given the bilinguals wereatalanSpanish speakers responding in their L2,
the intended language, Spanish, Costa et al. (Z0@@rinvestigatedin a second
experimentwhether the cognate facilitatimorresponded proportionally to the level of
activation in the noiselected lexical node. The second experiment compared the performance
of the CatalafrSpanish bilinguals who reported a dominance for the Catalan language and
highly proficient SpanisiCatalan bilinguals with Spanish as the dominant language. The
number of pictures to be nameds doubled. Results confirmed firedings of the first
experimentMoreover, Costa et €2000)found that cognate facilitation related to the
language of response,ibg largerwhen the bilinguals responded in the rdominant
languageThe second experiment provided further support for parallel activation at the
phonologicalstageand languag@&onspecific activationlThese results have since been
replicated in pictur@aming (e.g., Krolet al.,2000), but also iTOT investigations (e.g.,
Gollan& Acenas, 2000

Kroll et al., (2000¥or exampleasked bilinguals to name pictures depending on cues
which indicated which of their languages to usenfaming each pictur@nixed condition) or

to name pictures in one language alone (blocked condition). Critidadguthors
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manipulated theognate preence irthe conditions.Kroll et al.reported cognate facilitation in
the mixed condition regardless of language used, however the cognate facilitation was only
found in the blocked condition when naming in the L2. In this case the cognate effect is
visible in the blocked condition because the unintended phonology was activated given the
L2/L1 cross language activatiowhen bilinguals were alternating between their languages in
themixed condition, the alternation induced cross language phonology awtivegjardiess

of the languagesed.

To explain the stronger facilitation when bilinguals responded in theidoonnant
language, Costa et al. proposed that it is a result of translation from a dominant language to
the weaker laguage. They explain that the dominant language has stronger connection to the
semantic representation and the corresponding lexical node than the weaker language, an
argument addressed earlier by KianidStewart (1994) in their model of language

procesmg, The Revised Hierarchical Model (RHM)

KrollandSt ewar t s RHM 8§}, k& @ediouslysreviewedl pragluctioe
models, approaches language processing in terms of concgpymlCritically, however,
this model assumes that L1 words are more strongly connected to the corstegeihin
L2 words. However, the L2 words are strongly connected to the translation equivalent in the
L1, as shown in figur8. These differences are,cading to KrollandStewart, a result of
bil i ngual sForeyxamuethelatdagemfcagquisitiofAoA) of thelL2 in bilinguals
correspondto havingafully developed lexicon for their L1. The RHM assumes that during
the acquisition of the L2,ilmguals exploit the notion of L1 connections with the conceptual
stageto acquire new lexical entries. As such, the bilingual speaker develops a strong network
from the L2 to L1, which continuously matures under L2 acquisition. However, as the
bilingual becomes more proficient in the L2, the need to mediate through the L1 dissipates,
albeitnevercompletely gone. Only speakers who attain (or start with) balanced bilingualism

are believed to have equal L1/L2 to coneleptl connections.
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CONCEPTS

L1

Figure 8: Modelled on Kroll & Stewart (1994)

Given that the connections are as described, translations from the L1 to the L2 in
forwarding translation (i.e., from the source language to the intendedltargeagg must be
mediated at the conceptusthge The opposite would be true for backward translation L2 to
L1, as that would require a direct translation. KewitiStewart tests this hypothesis by
investigating whether forward translation takes longer thakviaa translation.

Additionally, since proficiency affects the mediation, one might expect a decrease in direct
translation from the L2 to the L1 instead of allowing more access directly to the conceptual

stage

Kroll andStewart asked proficient Dutdbnglish bilinguals to do both forward and
backward translation (L1 to L2 and L2 to L1, respectively). Moreover, they manipulated the
translation lists according to semantic relations, thus, one list was semantically mixed and the
other categorized (e.g.] @animals). They found that the L1 to L2 translations were slower in
the categorized lists, while the L2 to L1 showed no difference in the same list. As such, it
seems that the L1 to L2 translation was concestiagle semantically mediated, confirming
their predictions. The same resultenareplicated in another study by Talam&soll and
Dufour (1999), who examined bilinguals with varying degrees of proficiency. In their low
proficiency bilingual pool, the L1 to conceptual level mediation was strahgerfor the
more proficiengroup. Further studies found more evidence in support of the RHM (e.g.,
Kroll, et al.,2002); some varied in their findings (e.g., Francis et al., 2808¢derman2002),
and others found opposing results (De Groot & Poot, 1997).
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What we can take from KrodindStewart§1994)investigation is as follows. First,
bilinguals L1 ha a stronger connection to the concepttabe This aspect confirms Costa et
al. (2000) proposal that bilinguals who use their4g@minant language in cognate naming
have stronger facilitatiobhecause translation occurs through the L1 witronger conceptual
connection. However, the latter would dissipate with increased proficierBijinguals The
proficiency was also connected to another aspect of bilingualism, nAm&lyin that it
affected the proficiency level# series of investigations examined AoA and other aspects

that may vary in Bilinguals, wbh will be the topic in the following chapter.
4. Bilingual profile and fluency in L2.

An early definitionof bilingualsby Roelofs (2003, p. 17% "Bilingual speakers are
persons who regularly use two or more languages for their vastrahunicatiord’ Following
Roelofs' definition, any person can be considered bilingual simply because of their knowledge
of two or more languages for communication in regularity. However, the required degree of
knowledge in the respective languages is nemtioned. In contrast, LukndBialystoks's
(2013) investigation of quantifiable bilingualism claithatbilingualism is not a categorical
variable. LukandBialystok (2013, p. 605) argue tHdle criteria that determine an
individuals designation as molingual or bilingual are fuzzy at bésind that these criteria
minimally involve language proficiency andage Luk andBialystokarguethat any inquiry

into bilingualism should not beategorical buteflect a varied range of possible bilingualism.

Krulatzet al.(2018but also see Grosjean, 1998stinguish a range of bilingualism
types. These includgmultaneoubilingualism (i.e., both languages are acquired
simultaneously)successiveilingualism (anguages are acquired in succesgibalanced
bilingualism (i.e., competence is equal across both languagesjpamdantbilingualism
(opposite of balancedPne mayalso distinguish betweenarly or late bilinguals, which
describes whether acquiring the second language was earlitgranléfe (for an expansive
overview, see Krulatz et al., 2018). In the case of Norwegraglish bilingualswhich are the
focus in this studyalso vary regarding these types, however formal instruction in English
starts at 6 years of age. Thismedngtt I f t hey are successive bil

are they share a common AoA in English.

Unsurprisingly, there is evidence that differences in aspects of bilingual padfidet
language abilityCosta et al., 200(legeet al.,1999 Moyer, 2004; Baker, 2011; Patkowski,
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1980;Klein et al, 1994;Yetkin et al.,1996 Abutalebi, 2005 and othgrd-or example, Costa

et al. (2000) suggested that later AoA resulted in lowered proficiency and thus later naming of
cognates. AoA can be tratéo thecritical period hypothesi§CPH). CPH is often linked to
Noam Chomsky's innatist perspective in which he hypatbésat all animals, humans
included, have innate abilities at birth that aids the acquisition of knowledge (see Rowland,
2014). Albet in congruence with the innatism perspective, CPH adds thatrtbwgledge is
acquired in specific periods and that acquisition beyond these periods is difficdles
examining CPH found that older learners (later AoA) typically displayraiive acents

(e.g, Flege et al., 1999; Moyer, 2004; Baker, 2Q1ridicating the acquisition beyond a
specific periochindess nativelike phonological proficiencyHanserREdwards (2017)

describes studies that have found evidence suggélatthe nonnativephonological
proficiency, despite CPH, may tmmelioratedinstead suggesting that other factors may
influence linguistic featuresegardless of AoAGiventhatNorwegiarEnglish bilinguals

have little variation in their English AoA, inviggatinglinguistic featuresn this group may
provide insight into which other factors haaeffect on linguistigroficiency.

An early study by Patkowski (1980) aimed to explore all relationships between AoA
and linguisticknowledge other than pronaiation specifically syntax acquisitioatkowski
hypothesized that those acquiring a language before 15 years of age would more likely
achieve a nativdike skill level in the respective language. Albeit his main goal was to
discover whether there is a difference between those who learn English hdferty persus
those who acquired English later, he also examined other factors that may influence
performance and mastery, namely amount of formal/informal instruction, residence time, and
exposure to the language in the US. He examined 67 participantivshareda higher level
of education. All participants were immigrants to the USA and had lived in the country for
more than five years. However, all participants had started acquiring English at various ages.
To compare, he studied 15 participants borthe US with education levels that reflected the
other participants. Critically, the dialect of those 15 participants reflected the type of English

spoken by the 67 participants. All participants took part in the one task employed.

Participants took pain interviews that lasted between 15 and 35 minutes. From these,
5-minute samples were collected and transcriltieas avoiding pronunciatiomeasures
Two ESL teachers were given the transcripts to rate on a scale from 0 to 5 (0 = no knowledge

of English, 5= level of English expected from native speakers).
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The results showed that the transcripts of the all the native speakers, and L2 leaners
(except for one) with aAoA before the age of 1:i@medpre-puberty group) scored between
4 and 5. For the greu(34 participants) who had their AoA after the age of 15 {poberty
group), the scores contrastib@ prior group withratingsrangingfrom 3 to 4, includingone
rating of2. Moreover, length of residence and amounts of formal instruction correldted wi
ratings in which more extended residence and more instruction meantraghgs
However, the latter results were explained as a result of age. For exampleheleitgyth of
residence was found to be a good predictoatings it was often thease that those with
lengthier residence had arrived eatlresultingin an earlier AoA. Likewise, more instruction
was found to predict betteatings but often in speakers who started formal instruction at an
earlier AoA. As suchwhen the nofA0A factors were controlled for AoAhey no longer
predicted theatingsas well as AoA. Patkowski concluddtht AoA is a crucial item for

developing nativdike language mastery beyond pronunciation.

While Patkowskis' findings have since been replicated iargibycholinguistic
studies (see Johnson & Newport, 1989; Birdsong, 1999; DeKeyser, 2000; Deé&tegiser
2010; Granena & Long, 20) 8ttle inquiry into whether the neAoA factors predicted better
proficiencyratingwhen the AoA wagqual in across participants did not find place, leaving a
gap in the literature.

Researchermvestigatingbilingual L2 acquisition heae since explored the topic in
neurophysiological studies as it has the advantage of directly imaging the bilingual brain (see
Perani & Abutalebi, 2005 for a reviewllein et al.,(1994) used PE{Positron Emission
Tomography}o investigate whether L2 production involved the sameatsubstrates as L1
production. The researchers used a word repetition task on twelve Canadians who were native
English speakers who learned French after 5 years of age (mean age 7.3 years). All
participants had a higkevel oflanguage proficiency establied through preests. Klein et al.
(1994)found that the rCBKregional Cerebral Blood Flowdistribution was the same across
both languages, suggesting that the repetition task involves overlapping neural substrates.
Critically, one difference was found on the left putamegion of the brainwhich hasbeen
found to be related to articulation and phonetic coding (Harley, 20&4)activatedo a
larger extentvhen participants repeated words in their L2. As such, Klein et al. concluded
that articulating L2 speech units, when the L2 is learned later in life, increases the demands

and thus activates the putamen to mediate the increased processing load. Hmgsver,
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lexical and semantic access is limited in repetition tasks, Klein et al. conducted a second

study.

Klein et al.(1995) undertookhe subgquent language production study with the same
participant pool as the previous study. Like the earlier studyinkét al. employed PET to
measure rCBFThe participants were asked to selectively produce words for the L1 or L2
following three strategies. First, rhyme generation based on phonological prompts, second,
synonym generatignvhich activates semantlexical search, and finally, translation which
requires activating access in the other languages. Irrespective of the results found in the 1994
study, the 1995 study tasks showed significant activation of the left dorsolateral frontal cortex
and other frontalr@asof the brain Like the previous study, there was overlap irrespective of
language, and they also, again, found increased rCBF of the left putamen area when subjects
generated words in the L2. rCBF increases manifested particularly in the faramddtion
word selection. In the activated areas, the left inferotemporal and superior partial cortex were
equally active irrespective of the languages and strategy except in the rhyme condition for L2.
The PET showed that both forward and backward translabarelated with increased rCBF,

particularly in the left putamen with the forward-L2 translation.

Klein et al. (1995) concluded that the activated brain areas were engaged in the highly
proficient bilinguals despite late L2 AoA (5 years of age). Thargguages learned later
would not differ in brain activity from ones acquired earlier in life, when the bilingual is
highly proficient. This would mean that at least for highly proficient bilinguals, AoA isnot
crucial determiner of brain activity, amteresting aspect given that Norwegianglish

bilinguals often share an AoA of 6 years of age.

Another fMRIstudy (Yetkin et al., 1996) algested L2 production through word
generation; however, the participants in this study were multilingual. Redpotte
participants were heterogeneous in that they Weeatin at least two languages andn
fluentin a third.Fluentwas defined as languages spoken currently and at least for the past 5
years, while noffluent was defined as languages studied betw24 years and without
regular everyday use. Ongerestingesult in this study was the extended brain activation for
the L3 fonflueni). This result can suggest effects of exposure on the production of a

languageNotably neither proficiency nor AoA were employed as controlled variables.

Abutalebi CappaandPerani (2005)eport two further fMR(functional Magnetic

Resonance Imagingjudies that employ language production experim&hish found
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contrasting evidence on the importance of AoA. While KitelkinandHirsch (1997as cited

in Abutalebi et al., 2005conducted a sentengeneration task where participants were asked
to descibe events internally. Kim et atoncluded that AoA indeed is a major factothe

second languaggpokenproduction Chee TanandThiel (1999as cited in Abutalebi et al.,
2005 conducted a different study in which participants were asked to produce words which
were cued by a word stem visually presented. Cheefeuald no difference in brain

activation in early (6 years) and late (12 years) bilinguals. Abutalebi Y2@@tins that this
discrepancy might be relatedparticipantsdifferentiatedlevels of proficiencyacross
languagesas the participants in Kisistudy may have hdow proficiency while the

participants in Chee et al. are expected to be highly proficieahghe socidinguistic
background of an integrated bilingwsaciety. Like Kim and Chee's contrasting evidence,
other inquiries in language production studies (Pertal.,2003; Briellmam et al, 2004;
Kodpkeet al.,2021) and, converselignguage comprehension studies (see Abutalebi et al.,
2005, pp. 50610 for a review) alstind contrasting evidence in the brain activity from L1
and L2 production/comprehension given the AoA. As such, these discrepancies seem to be
related to other facte that modulate activation, namgisoficiencybut alsoexposure and
possibly othersDespiteAoA beinganunquestionablymportantdeterminant of proficiency

in L2, Abutalebi et al. (2005) emphasize that brain activity in bilinguals are a resiét of
interplay deriving fronother factors such as exposure and proficiency (e.g., Héftheards,
2017; Patkowski, 1980; Klein et al., 19%tkin et al., 1996Abutalebiet al.,2005).

Indeed bilingual exposurés a key factor irGreenandAbutalebi (2013) model that
takes exposure and language use into accoaniely the Adaptive Control Hypothegsee
figure 9). As shown in the displayed architecture of the ACH, three additional modules to
control processes are displayed. First, thesp@ipeline refers to a conceptadfiective
linguistic-sensorymonitor representations deriving from comprehension activity. Meta
control processes refer to processes in working memory to control the gpeelate to

achieve the communicative goals.
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< = =—p Spaced arrows depict internal processes of control
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Figure 9: Architecture of the ACH, modelled onGreen & Abutalebi, 2013 517

The critical element, howevgs the tripart split patterns of everyday language use
defined by the interactional context module, these are as follows. First, there is-a single
language context (SLC) which refers to speakers only appbyirtanguage in each context
(i.e., one languge at home and another at work). Second, aldangluage context (DLC)
refers to contexts in which the speakers use both languages and often with a specific
interlocutor. Finally, a denseode switching (DCS) refers to the same scenario as the SLC;
however in these contexts, both languages are freely mixed within single utterances.

Table 1: Modelled on Green & Abutalebi (2013: 519). + indicates the context increases the demand on that
control processes (more so if bolded);= indidas that the context is neutral in its effects

Demands on language control processes in bilingual speakers as a function of interactional context

relative to demands of the processes in monolingual speakers in a monolingual context

Interactional contexts

Single Language Dual Language Dense Code Switching

Control processes (SLC) (DLC) (DCS)
Goal maintenance + + =
Interference control: conflict monitoring and + + =

interference suppression

Salient cue detection = + =
Selective response inhibition = + =
Task disengagement = + =
Task engagement = + =
Opportunistic planning = = +

GreenandAbutalebi (2013, also see Abutalebi & Green; 2016, Green & Abutalebi,
2018) describe how the SLC, DLC, and DCS reqdifferentactivation ofcognitivecontrol
processes to achieve effective coomeation. Table 1 presents the differences between the
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three languageontexts and their interaction in activating the various cognitive processes. As
can be seen, SLC only requires activation on goal maintenance and interference control
(ignoring distratons) because bilinguals must constrain influence fromintamded

information. The DLC contexts place a greater demand on theaStivated processes as

well as all othecognitive processes with the exclusion of opportunistic planning. The DLC
places émands on the opportunistic planning while other processes return to a neutral state.
Recently, AbutalebandGreen (2016, see figur@jlifoundthat the contextual language

demandsequire the neural network to adapt depending on the context of language use.

Multiple Language Interactional Context | Dense Code Switching Context
SLC/DLC : DCS
ACC/pre-SMA ] . ACC/pre-SMA
Left IFC/PFC++ Parietal cortex Right IFC Left IFC/PFC+— Parietal cortex
insula Basal ganglia ’ : insula ™ Basal ganglia® <
Thalamus

\\ " (caudate/putamen \ \ (caudate/putamen

)

— cerebellum | : » cerebellum ’

| Sy
Premotor cortex ! Premotor cortex

Motor cortex : Motor cortex

Speech pipeline  s—

Key:

Controlnetwork

Figure 10: Adapted from Abutalebi & Green (2016: 691): Two situational contexts are outlined through
the ACH. The left side indicates SLC and DLC, whi the right side indicates activation through DCS.

Nevertheless, the demanais cognitivecontroland the subsequent effects there is, or
lack thereof, on a speakieave been the fuel for another controversy, nanaglyantages

versus disadvantages of bilingualism

5. Advantages and Disadvantages of bilingualism

The advantage/disadrtages of bilingualism debatencernsempirical findings in
which bilinguals appedp beatanadvantagecompared tanonolinguas in, amongst others,
executive functions Bialystok & Craik, 2010Lehtonen et al., 20)8metalinguistic
awareness (Cenoz 2003; Cummins, 1978,), phonological comprehension (Artoaliou
2015),andcognitive flexibility (Adi-Japha et al., 201@®utseeAntonioy, 2019 for a meta
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analysis of cognitive advantages and disadvantagesjever, most pressingly tkat

mounting evidence in our focus field, namely spoleerguageproduction is leaning towards
the disadvantages with eviderfoem TOT retrieval failurege.g.,Gollan & Silverberg, 2001,
Gollan & Acenas, 2004; Gollan et al., 2@%»and picture naming (e.g., Gollan et al., 2005b;
Gollan et al., 2007yvanova& Costa, 208) which are described in more detail below, but
also incategory fluencye.g.,Gollan et al., 2002; Portocarrero et al., 2Q@ndmore recently
in production of fullsentence(Runnqvistet al, 2013).

Two differert hypotheses have been proposed to explaididaglvantagesiamely
theWeakerLinks HypothesigGollan & Acenas, 2004; Gollan et al., 2005a; Gollan &
Silverberg, 2001Gollan et al.2008 and theCompetitionModel(Green, 1998; Kroll et al.,
2006; Kroll et al., 2008)The weaker links hypothesis explains the disadvantages as follows.
Since bilinguals speak twanguagesandonly one at a timgt follows that the bilinguals use
eachlanguage lessftenthan a monolingual whalways speak one languages such, lexical
representations in both |veacgundaiee lsss practice duee b i |
to less frequent use of each language. With time the less frequentaasdh ddnguageesults
in weaker linksdetween the semantic level and the phonological Evélsubsequently
pooreraccessibility for lexical representations in both languages. Given that bikngeal
each languagkess frequentlghan amonolingua) it follows that bilinguas will be at a
disadvantage producirgpeechn the L2 but also in the L1 whehey arecompared to
monolinguals. One interesting aspect of this hypothesis ishhabnsequences of
bilingualism is assigned the samechanism that influences accessibilitaihspeakers
rather than a specific mechanism deriving from being a bilingual speaker. Weaker links
should, thus, occuwhere frequency of language use is smallallispeakers, including

monolinguals.

Gollanand Acenas (2004) conducted a study to elicit TOTs for English words in
mondinguals, Spanisttnglish and Tagalog=nglishbilinguals using pictures. The pictures
were designed to relate to cognates (@ampirein English andrampiroin Spanish and nen
cognates (e.gfunnelin English andhe corresponding worembudoin Spanish). They found
that bilinguals produced TO their dominant Englisht a higher frequency th&nglish
speakingmonolingualan the noncognate pictures, dress son the pictures with cognate
translation equivalentespecially when participants were able to translate the cognates after
the picture naming task was compldéallanandAcenas (2004) mention hopvior evidence
(Burkeet al.,1991; Dijkstra et al., 1998 proposethat TOTs are a result of failed
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phonological retrieval during activation from the semantic to the phonological Bastd on
Burke et al.s proposal, GollamdAcenas (2004) argue that their evidence (mentioned above)
provide support fothe weaker links hypothesis as cognates have the benefit of stronger links
owing to dual activatiorAs mentioned, the bilinguals experienced less TOTs when they were
able to name the cognate translations afterward, whatlanandAcenastook to suggest that
translation equivalents are not inhibited through competition, as is predicted by a competition
model.A subsequent study by Gollan, BonaandMontoya (200%) again found that
SpanishEnglish bilinguals produce more TOTs overallrtimonolinguals. However, in the

latter study Gollan et al. (2008 found that bilinguals experiencéssTOTs with proper

nouns than the monolinguaBuilding on priorresearch (Burke et al., 1991; Cohen &

Faulkner, 1986)hat foundbilingualsperformedbetter than monolinguat: retrieving proper
names, whereas monolinguals better retrieved nouns,, aetbsdjectiveg Gollan et al.

(200%) propose thatheir results to support the weaker links hypothesis given the language
duality of propemnoun features.

The competition model (Green, 1998; Kroll et al., 2006; Kroll et al., 28@8putes
the bilingual disadvantage to competition between translation equivalent candidates. Simply
put, bilinguals face dealing with competition for any sentacdncept they know several
related wordsfor. The competition may be comparedttat proposed ithe cascaded
processing models proposed for monolinguals (e.g., Peterson & Savoy, 1998). Furthermore,
the hypothesis that bilinguaéxperiencerosslangua@ interference may also be compamed t
many of the bilingual models of spoken production mentioned earlier (e.g., Costa, 2005;
Hermans, 2000; Poulisse & Bongaert, 1994possibe solution for the competition was
related to inhibition (e.g., Gredr§98a, 1998b) ndeed, t he evidence supr¥
model(Meuter & Allport, 1999; Jackson et al., 2001; Costa & Santesteban, 2004; Schwieter
& Sunderman, 2008; Schwieter, 2010, 20Minck et al., 2012) also support the competition

model.

Critically, the weaker links and competition models are not mutually incongruent,
instead both mechanisms can explain different types of effects found in bilingual language
processing. Insteadnanterestingaspect may be which of these mechanimmnsore effective
at explaining the bilingual disadvantage. For example, some of the disadvantages are
addressed best through the weaker links hypothesis in the studies mentioned earlier, including
picture naming (Gollan et al., 2005) and TOT rates (Gollan & Acenas, 2004). The results
cannot with ease by explained by a competition model as bilinguais anany regards like
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monolinguals, at least for the words they only know in one languwadgeh canmt compete

and thugnvoke an interference. Furthermore, bilinguals were disadvantagsahtrast to
monolinguals, when speaking in their dominant languabéeh is best explained by the

weaker links hypothesis as little evidence has been found tostubgtanguage production

in a dominant language encounters interference from a less dominant language (see Jared &
Kroll, 2001; Kroll et al., 2006 for exceptions). While the weaker Isikggest that the links
between the less dominant L2 and phonological representations are (meagedike how

the L2 words are L1 mediated cause of stronger L1 links with the concept level in the RHM)
due to frequency of use, the competition model would sugiggisthe less dominant language
result in weaker competition with a dominant language in production than would be the case
if it was less dominardtainguage production.

Thus far the litteraturesuggests thdiilingual spoken productiois influencedoy a
number of aspects oftai | i npgofilea As 8ush the fdbwing chapter willdiscusshow one
mightaccurately measuimportant aspects difilingual language profiles.

6. Valid Bilingual Profiles

As the current study aims to investigate factors of bilingual profile and relationships
between these amuoficiencyin speakingit follows that the study requires a corpus of
reliable linguistic profiles of the Norwegiginglish participantsAn early methodological
inquiry by Grosjean (1998) distinguishes a few aspbeiisesearch on bilinguals may
consder. These includenguage history and language relationsHgnguage stability,

function of languages, language proficiency, language mauahetbiographical data

fiLanguage history and language relationgéinger to the acquisition context in terms
of location and by what means languages were acquitadguagestabilityo refers to
ongoing developments in each language in terms of whether they are still being acquired,
being lost, or changed due to changes in the access to the larfifuageion oflanguages
refers to in which context the languages are being used in, for example home, work, school
and so forthfiLanguage proficienayrefers to the skill level in each of the four basic skills,
writing, reading, listening, and speakirittanguagenode refers to how long and often a
bilingual is only in monolingual mode (i.e., one active language) or bilingual mode (i.e., both
languages active) and how often/how much esaeching takes place. Finallfipiographical
datab refers to age, sex, soesronomic and educational status and so fdittlese aspects
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showhow not only language proficiency, but rather a range of other aspects and
corresponding factors are necessary for research on bilinguals. Given thadltbéthe

current studys to find how bilingual profiles influence spoken proficiency it is, consequently,
important to regard these multifaceted aspects, and subsequentially comprehensive number of

factors.

Furthermorestudies suggest that bilinguals are abledasistentlyassss thenselves
and their language proficiency as well as report their language history in a consistent manner
with behavioral performande.g., Chincotta & Underwood, 1998; Flege et al., 1999; Jia
Aaronson & Wu2002).Indeed a range of studies tiaexamined bBinguals to examine
different domains of inquiry, such as grammatical ability (e.g., Jia et al., 2002), degree of
foreign accent (e.g., Flege et al., 1999), and computational languag¥ &g, Menon,
2000) However there is an absence of valid and uniform assests of bilinguals that may

be used to interpregieneralizeand replicate the mentioned studies, and others.

However, aguestionnaireonstructed byarian, BlumenfeldandKaushanskaya
(2007)set outto create aeliable and valid questionnaitieat may be used for efficient
assessment of Dbil i Maianatlals(BOO7&xplairghow pmevious pr of i | e
research, although employing differentiated methods to establish bilingual profiles, resulting
in contradicting conclusions, does indeed in totality support a theoretical framiatmay
suggest that language proficienexperiene, andlanguage history all are important
attributes of bilingual profiles. However, the previous resefrentioned aboves.g, Jia et
al., 2002; Flege et al, 1999; Vaid & Menon, 2@08ongst otherd)ad noruniform methods
and questionnaires for bilingl profiling, makinga comparisorof the findings problematic.
As suchthelanguage Experience and Proficiency QuestionfaE&\P-Q, see Appendid),
was designed to provide a valid assessment of factors that contribute to bilingual status. These
factors are critically identified as language competence (including proficidosynance,
and preference ratings), the age of language acquisition; anignage exposure; and current

language use in life

Marian et al. (2007) conducted two studies to maxirarae testhe validity and
reliability of the LEARQ. The first of these two aimed to establish internal validity through
factor analysis and multipkegression analyses. They asked 52 bilinguals to answer a
preliminary edition of the questionnaire. The results from firsirstudy led the authors to
omit some measures suabwriting proficiency, current classroom exposumongst others.

These mesures were omitted as they correlated with other measures or did not predict any
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other measure of proficiency. Study 2 aimed to establish critegfenenced validity by
comparing setassess scores and standardized proficiency measures and then cgraductin
correlation and regression analysis. They asked 50 bilinguals to answer a revise@LEAP
first, after which they were asked to perform a range of standardized proficiency tests. Results
from study 2 foundh positivecorrelation between the standardizests and selfatingon

some proficiency factors. For example, high-satingin the L2 reading proficiency was
reflected in behavioral measures. Another finding suggests that objective measures of
comprehension and grammatical judgment were goodqtoesliof proficiency selfatingin
bilingual sd | an g atngiretarms(of prokciency apeaeflectedan pant s
grammatical judgement tasks). One significantifigdjiven our current studig that the

multiple regression analysis suggests thatrsadfl language proficiency, to a certain degree,

predicted linguistic perfanance.

Evidently, the LEAPQ was shown to be reliable and valid and, irathe 15 years
since its creatigrbeen used in a multitude of studies (see Marian et al., 2019 for a review).
Nevertheless, since the questionnaire helps in creating valid bilipgnides, as well as
predict behavioral performance through sel§essmenit is, indeed, valuable for the current
study which does exactly that, stimlyb i | i ngual factorsod influence
performance, namely language production. Criticallgyilh et al. (2019) emphasize that
additional objective measures of proficiency in addition to the LEABest provide a valid
bilingual profile. The next chapter will address how one might measure proficiency,

specifically through language spoken producti

7. Measuring Proficiency

Beforestartingany inquiry into measurements of L2 proficienitys essential to
address theonceptof proficiency.Leclerq et al. point out thathe Europeareducational
policy texts(2001)view proficiency, in language educatiom terms of adequate language
communication abilitiegistead a perspective shared bByd Norwegian EFL texts
(Norwegian Department of Edatton, 2022) Thelatter approach to how proficiency is
understood is reflected in that studies and modelddbason proficiencyas a variabléave
consideedproficiency in terms ofevelsof achievemen(e.g.,Gintheret al.,201Q Hulstijn,
2011;de Jonget al.,2015; Nadrj Baghaei & Zohooriar019;Duran Karaoz, 2019;
Flognfeldtet al.,2020).A definition proposed bydulstijn (2015 p. 21, "knowledge of
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language and the ability to access, retrieve and use that knowlddgenimg, speaking,
reading and writing reflects theperspective of various level&s such Histijnés definition is
helpful in the present study as theerest lies in knowledge and ability to various degrees

basedand because it adheres to how the literature address proficiency.

Albeit adefinition has been proposed, measuriagal proficiency-basedn thesealone
is further exacerbatesb studiefiaveexaminel differeniatedpossibleindicators of
proficiency such aBuency complexityandaccuracywhich areoftenused togetheio assess

overall proficiency (see Norris & Ortega, 200 review).

Fluency isused asnindicator of proficiencyspecifically oral proficiencpecause it
broadly refergo "a cover term for oral proficientyLennon, 1990 in DuraiKaraoz, 2019).
However, it is also usei referto a persots overall proficiencysee Segalowitz, 2016 for a
review).DuranKaraoz (2019) highligista narrover sense of fluencwyhich refers tathe
guantity, rateand pausing meases both in demporal and notemporal aspe@mployed to
assessral communicative abilitiesAdditionally, Fluency is also a multifarious concept that
entails what Segalowitz (2011; 2018) atripartframework, coin as three aspectd af
fluency, namelyutterance fluency, cognitive fluency and perceived fluebitierance
fluency Segalowitz (2016, p.-B3) explains, refers ttthe fluidity of the observable speech as
characterized by measurable temporal featueg., measures of spedubsitationsand
pauses)cognitive fluencys "the fluid operation (speed, efficiency) of the cognitive processes
responsible for performing L2 speech agts., measures of L2 speech acts including all the
processes from semantic retrieval to articulatipejceived fluencyefers to'subjective
judgments of L2 speakers' oral fluet¢ye., rating fluencypased on speech sample
Although Segalowitz (20) explainshow despiteutterance, cognitive and perceivd fluency
areinterrelated and equally importarit is nevertheless the case thanyriad ofresearch
involving L2 proficiency(Wright, 2013; Kormos & Denes, 2004; Denget al., 2015
Huensch & Tacy-Ventura, 2017; Duraaraoz, 2019¢hoo® to focus on utterance fluency
One proposed reason is ttencret@ess andneasurable natuied utterance fluenc{Duran

Karaoz, 2019) allowfor objective measures and subsequently systemadilysis.

The measurable nature dferance fluency iapproached throughree categories
breakdownspeedandrepair fluency(Skehan, 2003 avakoli & Skehan, 2005). Breakdown
fluency refers to thpauses both in terms of the amount, type (filled or silent) location
(where it is in relation to a clause or meaning bearing utterance). Speed fkieregsuring
the speed at which speech is being produced, for exabypteeasuring syllables percaand.
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Repair fluency isneasuredby "repait' strategies employed by speakers to modify or correct
their speech (i.e., correctiorrgpetitions, false starts). Furthermore, these measures can be
eithercompositeor pure (e.g.,de Jong et al., 2015; TavakdliHunter,2017). Composite
measuresombinecategoies ofmeasurements such as speed and breaktloamcy, which
evidently link with measures of perceived fluency (Kormon & Denes, 2004). Pure measures
however focus on only one category at a time (e.g., speed alone) and can provide insight into
speech production processes as it is beli¢veelveal underlying processes in production (see
Huensch & Tracyentura, 2017p. 277.

In an overview of fluencyneasues,de Jong (2016) lists/pical temporal
measurements diuency thathavebeen employeth the research fieldl@ble2). However,
various researchers havaried in whether they usal, or only some ofhese measures,
depending onvhatthey find to becrucid for measuring proficiency (e.g., Kormos & Denes,
2004; Ginther et al., 2010; De Jong et al., 2015; D#araoz, 2019; Huensch & Tracey
Ventura, 2017).

Table 2: Global measures of fluency (adopted from Ddong, 2016 p. 212)

Measure Formula

Speech rate Number of syllables / total time

Pruned speech rate (Number of syllable$ number of disfluent syllables) /
total time

Articulation rate Number of syllables / speaking time*

Pace Number of stresseslllables / total time

Mean length of utterance Total speaking time / number of utterances# or Numl

of syllables / number of utterances#

Number of silent pauses Number of silent pauses / total time or speaking time

Duration of silent pauses Pausingitne / number of silent pauses

Phonation time ratio Speaking time / total time

Number of filled pauses Number of filled pauses / total time or speaking time’

Number of repetitions Number of repetitions / total time or speaking time*

Number ofrepairs Number of repairs and restarts / total time or speakir
time*

* Speaking time is equal to total time minus silent pausing time.

#Number of utterances is equal to the number of silent palses.
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For example, an early study ByprmosandDenes (2004) analygéemporal measures
of fluencyfrom 16(8 fluent and 8 nofluent) L2 speakers. The aim of their papeto
investigate whethdhe perception of fluency (i.eperceivedluency from both native and
nortnative teachergftenthejudges ofspeakes fluency)could be predicted bgpeech
samplefluency measure§.e., utterance fluencyneasures KormosandDenes explain how
speakerdluencyis frequently judged although research on what underlies listeners
perception is scarce. As sythey aim to investigate the relationship to develop more reliable

criteria forfluencyassessment.

KormosandDenes 2004,pp. 148152 list a range of fluencyneasureshey will
extract First, they explaithat the supposed best predictors of fluencyspeech rat¢same
formula agn Table2) andmean length of runahich is the average number of syllables
produced in utterances between pauses of 0.25 seconds andidéotieal to mean length of
utterances in TablB). Another predictoPhonationtime ratio is thepercentage of time spent
speakingas a percentageqgportion of the total tim@ncluding pausesMoreover, they
measuredrticulation rate number of silent pausg®er minutenumber of filled pausgser
minute and pacdall sharehe samdormula as in Tabl@). Additionally, thenumber of
disfluenciegper minute vas counted, including repetitions and repairs (unlike the formula in

Table2), and spaceyhich is the proportions of stressed words in the total number of words.

KormosandDenes administered a monologic (monolog spepatrative task based
on three fixeeharrative lines of cartoons to observe the selected msadurere were two
motivations for thenonologicfixed narrative task. First, an interactive task would be difficult
when analyzing the speech sample as bathlsgrs may talk at the same time and because a
fixed narrative providesomecontrolof the outputSecond, dixed narrative prevents
differentiated cognitive load®ecause participants can produce theoretically infinite
variations) which may, inturn, interferewith fluency {.e., the influence of choosing different

content is limited).

Results showdthat there were significant differencesspeech ratgphoraton time
ratio, mean length of ryrand mean length of pausseasures between thenfluent and
fluent participantsAll these measures showed higher and more extended production levels
for the fluent than the nefluent group, meaning the more fluent participants produced longer
utterances, more syllables, and spoke faster/comdactover, KormosandDenes found
strongcorrelationsbetweert e a c tatengasddhonation time rati@=0,74) mean length of
pausegr=-0.62) and accuracy (r=0.7@lthough they measured pauses, KorrandDenes
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underline the uncertainty measuring pausing has as research is equivocal on whether
filled/unfilled pausemeasures relate to fluency rat@e@4. It is noteworthy to mention that
KormosandDenes also measures amporal variables not listed hdor lack of relevance.

Another studyconducted bysintheret al.,(2010)also examined temporfiliency
measuresGinther et al(2010) describehow fluency is considered an important component
of speaking proficiency and how temporal measures of djuane expected to relate to the
holistic rating of speech quality strogglAs such they aim to examine the relationship
between temporal measures of fluency and holistic sdoréheir studyGinther et al(2010)
examined large sample of 150 participant§he participants had various language
backgroundsandthe most represented language backgrounds wle@hineseor Hindi.
Additionally, the participants had variolesvels of Engkh proficiency. The latter was
calculated through the Oral English Proficiency Test (OERTich Ginther et al. explain is
administered to screen hundreds of international teaching assistant siljecd¥=PT
consists of 8 differentiated task itembkich wererecorded. These speech samples were rated
by trained raters who used a holistic scale ranging from 3wbére the higher numbers refer

to increased oral proficiency.

Ginter et al(2010)categorized the measures in terms of theentionedcategories;

guantity, rateand pausing. In Tabl@ the temporal measures are placed in each of these

categoriesThese measurements were analyzed in the OEPT participant responses in their L2

English. While the OEPT consisted of 8 task itemgsj&? et al. only analyzed the response to
one task item, namely, a news item (NI). Thaa&skentails participants giving an opinion

about campus issues.

Table 3: Categorical listing of temporal measurements adapted from Ginter eal., (2010, p. 387)

Category Temporal measurements Formulation

Quantity | Total response time Speaking time includingsilent pausgandfilled pauss.
Speech time Speaking time, excluding silent and filled pauses.
Speech time ratio Speech time/total response time.
Number of Syllables Total number of syllables in a speech sample
Rate Speech rate Total number of syllablé®tal response time
Articulation rate Total number of sy#ibles/total speech time
Mean syllable per run Total number of syllables/number of ruhs
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Pauses | Silent pause time Total time of silent pauses (250ms aizbve).

(silent) Number of silent pauses Total number of silent pauses.

Mean silent pause time Silent pauses time/number of silent pauses.

Silent pause total pause ratio  Silent pauses time/total pause time

Silent pause total responsgio  Silent pauses timital response time
Pauses | Filled pause time Total time of filled pauses (nelexical sounds).
(filled) Number of filled pauses Total number of filled pauses.

Mean filled pause time Filled pauses time/number of filled pauses.

Filled pause total pause ratio Filled pauses time/total pause time.

Filled pause total response ratic Filled pauses time/total responsméi.

* Ginter et al., refer to a Run as utterances between pauses of 250ms and above (Kormos & Denes,
2004 in Ginter et al., 2010)

Results showed that participants tharerated highly inthe OEPT (high level of
proficiency)related strongly to measures of speech rate, articulation rate, and mean syllables
per run. Furthermore, the relation was stipmggative to measwef silent pause time and
slightly negative to total response time. When calculating the latter me§suresneasures)
in relation to other measuresoMmpositg the speech time ratio scored ratpesitively
(r=0,57) while the silent pause ratio, again, scored negatikegy also found lower
proficiency speakerspeech to be ainly composed of 60%ilfed utterances and 40%

pausing while the more proficient speakers scored, respectively, 80% and 20%.

In other words, wittanincreased OEPT score, participghave an increased speaking
rate, articulation rate, percentage of time spent piadwpeechand the mean syllables per
run. However, both silent pause and total response time measures show no significant relation
with the OEPT scores unless used together with other measures to elicit ratios in which
speech time ratio correlataghile silent pase ratio still proved as an inaccurate measure

across proficiency levels (OEPT scores).

Ginther et al. (2010) concludedtthe most accurate measures of the OEPT, and by
extension proficiency, wergeechrate,articulationrate, andneansyllables perun.
Moreover,highly rated speakeis terms of their OEPT scores (English proficiency)
produced more syllables peinute. They takethatto mearthat ahigher proficiency equals
quick and continuous speech stream contrasted to lower proficient spéakersntioned,
there was no significant relation between pause ratios across proficiency Dmsgge the

negative relationand becauskteratureevidently shows interest in such measueads

33



Ginter et al. (2010, p.394) to suggésareful considerationof measuring pauses as
indicators of proficiency.

A third relevant body of researatte Jonget al.(2015) investigatef L2 fluency is a
valid indicator ofproficiencyor of speaking styldDe Jong et al. describe hanstudy
conducted by Derwing et al. (2009 in De Jong et al., 2015) suggests correlations across a
bilinguals languages in terms of measureshsas number of pauses per second, speech rate
and pruned syllables per second (total number of syllables produced excluding repetitions,
repairs,and restarts/minute). Such correlations indicate thaflnent speakers may carry
other L1 characteristics (speaking style) to L2 speech production. If the latter ithieue,
validity of using fluency measurementsasses&2 proficiency may be uncetin. As such

De Jong et al. (2015) set out to investigate three questions:

1. To what extent can different measures of L2 fluency (e.g., length of pauses or speed of
speech) be predicted from the equivalent measures in L1?

2. Are L2 fluency measures that am@rected for L1 fluency behavior better predictors
of overall L2 proficiency than are uncorrected L2 measures?

3. Is the predictive value of (corrected) measures of L2 fluency dependent on typological

distance between L1 and L2?

In de Jong et a2015)53 paticipantswith eitherL1 Englishor L1 Turkish speakers
were examinedCritically, they all shared a common L2, Dutdine participants' L1 was
choserto avoid possible croginguistic difference effects and gain a mdistributed result
later as English anButch are morgypologically similar than thagglutinative nature of
Turkish.

The researchers collected proficiency data based on utterance farstatyjective
proficiency measure§ hey operationalized the fluency measures in two ways: uncorrected
measures (only relating to L2 speech production) and corrected measures (adjusted for L1
behavior). The objective measywcabulary knowledge) collesdl was then related bmth
(un)corrected measures to findhich measure$etterreflected L2 cognitive fluencgsan
indicator of L2 speaking proficiencyhe utterance measures (see Tdblaclude speed
fluencythroughmean syllable duratioBreakdown fluency in both mean length of
silent/filled pauses and mean length of pauses between analyzed spee@Suh)it&SU
refers to utterances that consisaaindependent clause, or subclause unit, together with any

subodinate clause(s) that may associate wither. Finally, repair fluency was measured in
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repetitionsand corrections per second. All measures were collected for participants both L1
and L2.

Table 4 Measures of fluency adapted from De Jong et al., (2015, p. 9)

Measure Formula

Mean Syllable Duration (ms) Speaking time / Number of syllables

Mean Silent Pause Duration (ms)

Within ASU (ms) Mean length of pauses within ASU (lower
bound of 250ms)
Between ASU (ms) Mean length of pauses between ASU (low

bound of 250ms)

Number of
Silent pauses/second Silent pauses / Speaking time
Filled pauses/second Filled pauses / Speaking time
Repetitions/second Repetitions / Speaking time
Corrections/second Corrections / Speaking time

Note:De Jong et al., describhow eachmeasure of speaking time is excluding pauses to

avoid confounding (2015, p. 8).

To measure fluency, De Jong et al. used eight speaking tasks from a previous study by
de Jonget al.(2012). The tasks, in each language, were matched for three parameters,
complexity, formality and discourse mod&hese were in turn operationalized in terms of the
content in each task and instruction given. For example, when presenting a task in participants
L1, a mirroredaskwould be provided in L2. Furthermore, the tasks in English were
translatednto Turkish.First, participants completed the vocabulary tdekowed by the
speaking taskperformed in Dutch and finally, between one to four wéates, the final

speaking taskvasset in their L1 (see Tabkefor speaking tasks).

Table 5 Speaking tasks adapted from Appendix A in De Jong et al., (2015, p.18)

Task Parameters Description

1 Simple, informal, descriptive Participant speaks on the phone to a friend, describing the

apartment of friend who have recently moved house

2 Simple, formaldescriptive Participant, who has witnessed a road accident some time

is in a courtroom, describing to the judge what had happene

3 Simple, informal, argumentative  Participant advises his/her sister on how to choose betweer

combine) childcare, fither education, and paid work.
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4 Simple, formal, argumentative Participant is present at a neighborhood meeting in which a
official has just proposed to build a school playground,
separated by a road from the school building. Participant ge
up tospeak, takes the floor, and argues against the plannec

location of the playground.

5 Complex, informal, description Participant tells a friend about the development of

unemployment among women and men over the last ten ye

6 Complex, informal, arguméative  Participant discusses the pros and cons of three means of
transportation (public transportation, bicycle, automobile) or

how to solve the problem of traffic congestions.

7 Complex, formal, descriptive Participant works at the employment office dfa@spital and
tells a candidate for a nurse position what the main tasks in

vacant position are.

8 Complex, formal, argumentative  Participant, who is the manager of a supermarket, addresse
neighborhood meeting and argues which one of three
alternaive plans for building a car park he/she prefers.

Results show that both language groups performed equally in their L2 vocabulary task
which was subsequently checked for normality distribution (De Jong et al., 2015, p. 8)
Furthermore, both groups were more fluent in their L1 than thewit® the most significant
differences in mean syllable duration and a srgdlf largé (De Jong et al., 2015, p. 15)
difference in number of repetitions. In respect to their first research question, variances based
on L1 on the L2 speech production aseted for 21% of the syllable duration measure (speed
fluency) and 57% of the mean length of pauses between ASU (breakdown fluency).
Regarding the second research question, both corrected and uncorrected L2 pmeastlyes
related equally to the vocabufaknowledge scores. However, for the syllable duration
measurgthe corrected measure corresponded more to the vocabulary scordadiince
groups measurements of fluency were the same across language groups, De Jong et al. (2015)
determind that the redits from the previous research questions may be gener&hintiaer

language groups.

de Jong et al., (2015) conclude thesearch in L2 speech production may benefit from
corrected measures by taking subjective L1 speaking style into acowgyer, heir
results only suggest thebmemeasures (syllable duration, mean length of pauses between

ASU), when correctedp an extentbetterpredict proficiencyRepair measuresorelated
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equally across both (un)corrected measuvieseover, both (un)corrected measures equally

predicted objectiveroficiency measuregxcept for the syllable duration measure.

In regard to complexityjespite being widely researched, it seems tditherentially
interpreted by different researchdfer exampleBulté andHouse (2012 describe measures
taken in forty studies and foutidatforty different measures were taken. Given the scope of
the current study these will not be described or appfig¢heir entirety. Likewise, definitions
of the measurevary, however most indicate some sort of language use associated with
increased difficult constructions of language (e.g., Foster & Skehan, 1996; Bygate, 1999; Ellis
& Barkhuizen, 2005).

As mentionegreviously various measures have been considered, forgrasome
studieshave considered-tinits (Halleck, 1995; Iwashita, 2006). Theseanits refer to as
grammatically defined structures as consisting of independent finite clauses plus any
finite/nonfinite clauses depending on it. Furthermore, others (a/@shita Mcnamara &
Elder,2001; Skehan & Foster, 1997) measured complexity on the basiarafSCwhich
differ from T-units as these are simple clause, or independent subclausal units together with
the subordinate clauses associated with tifenmthermee, morerecent research, (e.g.,

Michel, Kuiken & Vedder2007; Tavakoli & Foster, 2008) have measured complexity in
terms ofanalysis of speech unitd$-units). AS-units refer to a single p e a kteransed
consisting of an independent clause, or susahunit, together with any subordinate
clause(s) associated with either (see Foster et al., 2000). In totality, the mentioned studies
focus on two distinct complexity measure typologies, which include complexity ratio
measures (i.e., mean length of rutétances) or complexity frequency of frequency counts of

particular production units such as morphemes (Gan, 2012).

The studieslescribedaboveinform the present study in various ways. First, Kormos
andDenes, despite the low participant pdound significant correlations between temporal
fluency measures aride perceived fluency of trained raters. As such, measuring the fluency
of the present studiésmaller participant pool i® a larger extent ggtimized Moreover, the
current study alsprofits from using the same measures KormmedDenes found tcorelate
mostly, namelyphonation time ratio, mean length of pauses as well as acc@ndtogally,
one of these measures, namely the mean lexigtins is also taken as a measure of syntactic
complexity in a range of studies (e.g., Bulté et al., 2012 for-anediéysis). Meaning, not only
does it indicate fluency, but also complexity.
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An additional gain for th currentstudy is the fixed narrative task employed (see
Kormos & Denes, 2004, p. 151). Its controlled narrative and its monologic nature avoid
difficulties, whichis useful for the current studi. final gain from KormosandDene&study
is theirremark on how reearch on applying repair measures as proficiency indidators
equivocal, which grants the present study reason totbatimeasureCritically, these
measures are often referred to as belongiragtoracymeasures (Norris & Ortega, 2009).
Given the scpe of the current study, and how accuracy measures may result in ambiguity,

these measures will not be considered.

Gintheret al.(2010)found that accurate fluency measures of proficiency may
manifest in speech rate, articulation rategdmeansyllables per run. Additionallyn their
large sampldilinguals witha higher proficiency levedroducedmore syllables per minute
than lower proficient bilinguals. Finally, acknowledgitig suggestion made @inther et al.
(2010) to carefuly considerthe useof filled/unfilled measures providesreason for omitting
these measures the current studyOmitting the nature of pauses as filled or unfilled is also
recognized in théterature(see Kormos & Denes, 2004; De Jong et al., 2015; Huensch &
Tracey Ventura, 2017, p. 286 for details).

Additionally, de Jong et al. (2015) found that some measuresb@bgtter indicabrs
of proficiency when corrected f@ubjectivelL.1 speaking style. Keeping that in mind,
measuring these fluency indicators is néveless legitimatezhen recognizingheir limited
power. Moreovercorresponding wittKormosandDenes (2004) and Ginther et al., (2010)
de Jonget al., (2015kolleagues find repair fluency a redundant and at least uncertain

measure of proficiency.

de Jonget al.(2015) foundhat objective measures in vocabulary knowledge correlated
equally across botfun)correcton measuregxcept for syllable duration) miensions

providing legitimacy to their accuraggtespite the influence &fl speaking style, a

legitimacy this study aims to utilizgiven Marian et al(2007) suggested such measures as an
addition to the LEARQ.

Finally, we saw that complexity can be measured in terms of mean length of utterance, mean
length utterance duration (ratio measures), as well as frequency counts, of which morphemes
are feasible fothe current studySurprisingly,despitecognatedeing linked with proficiency

(e.g., Gollan & Acenas, 2000, 2004 and others), no studies found or repdBidttiand

Housen (2012 used it as a measure of proficiency. An absence which the currentatudy
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addressHavingreviewedsome approaches to how proficiency may be meastired

following chapter will address the aim of the study.

8. Aim of the present study

As discussed aboya range of studies have examined various factors that may
influence proficiency in bilinguald'he current study ainte expand our understanding of the
factors influencing L2 spoken productibg investigating how aspects of bilingual profile
relate to proficiency in speaking L2 Englidfhe study has three componerkisst, we
collecteddata on aspects of bilingual profile derived from a detailed questionhraire
particular,NorwegianEnglish bilingualsvere asked to rate themseh@sa number of
factors includinghe nature of theinstruction and exposute English Second, we collected
objectivelanguage proficiencgata usingavocabulary ané sentence comprehension tasks.
Finally, we employeda novelmethodologyto gather measures of spoken proficiensing a
partially contrdled freepicture description task tlicit natural speech productioRrom this
speech we derived a number of measures including meagwecabulary (e.g., no. of
content words, cognates, roaognates), measures of utterance complexity (etgrane
duration MLU) and measures of speech fluency (dajal response time, speech rate,

articulation rate and pausing). These are described in detail below.

The study is designed address a number of questions about the relationship between

bilingual profile and L2 speech production.

1. Which aspects of bilingual profile relate to sedited L2 English proficiency

2. Which aspects of bilingual profile relate performance in objective tedt®
Englishvocabulary and sentence comprehension?

3. Which aspects of measured L2 proficiency relate to aspects of proficieb2y of
Englishspeech production?

4. Which aspects of bilingual profile relate maeasures of proficiency a2 English

speech production?

Of particular interest are the effects of fotraad informalexposure to English. Here,
the study aims to test the hypothesis that different exposure and learning factors may
contribute to utterance complexity and utterance fluency. Utterance complexity will be

measurd in terms of vocabularge.g., @gnates, nortognates) and key composite measures
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(e.g., mean utterance duration, MLU) while utterance fluency is measured in terms of key
composite measures (e.g., total response time, speech rate, articulation rate, mean syllables
per run, phonation timetio, and pausing). All described in detail bel@@me possible

hypotheses may be considered.

One possible hypothesis is that increased contribution of formal learning and exposure
to English, for exampl e schooofmoricdmpacte nhance
fluency, and extended complexity measures. If not, it may be the case that the opposite is true,
in that informal learning and exposure, for example through friends and family better supports
these measures. Another hypothesis is that Egguse domain aspects which are closely
related to formal instruction without necessarily being so, such as reading, will relate to
increased fluency and complexity measures in contrast to informal usage domains such as
gaming. Specifically, gaming willihder lengthier speaking time (total speaking time) while
enhancing compact speech (mean syllable per run) given its natural usepactsbt

communication.
9. Method and procedure

The aim of theasks andxperimenin this studywere as follows. To estish
bilingual linguistic profiles on NorwegiaBnglish bilinguals and to obtain seHtingson
their proficiencythrough a questionnair§econd, to obtain objective measures of their
proficiency through vocabulary and sentence comprehension task$y,Rmabtain

measures of proficiency frompartially controllednovelfree picture descriptio®xperiment.

9.1 General Procedure

The study comprised five taskiich were administered in four steps (see Table 6).
Step 1 included a participatiquestionnairéseeAppendixA) with inclusion and exclusion
criteria (segarticipanty accompanied by an adapted version of the LEA@eeAppendix
B), which was emailed to participants. Step 2 was a vocabulary task, followed by step 3, a
comprehensiotask. Steps 2 and 3 were administered at the same tieenhil. The final
step required participants to complete a spoken picture description task at the University of
Agded experimental linguistics latll the tasks took placgithin a few days to anaximum

of four weeks.
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Table 6 General procedure steps

Task/Experiment Inquiry results Duration step
Adapted LEAR) Selfratings & Language background 15 minutes 1
Vocabulary Task Vocabulary depth 7.5 minutes 2
Comprehension Task Comprehension depth 7.5 minutes 3
Free Picture Description Spoken language variables 3 minutes Final

9.2 Participants
Twenty NorwegiarEnglish bilinguals aged 185 participated in this study. These

participants were recruitéd connection with a larger studye FAB project (FAB, n.d.).All
participants took part in all stages of the study. Participants were native¢anspeakers
with English as a second language with little to no additional language proficiency beyond
thesetwo languagesAll participants had normal or corrected to normal hearing and vision,
and no other known language impairments such as dyslegtattering. Participants varied

in their level of education from firstearuniversity students to postgraduates. The majority of
participants were recruited at the University of Agdierstiansandy targeted recruitment

and pamphlet handouts. Aftermapleting all test sessions, participants received monetary
compensation in the form of a bookstore gift card. All procedures were approved by the

university ethics committee and the Norwegian Centre for Research DatanfNSID577.

9.3 LeapQ Adapted

Design. The adapted LEAR) task collected quantitative withsubjects data set on
aspects of participantsd badapiecvgrsian|LEARAOT i | es .
was administered to participanteeAppendixB)

Materials.For this study, the original LEABR guestionnaire was adapted into an
online survey LEARQA. The adapted version was extended and altered in a number of ways
to make it appropriate for the language use of our participant population. These adaptations
are & follows. The adapted version asks about the time spent using language in different
contexts. Another change is that the adapted version also asks about perceived changes in
fluency and which preferences participants have in cognitive tasks such asrsatipe
dreaming, expressing anger or affection, and talking to oneself. The-LEA&so includes
additional questions danguage switching, whether it is accidental/intentional and to which

41



extent. The items regarding years of education and culturgitidevere omitted in the

adapted version, instead finding place in the participation questionnaire.

ProcedureThe apparatus used was a personal PC/Laptop as no other device would
support the task program. The program used in this task was implenreQeadlirics.
Participants received the LEABA in the same email as the inclusion and exclusion criteria.
The emall stated that the questionnaire was regarding the language participants speak and how
often the different languages are used. After entehiad EARQA, the participants were
informed that it would take about eight minutes to complete and that if they were unsure

about the question answers, they were to provide an estimate.

9.4 The Vocabulary depth Task

Design and Apparatud.he vocabulary task vgecollectedo ascertaip ar t i ci pant s ¢
vocabulary depth. To gather the data, a task was administered that required participants to
choose synonyms or antonymseeteria-seleetedEnglish words. The percentage correct was

recorded for each participant.

Materials.For the vocabulary task, two word setish 20 words in eactvere
constructedOne set consisted of words matched with a synonym of the said word (e.qg.,
Englishcapricewith correct synonymvhim) and the other sehatching words with their
antonyms (e.g., Englistoncernedvith correct antonynuncaring. Additionally, all test
words were controlled for being necognates of the two languages examined in the study. In
both sets, the targets and the correct synonyms/antonyms were matched for the frequency
with three additional noxorrect words/foils (e.gcapricewith correct synonymvhimwas
frequency matched with incorrect worckstle, brute, and loungéseeAppendixC, table 18

for antonyms and table 19 for synonyms)list

Procedure Participants were quires to use a PC/Laptop as other devices (smartphones
etc) was not supported the task program.The program used in this task is based on the
platform Pavlovia by PsychoPy. The vocabulary task was handed out in form of a linkin an e
mail along with the task instructionseeAppendixD for full text). After entering the task
web link, participants were instructed on how to proceed in the task and that each word set is
administered separatebyn the monito{seeAppendixE). The first tesblock was always the
synonyms followed by the send test block of antonyms. After both test blocks are
completed, the program shuts off automatically. The series of events on each trial was as

follows. First, participants received the web link. Secondly, particigawshe information
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screens and peeeded with the task. Third, participants were either presented the synonym
task and asked to find the similar war the antonym task and asked to find the opposite
word, amongst the word sets. For example, participants were presented tleaprozdand

aske to choose betwewinim, cattle, brutendlounge

9.5 Text Comprehension Task

Design.The comprehension task required participants to read a sentence with differing
levels of syntactic complexity and then answer a follgwquestion to test their
undersanding. There were four levels if syntactic complexity and examples of each along

with a question are shown in table 7.

Table 7: Syntactic structures in the comprehension task

Syntactic structures  Formulation Example

1 Independent clause conjoined by The boy is examining he giandhe is
coordinate conjunction toasting a stale sandwich

2 Relative clause referring to the clause The boy who is examining the gid
behaving as an adjective toasting a stalsandwich

3 A clause describing the animate The girl is being examined by the boy wk

transitive verb event using the passivi is toasting a stale sandwich
that is then modified by a late relative
clause
4 A nounadjective clause describing thi The sandwich which the boy who is
inanimate noun is modified by two examining the girl is toasting is stale

embedded relative clauses

Materials. Considering word selection; firgtyo lists of fifty words, as described in
Table 8 was created so that batbrd listscould create sentences with the same event. An
additional set was created where the words were controlled to beogoates. Next, all the
transitive verbs wereontrolled to beegular so that they could be derived to make the active
form passive. Step 2 paired verbs as described to make fifty different sets of semantic events
(e. g. , tecased meart ce ifinokouringda The boviis beingeasedoy the girl who
is colouringa silly picture), followed by steps 3 and 4. The sets were designed so that the
inanimate nouns could with plausibility, occur with the matching transitive verb in everyday
life (e.g., the man is cooking a wooly hat, although providing a laugio l&ely in

everyday life). In total, fifty (50) semantic groups were crea2édn English and 25 in
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Norwegian (24 experimental items plus 1 practice item). Of these, the English ones are of

interest in this study.

Table 8: Word seledion steps

Initial selection Text Comprehension Word Selection Example
steps
1 Created a list of 50 (fifty) animate transitive
verbs
2 Created a list of 50 (fifty) inanimate transitive
verbs
3 Separate words into Norwegian and English se

Matching criteria

steps
1 All transitive ver bs basefornteaseh
affix makes active -Ing to make active fornteasing
fedo affix makes pass -edaffix to make passiveeased
2 Animate transitive verbs were paired with
inanimate transitive verbs
3 The lead noun and animate noun in matches w

always either boy or girl
For semantic sets an inanimate noun paired wi
a plausibleadjective was added to complete

inanimate transitive verb event

These semantic groups laid the foundation for constructing the test serfseeces
AppendixF). For each semantic group, 4 different sentences that described events were
created (see Tab&above). Critically, each of these sentences contdireedamesemantic

information just expressed using different syntactic structures.

The semantic groupsese also the foundation for generating two questions using the
f-conjunction, with each questionb6és correct a
(e.g., eitheboyor girl). Asking for either avoidparticipatorystrategic planningQuestion
formulaion 1 focused on the agent of the animate transitive verb event (e.g., for the structure
one example above, question one would be fAWh
being the boy). Question formulation 2 focused on the patient of the aninmesiéiteaverb
event (e.g., for the structure one example a
exami ned? 0, grh eeAppendixB).eThersgntences with corresponding answers
were used to create different lisEach list had one version osantence in a different
condition so that every participant saw the same sentences but once only and each list had a
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similar number of sentences in each condition. They were presented in a pseudo random order

with no immediate repetition of the same sgtitastructure.

Procedure Thesentenc&omprehension task was administered alongside but not
simultaneously with theocabularytask. The task was issued as a link in an email with some
additionalinstructions. In the-enail, the participants were informed about what the task

entails( seeAppendixD for full text). Mor eover , p aritisiingporjardthat s wer e

you presghe space key as soonasyouhfaveni shed reading the sente

data was collected on the speed at which they processed the information (comprehend the
sentences). After starting the task an introductory page is followegtactce block.

Having finished the task, the program shut off automatically. The series of events on each
trial was as follows. First, participants enter the web link and were welcomed with
information regarding the taskgeAppendixG). Second, the pacipants were given four

trial runs with each level of syntactic complexity. Third, participarese therinformed the

trial wasover andhat the real experiment was to bedtmally, participantanswered

guestions withdifferentiated syntactic comply where they answer either boy or girl.

9.6 Free Picture Description

Design.The free picture description task collected a sound recording of participants
describing one ahefour pictured scends English.

Materials.For the free picturdescription task, pictures were created based on the
widely-used (Goodglasseta2,001) ACooki e Theftodo picture.
also portrays a cookie theft scenasedAppendixH, figure 15 but in an updated uto-time
diverse, and nogtereotypical fashioHeyselaar, Wheeldon, & Segaert, 202lpreover, 3
additional pictures were created which share the same characteristics. They were match
closely for complexity so that they comprise the same amount oateste.g.bird or cat),

verbs (e.g.flying or sitting), and objects (e.gstoolor speake) (seeAppendix| for lists)

ProcedureRecording took place at the Experimental Linguistics Lab at the University
of Agder.Specifically, participargwereseated in a sourattenuatedboothin front of a
Lenovo ThinkVisionT2454p monitor, Logitech K120 USB Wired keyboard, and for
recording speechRadeNT-USB microphoneThe task proceeded as follows. First,
participants are seated emdinformedthattheir task is to describe the picture in English.
Third, participantsvere givertaskinformationvisually on the monitoras seen il\ppendix

H, table 19Next, the participantstartecthe task by pressintpe spacéaron the keyboard
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After five seconds the picture to be described appeared on the mAifftiorfinishing their

task,the participanteendedhe recording by pressirtge spackar again

9.6.1  Analysis of speech samples
In order toobtain proficiency measures, the speech samples were transcribed orthographically
usingthespeech analysis prograRAAT developed by Paul Boersma and David Weenik
(2013). Every speech sample was transcribed by the author, and the following eight (8)
variables were measured and marksthg Praaasfollows. (1) Sentence(2) Syllables(3)
Outside Utterance (4h Utterance Pausé) Content wordg6) Morphemeg7) Cognate(s)

(8)non-Cognatés). Each of these measures were understood as follows.

1. All utterances that could bear any meaning were transcribed
orthographically. The choice to limit these to utterances were motivated by
De Jongbsd (2015) ASU.

2. Syllables were counted based on the orthographically transcribed
utterances in measure 1.

3. Pauses outside/tveeen utterances were marked beginning at 250 ms and
above in accordance with Ginter et al., (2010). Pauses were marked
regardless of whether they were filled or unfilled.

4. Pauses within utterances were also marked regardless of whether
participants had time filled/unfilled.

5. Content words were counted on the orthographically transcribed utterances
in measure 1.

6. Morphemes were counted on the orthographically transcribed utterances in
measure 1.

7. Cognates were counted on the orthographically transcribed wisran
measure 1.

8. Non-Cognates were counted on the orthographically transcribed utterances

in measure 1.

10. Results

10.1 Participants

18 participants took part in therasgedudy,

from 19-30, with an average age of 24 8dditionally, all were righthhandedSeventeen
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participants were born in Norway, while one was born in China and they aflegpesiding
most of their living years in Norwagxcept fora few weeks to a month in an Enghsh
speaking environment. An average of2lgears of formal education was reporteith most
participants' level of education being an undergraduate dddpeever, one participant's

highest level was upper secondary.

10.2 LeapQ Results

All participants reported Norwegian as both the first acquired and most dominant
languagefollowed by English. Four participants had additional language expeyiwhush
included German, French, and Danigtritically, these were reported to be less dominant
languagegor themthan NorwegiarandEnglish.Rated dominance for Norwegian was
confirmed by usage preferenc€sr language use in other contexts, all participants reported
using Norwegian for doing mathematics. 16 reported dreaming in Norwegian except for 2
who dreamed in both languag€#teenof the participants preferred Norwegian when
expressing anger or affection, with 1 participant reporting equal preference aridipgres
reporting both, buprimarily Norwegian. In terms of the language used when talking to
oneself, 11 participants reported Norwegian while 4 reported English, and 3 reported an equal
use of both Norwegian and English. Finally, participants reported they were less fluent in one
or bothof their languages, where 3 reportaeing less fluent ilEnglish, and 1 reportdaking

less fluentNorwegian

L2 English exposure

Participants reportedn averagage offirst hearingenglish of 5.2 years (rangen),
of speaking with an average of 6.4 ygavith 1 participant reporting the age of (¢@nge 5
12) and reading with an average of 6.2 years (rary® 5

Table 9: Exposure in English

*Overall percent exposure in **Current Exposure interacting with
Mean Range Mean Range
General 39,4 5-70 friends / colleagues 3,6 0-8
Speaking 18,4 1-45 Family 0,2 0-1
Reading 48,7 1090 Reading 51 0-10
School 5,6 0-10
Self-instruction 1,3 0-10
Media 7,6 3-10
Gaming 4,3 0-10

Note: *Is given in total percerdf overall exposure in all languages
** Current exposure rates following 0 = Not a contributor, 5 = Moderate contributor and 10 = Most important contrik
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Tabl e 9 s h o wsseltréperting regardingdhieipeaposurs  a language
(seeAppendixJ, table 21for raw datq Unsurprisingly since all participants are native
speakers of Norwegian, thejl reported beingxposed to their L2 English than L1
Norwegian. Interestingly, of the general exposure percent in L2 English, most of the exposure
derives from reading rather than speaking. Furthermore, it seems that
entertainment/interactive platforms (Media and Gamimgl) farmal education in School are
amongst the most important contributors. Reading also scores well in this regard, while
friends/colleagues/family and setffstruction seems to be less of contributors in these

speakersod everyday | ives.

Factors contributing to learning English

Table 10: Participants rate of contributing factors to their learning of English

Mean Range
Friends / colleagues 4.5 0-8
Family 1,4 0-8
Reading 6,9 0-10
School 8,9 5-10
Selfinstruction 2,0 0-7
Media 9,0 7-10
Gaming 4,3 0-10

Note: Factors contributing are rated following O = Not a contributc
5 = Moderate contributor and 10 = Most important contributor

A

Whatpar ti ci pant sdé rat e #airlearoirggbf Englishis r i but i n
shown in Table 10seeAppendixJ, table 2Zor raw daty. Three factors, that is, Reading,
School, and Media, are deemed close to the most impodatributors. Additionally, it
seems that Gaming adiends/colleagues are viewed as slightly less than moderate
contributors. BotlFamily andSelf-instruction lean towards being naontributing when the
participants are viewed as a group, but it is evident that some findnooghtharmoderate

contributos.

Participantsod6 Proficiency ratings

Par t i ci -pepondd safingssokldnduage proficiency in English are shown in
table 11 §eeAppendixJ, table 23%or raw datd. Interestingly, participants report almost

similar proficiency ratings across alltesl factors ranging from adequate proficiency to
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perfection. One factor, Accent, differs in that squaeticipant(s) report almost no proficiency

on this measure

Table 11: Proficiency SelfRatings

Mean Range
Speaking 7,1 5-9
Writing 7.4 5-10
Reading 7,6 5-10
Listening 7,9 5-10
Accent 6,5 2-8
Vocabulary 7,1 4-10

Note: Proficiency rates as 0 = None, 5 = adequate and 10 = perfe

Language switching

Table 12: Self-reported LanguageSwitching

Mean Range

Accidental Intrusions

ENGin NOR 2,4 0-7

NORin ENG 2,1 0-8
Intentional switching

ENGin NOR 1.6 0-6

NORin ENG 1,6 0-6
Switching Frequency 1,9 0-3
Switching Proficiency 6,8 39

Note: Switchingand frequencyates follow 0 = never, 5 = half of the time and
= all the time, while mficiency rates follow 0 = None, 5 = adequate and 10 =

perfect
Numerical means for accidental languageétching intrusions in participants, both

L1/L2 as well agntentional switching, are shown in table E2€AppendixJ, table 24for

raw data). Additionally, frequenaeaegportedf t he
proficiency in switching. Interestingly, the accidental intrusions both seem ta\beave

while intentional switching is even more scarce given the almost infrequent number of
switches. Nevertheless, participants report they are beyond adequate but have not perfected

switching.
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Correlation matrix of the exposure, learning, proficiencyand switching
variables

A correlation matrix was calculated for all the LEA&APvariables described in tables
9-12. The results are shown in figut&. Due to thdargenumber of correlationsvolved,

only results with a significant level of p>.001 ar@sn.
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Figure 11: Correlations significant above p>.001 are shown for the learning, exposure, and proficiency
variables. Positive correlations are shown in blue and negative correlations in red.

As can be seen, learning Englishatiigh reading and school correkteegatively with
learning through media or gamingdditionally, learning through reading relates positively to
learning in school. Furthermgriearning by gaming hinders, or at least doesotcide
with, learning through school, at least in these participantspébthe same time, we can see
a slight positive correlatiobetweerlearning by reading and through school. The same can be
seerregarding learning through media and gaming. Talispugh learning through reading
and school does not pattern with learning by media/gaming, these vacaivipement each
other in learning English. The same results can be seen in terms of learoughthr
reading/school and the exposure to media/gaming negatiorrelatng. Moreover,when
exposed to English in school, participants are also often exposed through media and gaming
despite the negative learning relationship. Finally, exposure in sdsoakdates to

vocabulary proficiency.
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Furthermore, it seems there is a positive correlation to suggest that exposure to English
reading occurs when there is an exposure to English through friends/colleagues. Additionally,
it seems that when learning Ergllithrough familythere is no language switching, and fewer
accidental intrusions from the L1 Norwegian. Moreover, it seems that the accidental
intrusions from L1 Norwegian seem to occur regardless of proficiency levels (except for
accent proficiency). Rgrding switching, there is a negative correlation between intentional
switching and exposure to sétistruction meaning that intentional switching proceeds despite
increased appearance of setruction in everyday life. dditionally switching frequenc

corelated positively with using L2 English intentionalifpen speaking L1 Norwegian.

The proficiency measures, excluding accent proficieamy highly correlated. Thus, it
motivated the calculation of a mean proficiency score across these me@searaf

proficiency ranged from 7,1 to 7,9, with a mean of 7,42.

10.3 Objective Language Proficiency Results

For each participantheir correct percentaggcore for the vocabulary test was
calculated. These ranged from 25 to6/%ith a mean percentage corre€4876 for the
whole group. Mean percent correct was also calculated for each participant for the text
comprehension task (mean=83ange 79.2.00) as well as their mean reading time for
correct trials (mean=5315, SO:680 (seeAppendixK).

Correlations between objective measures, selfate scores and mean
proficiency

Kendall rank correlations were run between these objective language proficiency
measures and both relevant galing scores and the mean proficiency score. None of these
corrdations were significantseeAppendixL). The strongest observed relationship was
between mean reading duration in the text comprehensioarndstated proficiency in
reading (z =1.4944, pvalue = 0.13). As can be seen in Figliehigher selfrated eading
proficiency was associatedth fasterreading times in the text comprehension task.
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Figure 12: Correlation between mean reading duration in text comprehension and participants rated
proficiency.

Linear regression for objective measures and learning and exposure
variables

Linear regression models were run for each objective proficiency measure against the
learning and exposure variable from the questionnalreariables were centered. A
summary othe significant relationships is given in Table &8dAppendixM for full model
outpu). As can be seen, percent correct in the vocabulary task is positively telttedated
degree of learning through reading but negatively related to the dedeserifg through
school and media. The percent correct in the text comprehension task is positively related to
the rated degree of learning through friends. This measure also showed two borderline
negative relationships withrated degree of learning thugh selfinstruction and gammn
The comprehension means of reading duration is positively related to learning through friends

but negatively related to learning by gaming as well as exposure to English by media.

Table 13: Significant variable relationship between objective measures and learning and
exposure variables

Learning Exposure
Objective measures Learning/Exposure t value p value t value p value
Vocabulary correct percent Reading 2.307 0.044 n/s n/s
School -2.240 0.049 n/s n/s
Media -2.230 0.050 n/s n/s
Text comprehension correct percel Friends 2.208 0.082 n/s n/s
Selfinstruction -2.084 0.063 n/s n/s
Gaming -2.897 0.016 n/s n/s
Text comprehension mean reading Friends 2.312 0.044 n/s n/s
duration Gaming -2.946 0.014 nis /s
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Media

n/s n/s -2.559 0.028

Note:area marked n/s indicates no significant relationship

10.4 Free picture description results

The means data for the measures taken from the free picture description task

recordings arsummarized in Table 14eeAppendixN for raw daty Based on these data

some variables of interest were calculated for each participant. These calculatiores includ

measures of fluency such t@asal response time, speech rate, articulation rate, mean number

of syllables, phonation time ratio and pausing permuaddition to measures of speech

complexity such amean utterance duration and MLU as showiTable 5.

Table 14: Free picture description measures summary

Variable Measure Mean SD
Utterance Occurrence(s) 13,78 4,76
Total length 67931,17 19530,52
Length mean 5138p9 1224,51
Pause outside Occurrence(s) 9,56 342
utterance Pause length 1369638 685189
Length mean 140681 39051
Pause within Occurrence(s) 12,44 6,15
utterance
Pause length 867527 4163,67
Length mean 73448 169,82
Syllables Total 194,72 70,39
Mean 14,25 2,76
Content words Total 62,78 18,61
Mean 4,66 0,82
Morphemes Total 181,44 69,36
Mean 13,15 247
Cognates Total 30,90 10,05
Mean 2,26 0,65
Non-Cognates Total 32,11 17,67
Mean 2,26 1,023

Note: All numbers rounded up for two decimals.

Table 15: Formulation of key measures by speech data

Category Temporal measurements Formulation

Quantity  Total response time Total utterance time including pauses (within and betwet
Mean Length of Utterance Total number ofmorpheme&umber ofutterances
Mean Utterance Duration Total utterance duration/Number of utterances

Rate Speech rate Total number of syllables/total response time .

Articulation rate
Mean syllable per run

Phonation time ratio

Total number of syllables/total utterance time
Total number of syllables/number of utterances.

Total utterance time/total response time
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Pauses Total pause within utterance  Total pauselurationwithin utterance/number of utterance:

Total pause between utteranc Total pauselurationbetween utterance/number of

utterances

Results of the key measures of utterance fluency and utterance compieghpwan

in Table 16 (see Appendix O for raw data).

Table 16: Key measures results summary

Mean SD
Total response time 90302 23214
Mean Length of Utterance 13,15 2,54
Mean Utterance Duration 6905 1642
Speech rate 0,0021 0,00042
Articulation rate 0,0028 0,00047
Mean syllable per run 14,25 2,83
Phonation time 0,75 0,080
Total pause withiutterance 734 165
Total pause between utterance 1406 401

Correlation matrix acrossthe speech variables

A correlation matrix was calculated for all the speech variables summarized in table
14. Figure B showsa correlation with asignificance level of p>.05. As can be segn
correlation matrix was calculated for all the speech variables summarized inGabigute
13 showsa correlation with a significance level of p>.05. As can be sgiéerance mean
correlategositively withmean syllables, morphemes, and cognates. Moreover, the mean
syllable count relates to both the content word and morphemes mean. The content word mean

and morpheme mean alpositively correlate.
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Figure 13: Correlation significance level p>.05 are shown for the speech variables, Positive correlations
are shown in blue and negative correlations in red.

Correlation matrix of the speech variables, rated proficiency, and
objective proficiency

A correlation matrix wasalculated for all the speech variables summarized in table

16, the mean of rated proficiency and objective proficiency variables. Figgieoivsa
correlation with a significance level of p>.05.
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Figure 14: Correlation signifi cance level p>.05 are shown for the speech variables, rated proficiency, and
objective proficiency. Positive correlations are shown in blue and negative correlations in red.
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As can be seetthe rated proficiency correlates negatively with the comprehension
reading time. However, dorrelates positively to both speech and articulation rate (both

rates). The comprehension correct negaticelyelates tdhemean length of utterance.
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Correctreading times do the same regarding articulation tatsurprisingly, thenean length

of utterancecorrelated positivelyith the meamumber ofsyllables.

Linear regression for key speech data measures and learning and
exposure variables

Linear regressin models wereun for each key speech data measure against the
learning and exposure variable from the questionnaire. All variables were centered. A
summary of the significant relationships is given in Tablese2AppendixP for full model
outputs.

As can be seen, the total response time in spiegutedicted byearning English
through gaming. The mean length of utteraisqeositively related to learning by reading and
exposure to reading. Furthermore, the mean utterance durationahegative relationship
with selfinstruction exposure. Regarding speech rate, it relatesmakposure in both
reading and selihstructian. Likewise, articulation rate relates positively to se#truction.
The most significatrelations derive from mean syllables per,nwhichis positively
predictedby exposure through family and reading, but negatiglfriends. Like other
measuresphonation time relates to reading exposure positively. Meanwhile, learning English
through school relates negatively to the mean total pause within utterahdegeading

exposure relates negativelyttee number opauss outside utterancse

Table 17: Significant relationships between speech data key measures and learning and exposure
variables

Learning Exposure
Key speech data measure Learning/Exposure tvalue pvalue tvalue p value
variables
Total response time Gaming 2.067 0.0656 n/s n/s
Mean Length of Utterance Reading 2.053 0.0672 . 2.260 0.0473
Mean utterance duration Selfinstruction -1.997 0.0737
Speech rate Reading n/s n/s 2.764 0.0200
Selfinstruction n/s n/s 2.226 0.0502
Articulation rate Selfinstruction n/s n/s 2.606 0.0262
Mean syllable per run Reading 2.028 0.070 2.130 0.0590
Friends n/s n/s -2.162 0.0559
Family n/s n/s 1.970 0.0771
Phonation time ratio Reading n/s n/s 1.907 0.0856
Mean Total pause within utterance School -2.310 0.0435 n/s n/s
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MeanTotal Pause outside utteranc Reading n/s n/s -1.888 0.0884

11. Discussion

The aim of the current study was to expand our understanding of the factors that
influence L2 spoken productidyy investigating how aspects of bilingual profile, and in
particular second language learning and exposelae to spokeproficiency in L2 English
The study was approached through various mdarst, NorwegianrEnglish bilingualsvere
asked to complete a detailed questionnaire to collect data on aspects of their language profile.
Specifically, they were asked to rate themselves on a number of factors and report the nature
of their exposure and instrimh in English. Second, the bilinguals were asked to complete a
vocabulary and a sentence comprehension task to collect objective language proficiency data.
Finally, a novel experiment using a partially controlled picture description task was employed
to dicit speech production to derive a number of measures (e.g., length or no of utterance,
syllables, both within and outside utterance pauses, content words, morphemes, cognates and,
norrcognates). The latter measures were also used to calculate key cemasiures of
spoken proficiencye.g.,utterance fluency and utterance complexidreover, he study
was designed to address a number of questions about the relationship between bilingual
profile and L2 speech productiohhis chapter will address thesultsin the current study, to

begin with in relation tothese questian

Thefirst questionconcernedvhich aspects of bilingual profile relatedaepect®f L2 English
proficiencyselfratings The correlation matriacross these aspecevealecho significant

results in either learning or exposure aspects. While it is surprising at first glance that none of
these aspects ttiebilingual profile related to selatings of L2 English proficiency when
considering the small participant ppitlis more sensible. Because the current study only
examined a small group of bilinguals, and that this group had highly correlated proficiency
would suggest the group is not varied enoudtis provides ample possibility for future

research to revisihese aspects of bilingual profile in a more varied and larger group of

participants to relate aspects of their bilingual profile with the proficiencyatatigs.

Notably, howeverthere were some relationships between proficiencyraeifgs and
languae use, specifically in switching. Results showed that all proficiency measures, except
for accent, related negatively to Norwegian being accidentally switched in English language
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production. Moreover, some of the proficiency salingswerealso negatiely related, albeit

to an evermore mine degreeto intentional switching from Norwegian in English

production. Since the bilinguals rated themselves beyond adequate in all proficiency measures
and that switching frequency was Iotlve negative relationghis surprising. Following the
suggestions set forth by the weaker litiksory (e.g.Gollan & Acenas, 2004; Gollan et al.,

2005a; Gollan & Silverberg, 2001, Gollan et al., 2088d the RHM model (Kroll & Stewart,

1994) one would expect that higher pcancy means stronger linksd therefore a much

weaker dual activation of words which subsequently would restdtar accidental

intrusions The latter would lead to a positive relationship between the high proficiency

ratings and theninor frequencyof accidental switching, which is not the case. The

unexpected result and that there were no significant relationships across the remaining aspects

of bilingual profile and proficiency seffatingis also an item to revisit in future research.

Regarding vich aspects of bilingual profile relati® performance in the objective L2
English tasks, the results showed reedti onsh
proficiency andca number of aspects bilingual®L2 learning and exposureh&most robst
observed relationshiwith reference to selfated proficiencys observed between mean
reading duration in the text comprehension task and rated proficiency in reading. Results
showed that higher setatings were associated with faster reading timaslditionally, the
participans' selfratings in reading proficiency were beyond adequate, with some participants
ratedtheir reading proficiency as perfdotean=76, range 510). Together, this means that
participarts that have a higher setited reading proficiengyarticipants are good predictors
of their reading abilitiesThis result echoes that of Marian et(@007), in which they found
that selfrates in L2 reading proficiency reflect objective measureswipcehension.

However, this only applies to the bilinguals withigher selrating in readingand not
necessarily irgeneral to all bilingualsr in other measuredVith thementionedsmaller
participant poohlnd that the participants had a limited variation in theficiencyself-rates
with only using the higher end of the scale, it isiableto questionwhether selratingsin
readingand in the other measures of proficiemelate to all bilingua ,éncluding those who

ratethemselves on the lower end of the scalehjective comprehension abilities.

Notably, the mean proficiency across all the gelfe proficiency measures negatively
correlated with the comprehension correct (see figuresiigpesting that the bilinguals in
this study ratd themselvesigher across all setating variables compared to how they
performedin sentence comprehension. As such, and dethgtesults inMarian et al (2007)
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echong our results, it willneverthelesbe an interesting relation to revisit in future research
with amore extensivand more variegarticipant pooto see whether L2 reading rates relate
to comprehension beyond higelf ratings and whether the overall proficiency relation

changes.

Results further showetiataspects oL2 learningand exposurarerelated to
objective proficiency. Interestingly, most of the significant relations are found in terms of L2
learning. First, participants learning L2 English through reading related to the objective
vocabulary task. This suggests thatipgrants that learn L2 English by reading have an
enhanced vocabulary depth. Surprisingly, however, the leabyingadingnegatively relates
to school, meaning that the enhanced vocabulary depth is not attained in formal instruction
but ratheiin readirg in otherdomains. Unsurprisingly, it also relates negatively to learning
through mediaWhile the objective vocabulary does not significantly relate to other learning
aspectsthere was indeed, a smaller but present positive relationship in the correlati
between learning through reading and learning through sameken in figure 1As such,
the resultseem to beonflicting in thatlearning through reading and school redatehile
the learning English through school negatively relates to obgeetivabulary performance.

This could be understood as that while reading does occur, often, in formal instruction, it is

not in this reading domain that the bilinguals acquire enhanced vocabulary depth. Moreover, it

is not possible to determine more clgselhere the reading in L2 English occuas,there are

no relations across either bilingual profile aspects and between these aspects and objective

vocabulary proficiencyNever t hel ess, bilingual sdé | earni

seem teeventuatebtaining vocabulary depth.

There were also significant relations between asmddtingual profile and text
comprehension. The comprehenstamrect answers relate positively to learning English
through friendsThis would suggest th&arning withfriendsenhancesomprehension
proficiency. Interestingly, text comprehensismegatively related to seifistruction and
gaming. Taken witlhe positive relatioshipbetween learning through friends, this would
suggest that friends do not contributeta c h ot her 6 s Engl i sh when
see in figure 11, exposure to English with friends relates to exposure to reading, which may
suwggest that friends carry out reading activities together. Moreover, reading durdtien in
comprehension task alpositivelyrelates to learning through friend&Jnsurprisingly,
reading duratioms negativelyrelatedto learning by gamingvhile exposurego English
through medianegativelyaffects comprehension abilities. The latteursurprisinggiven
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how gaming and media share many compon&iiih the high correct percemt
comprehensiont seens to bethecazeh at bi l i ngual sd | earning wi
positively to comprehension depth asaften associadwith being exposed to reading.
Meanwhile,learning througlgamingandself-instruction andexposure tanedia negatively

affect enhanced comprehans ability.

Consideringvhich aspects of measured L2 proficiency relate to aspects of proficiency
of L2 English speech production, one significant reisudtpositive relationship between
mean sehrating proficiency and both speech rate and articulatae. This would suggest
that how quick the bilinguals speak is to an extent predicted by higher proficiency, at least in
the case of selfated proficiency. The result does match Marian et aD{pfnding that L2
reading proficiency relates to beharal measures. While interesting on its own, the result is
further fascinating since Ginther et al. (2010) concluded that bilinguals with higher oral
language production proficiency indeed speak more quickly and more accurately. If
bilinguals higher selfrated proficiency is legitimate, accurate measure of how quickly they
speak, and higher proficient bilinguals indeed speak quicker, one might expect that these
bilinguals indeegroduce faster speech than participants with lowesratdtl poficiency.
However, since the mean proficiency is based on almost no vaiimtoset of seffatings
that were all beyond adequaitas not possible to determinehether there is a difference
between low and high proficient bilinguals and how thaygom in their L2 speech

production.

However, while seffating proficiency related positively to speech and articulation
rate, comprehension readitigme and comprehension correct negatively related to articulation
rate and MLU, respectively. This sugtgethat the objectiveomprehension measures
contradictthe proficiency selfatings for the same behavioral measures. This contradiction is
surprising considering Marian et al. () findings that suggested that objective measures of
proficiency were inad good predictors of setitings. Based on Marian et al. findings, one
expectation would be thaince objective measures and saling measures predict each
other, they should also predict behavioral measures equally. While the results cosuchdict
anexpectaton it i s nevertheless explainabl e since
ratings in the current study only relateccomprehension reading duration and-satéd

reading proficiency.

Regarding whictaspects of bilingual proglrelate to measures of proficiency of L2
speech productigmesults showed a number of relationshiggse bilingual profile aspects
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with asignificant relationship with proficiency in L2 speech productiartude learning.2
Englishby gaming, readingand schoo] and to a larger extent, exposure through reading,
selfinstruction, friends, and family to L2 English. First, gaming, and total response time
related positively, despite the varied reports of gaming as a contributorrtmégBnglish
(mean=4.3, range-00). Following that gaming was ratedcross the participantas just
below moderate contributor to learning Englistiollows that learning by gaming does not
increase total speaking time, perhaps owing to gaming ysrmajloying fast and brief

communicatioras hypothesized

Also, in congruent witha suggested hypothesigarning through reading related
positively to both MLU and mean syllables per run. Moreover, exposure to reading also
related to MLU mean syllableper run, measures of speech rated phonation time ratio.
Since our participants rated themselves beyond adequate in overall proficiency, and
specifically in reading proficiencyhe relationship between reading and measures of both
complexity and fluengis consistent with the findings in Ginther et(2010) and Kormos
andDenes 6 ( 2.0Ginhteret ak foundinmore proficient bilinguals to relate strongly
with speech rate, and mean syllables perwmle KormosandDenes found that more fluent
bilinguals produced longer utterances (i.e., MLU), more syllahled spoke faster/more
compact. This would suggest that not only does learning through and exposure to L2 English
by reading relate to aspects of spoken proficiency, but thatpnofieientbilingualsin the
current studyproduce these measures of spoken proficiency to extended productionnevels
congruent with other L2 learners found in KornaoglDenes and Ginther et alufhermore,
exposure to reading in L2 English negatively relatm¢ptal pause time outside of utterance,

which is expected given the speech is quicker and more compact in this group.

Another aspect ahebilingual profile, exposure to selfistruction negatively relates
to complexity measures (mean utterance duration) but positively to fluency measures (speech
rate, articulation rate). The participants deemedisstfuction as almost not a contributor to
L2 English exposurgakentogethemwith the psitive relation between exposure through-self
instruction and fluency measures, it would suggest that eludirmstdiction is a legitimate
approach to spealg faster.While selfinstruction specifically was not mentioned in the
hypotheses, it can lassified as informal exposure, thus coinciding with other informal
learning and exposure in that it is to a disadvantage for producing enhanced fluency. T
opposite is true for producing longer utterances, in that low exposure-tostaittion

negatvely relates to mean utterance duration.
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Furthermore, exposure to L2 English through frielsdgegatively related to mean
syllable per run. Considering that exposure to friends was rated as less than a moderate
contributor it would suggest that the lack exposure through friends negatively impacts
compact speech. As such, to produce more compact speech, which is associated with higher
proficiency (Kormos & Denes, 2004), exposure to English through friendshielboi | i ngual s ¢
benefit. The opposite tsue in the case of exposure through family, which related positively
to the same measure of mean syllable per run. Exposure through family was rated as almost
not a contributgrwhich suggests that the lack of exposure in this domain is a positive
contributorto more compact speecthile both can be considered informal domains, they
contradict in that exposure through friends enhances fluency while family doésfimatl.
significant aspect ahe bilingual profile is howlearning througlschool negativig relates to
mean total pause within utteran&thool was deemed as a very important contributor to
learning L2 English; therefore, this suggests that learning in school does not help reducing
pauses within utterances. The lattan beexplained as padipants may take their time to
think through what is being said while the utterance is being produtedormal instruction
Since friends contribute to fluency, while family and school does not, our hypothesis that
formal instruction but not informalatribute to fluency and complexity is wrong. Indeed,
some aspects, namely exposure through friend
compact fluency.

To summarizethere were, except fahe negative relationship between high
proficiency and low frequency of accidentdl Norwegian to L2 English, no other bilingual
aspects that related to L2 proficiency galfings. This is suggested to be dualack ofa
varied, and larger participant pool. Next, reading proficiencyraéligs related to objective
comprehension proficiency, as found in Marian e2007), howeverit is not possible based
on our results to determine whether this applies to other proficiency levels. Nevertheless, the
mean of the high selating proficiency is not an accurate measure of comprehension ability.
Furthermore, bilinguals acquire more vocabulary depth in learning by reading, and while
reading does occur in relation to school, it is not necessarily in school that the enhanced
ability is acquiredLikewise, comprehension ability increases when the bilinguals learn
English through friendsy ot i n gaming, but rather when rea
high proficiency selratings also predicted faster speaking, which following Marian et al
(2007) and Ginther et .g2010) would by extensiommean that these bilinguals, given their
high proficiency outperform bilinguals with lowroficiency, an expectation not feasile
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investigate further with the results in this stugiyen there was baly variation in proficiency
selfratings.Moreover, objective measures, specifically comprehension reading duration and
correct percentcontradicted selfatings across the same behavioral measures, an unexpected
outcome given Marian et al. (2007) findisuggested objective measures were good
predictors of selfatings, a suggestion not applicable to the current study since
comprehension reading duration only related torsedd reading proficiency. Regarding
bilingual profile aspects and measures Bfdpeech production, results showed that bilinguals
that learn and are exposed to English in more formal usage domains, specifically,reading
perform in both fluency and complexity like highly proficient bilinguals in other studies (e.g.,
Kormos & Denes2004; Ginther et al. 2010). In contrast, informal learning and exposure, for
examplein gaming only enhanced compact speech, probably due to the compact and fast
paced nature of the communication employed. Unlike gaming and reading, learning and
exposuran formal instruction (i.e., school) did not enhance fluency, while informal exposure
through friends did. However, some informal exposure also hindered more proficient fluency
(i.e., exposure through family).

Beyond the implications of bilingual profin speech production, these results have
pedagogical implicationthateducators should be alerted to. For example, formal instruction
through school does not necessarily predict enhanced fluency. Moreover, it does seem that
reading is an essential itemacquiring more compact and faster speech, both indicators of
highly proficient speakers. Moreover, the reading does not need to occur in a formal situation

but rather with friends.

However, a critical limitation of the current study is the small pasiti pool, which
also report minimal variation in proficiency selfatings. For example, variation probably
hindered determining what aspects of proficiency relate to aspects of bilingual profile. A
larger participant pool would also be able to addiesdifferences between loyroficient
bilinguals and highlproficient bilinguals. Future research may also gain from investigating
the bilingualsL1 as well as their L2 following de Jong (2015) to determine pa@ssibl
relationships across language performance. Moreover, while the current study used a set
amount of complexity measures, it would be interesting to measwoeder range of
complexity measures reportedBulté andHousen (2012)Finally, accuracy measwsevere
omitted given the scope of the current study but would nonetheless provide an interesting

additional proficiency measure to investigate.
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12. Conclusion

This studyaimed to investigate how different aspects of L2 English learning and
exposure relate to different aspects of proficiency in speaking. The results indicate, first, that
L2 English learning by reading increases speed and compactness aspects of praficiency
speaking. Second, learning by gaming influences fluency in that it indhoger speaking
time, but also increases compactness in fluency. Third, L2 English learning and exposure
through formal instructiorparticularly schoolgdoes not enhance flugnm spoken
production, while informal exposure to English through friends does. However, informal
exposure in another domain, namely fapfijndered more proficient fluency. Furthermore,
the current study investigated how other aspects of bilingualerefate toeach other and to
speaking L2 EnglishResults here show that high proficiency setfngs relate to faster

speaking, in congruence with Marian et al. (2007).

By employing a novel, and only partially controlled production methodolingy
study expanded the current understanding of how bilingual profile relates to L2 English
speech andontribuedagainst the neglect spoken production research has undergone.
Moreover, we found effects of exposure and proficiency beyond wb#ih echoes the
emphasis of these measures as important contributors to bilingual language processing (e.g.,
Abutalebi, 2005KIlein et al, 1995). Moving forwardresearchers may employ less restricted
narrative tasks knowing they wibllectat least some significant spoken proficiency
measures. Additionally, pedagogical practitioners should consider how learning and exposure
to L2 English beyond in school, may be exploited to help bilingual pupils enhance their
proficiency in speaking. There are, however, limitations to the current study. The most
significant of these is the size and variation of the participant pool, aastitey issue to
address in future research. Moreover, future research may be les®tistmined and find it

feasible to investigate both the bilingual sé

In summary, the current study found that aspects of learningx@usure, such as
learning by reading, gaming and exposure through friends and family did relate to varying
degree to aspects of spoken proficiedtwould be compelling to revisit the methodologies
employed with a larger participant pool and perhag®wermore relationships between L2

learning and exposure and aspects of spoken proficiency.
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