
1 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Proficiency in Speaking English as a Second 

Language: Effects of Bilingual Profile 

ALI KALIB ALI  

SUPERVISORS 

Linda Ruth Wheeldon 

Allison Louise Wetterlin 

 

University of Agder, 2022 

Faculty of Humanities and education  

Department of Foreign languages and translation 



ii 
 

Acknowledgements 

 

I cannot express enough thanks to Linda Wheeldon and Allison Wetterlin for your 

support and encouragement throughout this entire process. I will strive to match your 

enthusiasm, knowledge, and remarkable mentorship in my future as a teacher.  

Thank you to all the other research team members at the experimental linguistics lab at 

the University of Agder. Special thanks to Eunice Gomes Fernandes for help with the 

participant recruitment processes. 

I further want to thank my family and friends for their encouragement. A special 

thanks to my mother for the sacrifices she has made to support me and my brothers. Finally, I 

would like to thank you Lisanne, for the laughs, tears and for believing in me in the years we 

have shared so far.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



iii 
 

Abstract 

 

This study examines how aspects of bilingual profile, particularly learning and 

exposure in L2 English, relate to aspects of L2 spoken proficiency. Norwegian-English 

bilinguals completed a questionnaire describing their language background, proficiency, 

learning, and exposure in their L2 English. Next, participants performed a vocabulary depth 

task determining correct similar or opposite words of a target word, after which they 

completed a sentence comprehension task at varying levels of syntactic complexity 

determining the correct answer to questions referring to either the agent or patient in the 

sentence structure. Additionally, participants performed one of four novel partially controlled 

picture description tasks in which they verbally described what they saw. Results showed that 

learning and exposure to L2 English increased fluency measures, such as speech rate. 

Moreover, learning by gaming also influences fluency in that it induces shorter speaking time 

but enhances the compactness of the speech. Moreover, results indicate that L2 English 

learning and exposure through school does not enhance fluency, while exposure through 

friends does. Furthermore, exposure to L2 English through family hinders increased proficient 

fluency.  
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1. Introduction and General Structure   
 

This study investigates which factors influence proficiency in speaking English as a 

second language (L2). The focus of this study is speech production because it has been a 

neglected aspect compared to other language processes such as reading, listening, and writing 

(Harley, 2014), but is an important aspect of L2 language proficiency. This study tests L2 

speech production, in Norwegian-English bilinguals. In Norway people learn English from 6 

years of age at school but Norwegians are also exposed to English in the media and on-line. 

The aim of this study is to investigate how different aspects of L2 English learning and 

exposure, relate to different aspects of proficiency in speaking.  

Speech production is a complex process, even for those speaking in their first 

language. Researchers in the field propose that speakers must first match words with the 

intended message they want to communicate, which then needs to be encoded with correct 

phonemes for our articulation system to create a meaningful speech stream (Levelt, 1989, 

1995, 1999a, 1999b; Levelt, Roelofs & Meyer, 1999). However, these processes can be error 

prone in that there are mix-ups, retrieval failures, blockage, and the like. Speech production is 

particularly difficult for those who master more than one language, because they have not 

one, but two languages to select words from and the corresponding phonemic inventory from 

both languages they must correctly process (e.g., De Bot, 1992; Poulisse & Bongaerts, 1994; 

Hermans et al., 1998; Green, 1998a, 1998b; Poulisse, 1999: Costa, 2005; La Heij, 2005; 

Kormos, 2006; Schwartz, Kroll & Diaz, 2007 and others).  

How speakers manage two or more languages has generated a debate on possible 

advantages (e.g., Peal & Lambert, 1962; Bialystok & Craik, 2010; Adi-Japha, Berberich-Artzi 

& Libnawi, 2010) and disadvantages of being bilingual (e.g., Smith, 1923, Yoshioka, 1929). 

Mounting evidence has found the focus of the current study, bilingual spoken production is at 

an disadvantage (e.g., Gollan & Acenas, 2004; Gollan, Montoya & Bonanni, 2005a, Gollan, , 

2005b; Gollan et al., 2007; Portocarrero, Burright & Donovick, 2000; Ivanova & Costa, 2008; 

Kroll  et al., 2008; Runnqvist et al., 2013).  

Furthermore, bilinguals vary in how proficient they are in their languages. The interest 

in our study, spoken proficiency has been measured in a myriad of ways, for example, in 

terms of fluency (Kormos & Denes, 2004; Ginther, Dimova & Yang, 2010; de Jong et al., 

2015), complexity (Foster, 2000; Tavakoli & Foster, 2008) and accuracy (Kormos & Denes, 

https://www.sciencedirect.com/science/article/pii/S0010027713001418#b0075
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2004). However, bilinguals differ not only in proficiency, but also in other ways including 

how and when they acquired or used their languages, and in the amount of exposure they have 

had in each language (Krulatz, Dahl & Flognfeldt, 2018; Luk & Bialystok, 2013). A number 

of studies (discussed in detail below) have examined some of these factors (Costa, Caramazza 

& Sebastian-Galles, 2000; Flege, Yeni-Komshian & Liu, 1999; Moyer, 2004; Baker, 2011; 

Patkowski, 1980; Klein et al., 1994; Yetkin et al., 1996; Abutalebi, Cappa & Perani, 2005). 

Nevertheless, there is no consensus about how these factors relate to proficiency in speaking.  

The aim of the present project is to investigate the relationship between aspects of 

language learning, exposure and usage and measures of spoken fluency and complexity. In the 

chapter below I will start by describing Leveltsô (1989) classical theory of speech production. 

Since speech production is more complex for bilinguals (Costa, 2005), the following section 

will then contain a review of models of bilingual spoken production and the evidence to 

support them. Since these models do not address how bilinguals differ and what has been 

found in relation to these differences, the next section will be dedicated to describing and 

reviewing some of these effects. Additionally, I will briefly review a recent model that does 

regard, to some degree, usage, and proficiency differences in bilinguals (Green & Abutalebi, 

2013) as the model also supports the bilingual advantageôs view. Afterward, I will describe 

some of the advantages, disadvantages, and proposed hypotheses that attempt to explain the 

disadvantages in spoken production. The next section will examine the various way in which 

spoken proficiency has been measured. I will then describe the current study which involves  

a questionnaire, two tasks ,and an experiment aimed at capturing bilingual differences and 

proficiency both through speech and objective measures.  

2. Monolingual spoken production 
 

Levelt's classical model of speech production (1989, 1995, 1999a, 1999b) originally 

addressed monolingual language production but has since been adopted in research and 

modeling of bilingual language production and comprehension (e.g., De Bot, 1992; Poulisse 

& Bongaerts, 1994; Hermans et al., 1998; Green, 1998; Poulisse, 1999: Costa, 2005). 

According to this model, language production occurs in three stages: conceptualization, 

formulation, and execution (see figure 1). The first stage, conceptualization, determines what 

content is meant to be said. In this stage, the intended message is generated through 

macroplanning and microplanning. The first refers to elaborating the purpose of the 

communication, while microplanning involves pre-linguistic specification such as deciding on 
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a perspective while conveying the message (e.g., perspective-taking, i.e., theory of mind). 

Moreover, one considers what information is new and old, which helps determine 

accessibility status (i.e., previously addressed items in discourse). The outcome of macro and 

microplanning results in a preverbal message that is not linguistic (yet accessible) but 

contains the necessary information to convert the intended message into meaning and, finally, 

spoken language.  

The second part involves formulation. Here the 

preverbal plan is translated into a linguistic form which 

entails choosing words, putting those together into 

sentences, and finally encoding those in articulatory 

sounds. The process coined lexicalization involves 

retrieving information from a speaker's mental lexicon, 

which, according to Levelt (1989), consists of lemmas that 

contain semantic and syntactic information about the 

lexical item (e.g., grammatical class, gender) followed by 

the phonological form of the word, coined lexemes, which entail morphological and 

phonological information about the lexical item (thus it is a two-stage process). Noteworthy, it 

is assumed that lemmas do not account for modality (i.e., representations are the same across 

modalities such as speaking, understanding and so forth). Levelt (1989) explains that during 

lemma selection, a speaker retrieves the lemma most suited given the semantic information 

available in the preverbal plan, the syntax is activated, which in turn activates the syntactic 

building procedure before morpho-phonological encoding. Given that the lemmas are amodal, 

it follows that lexical syntax is accessed before the phonological form is accessed.  

A range of studies have since found supportive evidence for the two-stage 

lexicalization model; these include evidence from speech errors (Fay & Cutler, 1977), 

neuropsychological data (Indefrey & Levelt, 2000, 2004), electrophysiological data (Van 

Tureout et al., 1998), tip of the tongue (TOT) investigations (Brown & McNeill, 1966; Harley 

& Brown, 1998), and experimental evidence from psycholinguistic studies (Wheeldon & 

Monsell, 1992; Starreveld & La Heij, 1995, 1996). For example, Wheeldon & Monsell (1992) 

examined 106 participants across three object naming experiments after reports of repetition 

priming of object naming, that is, implicitly strengthening the memory for identification by 

providing prior stimulus presentation. They found that the repetition priming has long-lasting 

effects spanning over 100 naming trials. They also found that repeated production of 

Figure 1: Simplified version of 

Levelt's (1989) model. Adapted from 

Harley, 2014: 395 
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phonological forms (homophones and homographs) was not an effective prime, as such the 

facilitation could not be phonologically mediated. Instead, it must have been semantic or 

lemma-based mediation, adding support to the two-stage model. 

As mentioned, it is assumed that speech production entails the three differentiated 

levels of representation, conceptualization, formulation, and articulation (e.g., Levelt, 1989, 

but also see Levelt et al., 1999; Caramazza, 1997; Dell, 1986). However, the time-course of 

how speakers progress through these levels is a matter of debate.  Two mechanisms have been 

distinguished in attempts to explain the time-course as they are key across all levels, namely 

activation, and selection. 

Activation refers to the availability of the representations at the three stages. The 

degree of activation, either high or low, corresponds to whether the representation is more, or 

less available for production. In speech production, the first action occurs at the 

conceptualization stage where conceptual representations are activated. Following the two-

stage model it is assumed that not only the semantic representation of the intended concept, 

but also other semantically related concepts are activated to various degrees. For example (see 

figure 2), when naming a pictured dog, the target concept (i.e., ñDOGò) is activated along 

with other related concepts (i.e., ñCATò, and others). The multiple activation of semantic 

representations spread to the lexical system which in turn activates lexical nodes/words 

accordingly. If  the activated semantic representations flow to the activate the corresponding 

lexical node, the processes then encounter multiple words for speech production (i.e., ñDOGò, 

ñCATò, and others). This is where the second mechanism, the selection is employed to decide 

which lexical node to choose for further processing. The selected lexical node will make its 

morphosyntax available for further construction of syntactic frames. Finally, the 

corresponding phonological nodes are activated, resulting in phonological retrieval of /dὅg/ 
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for production.

 

Figure 2: Representation of monolingual speech production. The arrows indicate the flow of activation, 

and the thickness of the circles indicates the level of activation. Adapted from Costa,  2005: 309 

It was assumed thus far that the selected lexical nodes activate proportionally at the 

phonological stage. However, there is a controversy regarding the activation of the 

corresponding phonological nodes. The debate concerns whether only the selected lexical 

nodes or all activated lexical nodes spread activation to the phonological nodes. Two 

differentiated models have been proposed to explain the activation process: discrete models 

(Levelt, 1989; Meyer, & Levelt, 1990; Schriefers et al. 1990; Levelt et al. 1999) and cascade 

models (Dell, 1986; Dell & OôSeaghdha, 1992; Caramazza, 1997; Peterson & Savoy, 1998). 

The discrete models assume that only the lexical node selected during the first of the two-

stages sends activation to the phonological stage. As such, the model predicts that the 

phonological activation only in the further stages of speech production. On the contrary, the 

cascade models assume continuous activation from the lexical stages, unlimited by the 

selected node, to the phonological stage. We turn now to speech production processes in 

bilinguals, where research has provided data relevant to discrete vs cascading activation 

debate. 

3. Bilingual Spoken Production 
 

Like monolinguals, bilinguals must select appropriate words to achieve their 

communicative goals. However, the fact that bilinguals have not one, but two languages have 
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raised fundamental questions regarding how the speakers mediate the relationship during 

production, both in terms of activation and selection. For example, if the bilinguals' two 

languages, are both activated, or is only the intended language activated for further 

production? If both languages are activated, do they both activate corresponding lexical 

nodes, and if so, how does the selection processes proceed? There are two models that address 

these questions, namely language-specific and language non-specific models.  

Regarding whether both languages are activated at the conceptual level, the language-

specific account assumes that only the intended-language receives activation  (e.g., 

McNamara, 1967; McNamara & Kushnir, 1972). Simply put, the activation flow from the 

conceptual stage is restricted to only one language, which in turn creates similar situations as 

described in the monolingual speech production above. However, in contrast most researchers 

favor the language-nonspecific account (e.g., De Bot, 1992; Poulisse & Bongaerts, 1994; 

Hermans et al., 1998; Green, 1998; Poulisse, 1999: Costa, 2005; La Heij, 2005; Kormos, 

2006; Schwartz et al., 2007). The language non-specific activation model assumes that 

activation from the conceptual system flows to the lexical representations of both languages. 

An often-cited study to support this account is from Hermans et al. (1998) picture-word 

interference inquiry. 

Hermans et al.(1998) investigated the activation of the non-intended language during 

production. To do so, they examined Dutch-English bilinguals in whether their L1 equivalent 

translation (e.g., "berg" meaning mountain) is activated when asked to produce a word as fast 

as possible during picture naming in their L2 (e.g., English "mountain"). Distractor words 

were simultaneously played auditorily (L2 distractor in experiment 1 and L1 in experiment 2). 

These words were manipulated to follow a set of conditions. For the naming of a mountain 

picture in Experiment 2, the conditions were as follows; first, a phonologically related word 

(e.g., Dutch "mouw" meaning ósleeveô), second, a semantically related word (e.g., "dal" 

meaning óvalleyô), third. an unrelated word (e.g., "kaars" meaning ócandleô), and fourth a 

word which is an orthographic neighbor of the Dutch translation (e.g., "berm" meaning 

óvergeô instead of "berg"). Hermans et al. hypothesized that in the final condition, hearing 

"berm" would activate the translation equivalent "berg" and thus delay the activation of 

"mountain." Additionally, they also manipulated the stimulus onset asynchrony (SOA, i.e., 

onset of interrupting words) to determine speed influences and the time course of lemma and 

lexeme selection.  



7 

 

Results showed that the fourth condition (e.g., berm) resulted in the slowest activation 

of the correct "mountain" at SOA 0ms (simultaneous interruption) while the third condition 

(e.g., kaars) was the fastest. When the SOA is at -150 ms (150 ms after the picture is 

displayed), the first condition (e.g., mouw) had a faster correct answer activation, while the 

second condition (e.g., dal) was the slowest. What could be understood from these results, is 

first, that the question of activation is a time-sensitive process. Second, the results show that 

the non-selected equivalent was activated during what is the lemma selection in Levelt's 

model but not during lexeme selection. These results were taken as evidence of a language 

non-specific activation. However, Hermans et al. (1998) were soon criticized for observers' 

paradox in that they unwittingly activated Dutch by providing Dutch stimuli in the 

interrupting conditions. Nevertheless, a subsequent study by Hermans et al. (2011) that 

controlled for this replicated the results. As mentioned, most researchers are in favor of the 

non-specific activation account, in fact, a consensus has since been reached on the matter 

(Ishikawa, 2018). Less agreed upon, however, is how words are selected when both the 

intended and unintended languages are activated.  

There are two theoretical views regarding how lexical selection occurs: language-

specific selection and language nonspecific selection models. These models differ with 

respect to whether the selection mechanisms are interfered by the semantically activated 

lexical items from unintended language. Language-specific selection models assume that the 

selection mechanisms are blind, or ignorant of the activation of the unintended language. As 

shown in figure 3 b), the language-specific selection model predicts that only intended-

language lexical items (e.g., ñCATò) are potential competitors for the intended word (i.e., 

ñDOGò), meanwhile, the Spanish translation equivalents (e.g., ñPERROò and ñGATOò) are 

being blindsided and thus have no impact on the selection processes. In this sense, bilingual 

lexical selection through language-specific models may be considered similar to the 

monolingual lexical selection displayed in figure 2. Additionally, as shown in figure 4, the 

activation of lexical items from the unintended language is ignored regardless of the 

activation degree. However, most researchers seem to favor the language-non specific models 

(e.g.,  Hermans, 2000; Hermans et al., 1998; Caramazza & Sebastián-Gallés, 2000; Schwarts 

et al., 2007). The language non-specific models assume that the activated lexical items of both 

languages are in a selection competition. As shown in figure 3 a) selection takes place by 

considering the activation of all lexical items across both languages (i.e., ñDOGò ,ñCATò and 

ñPERROò, ñGATOò).  
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Figure 3: Models of bilingual selection Adapted from Costa, 2005: 314-315. Squares indicate Spanish 

lexical nodes, while circles indicate English lexical nodes. The thickness of the letters indicates activation 

levels. Arrows indicate activation flow. 

Each model, language-specific or non-specific addresses the process of lexical 

selection in differentiated manners, while the latter assumes competition across both 

languages, the former assumes that the non-intended language does not interfere as the 

activation is language-specific. However, when viewing these models, an unanswered 

variable is how the selection mechanisms restrict itself to the intended language. In the 

language-specific model, it is a necessity to specify how the selection mechanism omits 

searching for lexical nodes beyond the intended language. The language non-specific models 

must address how the selection mechanism prevents the non-intended lexical nodes from 

selection as opposed to the intended nodes.  Simply put, for either model to work, there is a 

concern about whether the bilingual lexical selection is sufficient on the basis of conceptual 
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activation alone or in the case of dual concept activation, what mechanism prevents erroneous 

selection.  

One solution presented for the language-specific models is found in Levelt, Roelofs 

and Meyer (1999), namely the binding-by-checking mechanism. This mechanism is 

postulated to ensure that selected words match the intended communicative goal of the 

speaker. Critically, the mechanism is sensitive to both languages and the language of the 

selected lexical node. Thus, when the language of a selected lexical node does not match the 

intended language, the checking mechanism notices the error and notes a mismatch resulting 

in the unintended node being discarded. Unintended intrusions are explained as a result of two 

errors in the selection mechanism. First, the lexical node selected belongs to the unintended 

language, and second, a failure must occur in the checking mechanism that binds the target 

conceptual representation to the intended target language with a proportionate lexical node.  

Two solutions are proposed for the non-specific models on how the selection of only 

the intended language and not the unintended languages occurs. The first of these assumes 

that the semantic system itself activates the lexical representation of the intended language 

with a higher activation due to language cues (Poulisse & Bongaerts, 1994; Poulisse, 1999, 

Hermans, 2000). The second solution refers to the existence of inhibitory control processes 

acting on the unintended language. The activation of lexical nodes are, in other words, 

suppressed, allowing the intended lexical nodes to be more activated than the unintended 

(Green, 1998). The first of these solutions derive from a model of bilingual speech production 

by Poulisse and Bongaerts (1994).  

Poulisse and Bongaertsô (1994) model which was since extended by Hermans, 2000 

(figure 4) employs Leveltôs (1989) conception of language processing that involves first, the 

conceptualizer, which results in a preverbal message. However, additionally, the language cue 

feature is assumed at the conceptual stage (+ English in figure 4). These language cues 

determine the input prior to lemma selection. In short, Following the preverbal message, a set 

of lemmas are selected, however, these are simultaneously tagged for a language. Given that a 

set of lemmas are activated, the model assumes a language non-specific activation model and 

a spreading activation mechanism. The non-intended but now active lemmas are at this stage 

competing with intended lemmas for selection (i.e., non-specific selection). The most 

activated lemma is chosen because it has additional language cues strengthening its activation 

(i.e., the concept of a bike, +English and lemma ñbikeò results in bike).  
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Figure 4: Model of bilingual spoken word production modelled on Hermans, 2000 and Poulisse & 

Bongaerts, 1994 Adapted from Kroll & Tokowicz, 2005: 539 

The second solution, namely through inhibitory processes, is linked with Greenôs 

(1993, 1997, 1998a, b) Inhibitory Control Model (IC, see Figure 5). The model describes how 

bilinguals control production by selection and inhibition processes. As Figure 5 shows, there 

are multiple components; of these the conceptualizer, SAS, language task schemas are related 

to processing, while the bilingual lexico-semantic system is a linguistic component. 

Like the other production models described, Green adopts Leveltôs model, where the 

production begins at the conceptual stage. The output of the conceptualizer spreads to other 

areas, such as the language task schemas. The latter, in Greens model, refers to L2 production 

schemas. These schemas are particular action sequences appropriate to reach the goal of the 

action they are selected for, e.g., L1 to L2 translation. The SAS, short for supervisory 

attentional system, controls and establishes the activation of the task schemas to reach the 

Goal. For example, if a Norwegian bilingual is presented with the Norwegian word jakke it 

may elicit task schema activation ñL2 translationò (or a range of other schemas such as 

selecting synonyms, antonyms, and more), resulting in  
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Figure 5: The inhibitory control model Adapted from Green (1998). SAS refers to the supervisory 

attentional system.  

the English equivalent/translation jacket. Effectively, this makes the processes competitive. 

Therefore, to reach the goal, (jacket in this case) L1 production schemas are assumed to be 

inhibited/suppressed. In short, the L2 translation schema boosts the L2 production schema 

while simultaneously actively inhibiting the L1 production schema. Green (1998a, b) argues 

that the processes described occurring regardless of the linguistic or lexico-semantic 

processes. Thus, Green names the task schemas as functional control circuits that are an 

output of the conceptualizer and executed through the SAS  

Regarding lexical selection, Greenôs IC model assumes that each lemma has a 

language tag for either language, which is specified during a language-independent 

conceptualization. Moreover, he assumes that lexical selection occurs at the lemma stage. 

Thus, each lexical node is associated with a language tag which helps inhibit the non-target 

lexical nodes tagged by the unintended language (see figure 6). In short, three critical features 

of the IC model are as follows. First, the semantic system activates the lexical nodes in both 

languages. Secondly, the lexical nodes of the non-intended language are inhibited reactively, 

and thirdly, the inhibition is proportional to the activation levels of the non-intended lexical 

node (i.e., more robust semantic activation of the wrong language equals stronger inhibition). 

The IC model assumes that the L1 is more strongly activated than the L2, therefore, inhibition 

will be more potent when the L1 is the non-intended language. The opposite will be valid for 

the L2 (weaker inhibition).  
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Figure 6: the IC model (Green, 1998) in action adapted from Finkbeiner, Gollan & Caramazza (2006). L1 

English and L2 Spanish. The task schema connections inhibit the L2 lexical nodes in the non-intended L2.  

A range of studies have since reported empirical data in support for the IC model 

(Meuter & Allport, 1999; Costa & Santesteban, 2004; Schwieter & Sunderman, 2008; 

Schwieter, 2010, 2013; Linck, Schwieter & Sunderman, 2012 and others). All report that 

when participants are asked to switch between languages, the switching cost into the 

dominant L1 takes longer than their L2 (or L3). The earliest of these, Meuter and Allport 

(1999) also investigated switching costs in an experimental study where bilinguals named 

numerals in either their L1 or L2. Participants were asked to name the numerals either in a 

trial with the same language (no switching) or to name the other language than the prior trial. 

Meuter and Allport reported that response latencies on switching trials (response language 

changed from the initial trial) were slower than in the non-switching trials. The results support 

the IC model in that the switching cost associated with switching to the dominant L1 was 

consistently slower than switching from the weaker L2. The authors argue that the inhibition 

of the L1 is a result of strong inhibitions of the dominant L1, as the prior trial required it for 

naming in the weaker L2. Simply, Meuter and Allport suggested that the naming in L2 

requires active inhibition of the more active competitive L1 nodes. These results were later 

replicated in Linck et al. (2012), where they examined the performance of multilingual 

(trilingual in this case) in both the Simon task and a switching task.  
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Another question relates to how the phonological repertoire of a bilingual's two 

languages are represented. For example, in the case of a language-specific mechanism, two 

separate phonological inventories would be necessary to presuppose a retrieval mechanism 

sensitive to the activation of only one phonological inventory In the contrary, if there is any 

certain overlap between the phonological systems of a bilinguals two languages there must be 

a measurable impact of the phonological information from the unintended language on the 

retrieval of phonological information for the intended language. While there is no consensus 

on the matter, the study reviewed earlier by Hermans et al., (1998) did indicate that activation 

flow was not language-specific. The results have also been interpreted to suggest that lexical 

selection mechanisms consider the activation of the unintended language during lexeme 

selection.  

 

Figure 7: Representation of lexical and sub lexical access for cognate words Catalan ñgatò with Spanish 

ñgatoò. Arrows indicate activation. Thickness of the circles indicates levels of activation of sub lexical 

nodesAdapted from Costa et al., 2000: 1285 

Costa et al. (2000) addressed how the phonology is represented from a different 

perspective. They explored whether the cognate status would impact the speed at which they 

are produced. Cognates are, at least in the psycholinguistic research domain, translations with 

similar orthography and phonology (e.g., the Catalan and Spanish words for ócatô, gat and 

gato respectively). Non-cognates are translations with dissimilar orthography and phonology 

(e.g., Spanish pandereta and ótambourineô). Costa et al. (2000) hypothesized that the selection 

of phonological representations during picture naming of the target translation (e.g., gato) is 

achieved quickly due to cross-language activations at the phonological stage. Simply put, 

retrieval of phonological properties of the target word is easier for cognates than for 

noncognate words due to phonological features that overlap across cognates. For example, the 
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Catalan gat (i.e., /g/, /a/, /t/) and Spanish (/g/, /a/, /t/, /o/) share segments as illustrated by 

thickness at the sublexical nodes as shown in figure 7.  

Adhering to the cascading activation model, Costa et al. (2000) made two predictions. 

First, that the two languages of a bilingual share a common semantic system, and second, that 

there is parallel activation between the languages. To their predictions, Costa et al., conducted 

two investigations on Catalan-Spanish bilinguals and Spanish monolinguals through a series 

of picture naming tasks. The picture names were either cognates or noncognates. To render 

their predictions, correct, bilinguals should name cognates more quickly than non-cognates. In 

the first of two, experiments participants were separated into two groups, including highly 

proficient Catalan-Spanish bilinguals and monolingual Spanish speakers. All participants, 

regardless of the group were asked to name one of two sets (one of these sets contained 

cognate names) of pictures in Spanish. Results revealed that the bilingual speakers had faster 

naming latencies when naming cognates in contrast to the monolinguals. The results 

supported their theory in that firstly, activation flow from the semantic system to the lexical 

system is non-specific and possibly shares a semantic system, and secondly, that lexical nodes 

form the non-intended language spread activation to the corresponding phonological nodes 

indicating parallel activation.  

However, given the bilinguals were Catalan-Spanish speakers responding in their L2, 

the intended language, Spanish, Costa et al. (2000) further investigated, in a second 

experiment, whether the cognate facilitation corresponded proportionally to the level of 

activation in the non-selected lexical node. The second experiment compared the performance 

of the Catalan-Spanish bilinguals who reported a dominance for the Catalan language and 

highly proficient Spanish-Catalan bilinguals with Spanish as the dominant language. The 

number of pictures to be named was doubled. Results confirmed the findings of the first 

experiment. Moreover, Costa et al.(2000) found that cognate facilitation related to the 

language of response, being larger when the bilinguals responded in the non-dominant 

language. The second experiment provided further support for parallel activation at the 

phonological stage and language-nonspecific activation. These results have since been 

replicated in picture naming (e.g., Kroll et al., 2000), but also in TOT investigations (e.g., 

Gollan & Acenas, 2000).  

Kroll et al., (2000) for example, asked bilinguals to name pictures depending on cues 

which indicated which of their languages to use for naming each picture (mixed condition) or 

to name pictures in one language alone (blocked condition). Critically, the authors 
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manipulated the cognate presence in the conditions. Kroll et al. reported cognate facilitation in 

the mixed condition regardless of language used, however the cognate facilitation was only 

found in the blocked condition when naming in the L2. In this case the cognate effect is 

visible in the blocked condition because the unintended phonology was activated given the 

L2/L1 cross language activation. When bilinguals were alternating between their languages in 

the mixed condition, the alternation induced cross language phonology activation regardless 

of the language used.  

To explain the stronger facilitation when bilinguals responded in their non-dominant 

language, Costa et al. proposed that it is a result of translation from a dominant language to 

the weaker language. They explain that the dominant language has stronger connection to the 

semantic representation and the corresponding lexical node than the weaker language, an 

argument addressed earlier by Kroll and Stewart (1994) in their model of language 

processing, The Revised Hierarchical Model (RHM). 

Kroll and Stewartsô RHM (1994, see figure 8), like previously reviewed production 

models, approaches language processing in terms of conceptual stage. Critically, however, 

this model assumes that L1 words are more strongly connected to the conceptual stage than 

L2 words. However, the L2 words are strongly connected to the translation equivalent in the 

L1, as shown in figure 8. These differences are, according to Kroll and Stewart, a result of 

bilingualsô proficiency. For example, the late age of acquisition (AoA) of the L2 in bilinguals 

corresponds to having a fully  developed lexicon for their L1. The RHM assumes that during 

the acquisition of the L2, bilinguals exploit the notion of L1 connections with the conceptual 

stage to acquire new lexical entries. As such, the bilingual speaker develops a strong network 

from the L2 to L1, which continuously matures under L2 acquisition. However, as the 

bilingual becomes more proficient in the L2, the need to mediate through the L1 dissipates, 

albeit never completely gone. Only speakers who attain (or start with) balanced bilingualism 

are believed to have equal L1/L2 to concept-level connections. 
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Figure 8: Modelled on Kroll & Stewart (1994) 

Given that the connections are as described, translations from the L1 to the L2 in 

forwarding translation (i.e., from the source language to the intended target language) must be 

mediated at the conceptual stage. The opposite would be true for backward translation L2 to 

L1, as that would require a direct translation. Kroll and Stewart tests this hypothesis by 

investigating whether forward translation takes longer than backward translation. 

Additionally, since proficiency affects the mediation, one might expect a decrease in direct 

translation from the L2 to the L1 instead of allowing more access directly to the conceptual 

stage.   

Kroll and Stewart asked proficient Dutch-English bilinguals to do both forward and 

backward translation (L1 to L2 and L2 to L1, respectively). Moreover, they manipulated the 

translation lists according to semantic relations, thus, one list was semantically mixed and the 

other categorized (e.g., all animals). They found that the L1 to L2 translations were slower in 

the categorized lists, while the L2 to L1 showed no difference in the same list. As such, it 

seems that the L1 to L2 translation was conceptual stage, semantically mediated, confirming 

their predictions. The same results were replicated in another study by Talamas, Kroll and 

Dufour (1999), who examined bilinguals with varying degrees of proficiency. In their low-

proficiency bilingual pool, the L1 to conceptual level mediation was stronger than for the 

more proficient group. Further studies found more evidence in support of the RHM (e.g., 

Kroll , et al., 2002); some varied in their findings (e.g., Francis et al., 2003; Sunderman, 2002), 

and others found opposing results (De Groot & Poot, 1997).  
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What we can take from Kroll and Stewarts'(1994) investigation is as follows. First, 

bilinguals L1 has a stronger connection to the conceptual stage. This aspect confirms Costa et 

al. (2000) proposal that bilinguals who use their non-dominant language in cognate naming 

have stronger facilitation because translation occurs through the L1 with a stronger conceptual 

connection. However, the latter would dissipate with increased proficiency in Bilinguals. The 

proficiency was also connected to another aspect of bilingualism, namely AoA, in that it 

affected the proficiency levels. A series of investigations examined AoA and other aspects 

that may vary in Bilinguals, which will be the topic in the following chapter.   

4. Bilingual profile and fluency in L2.  
 

An early definition of bilinguals by Roelofs (2003, p. 175) is "Bilingual speakers are 

persons who regularly use two or more languages for their verbal communication." Following 

Roelofs' definition, any person can be considered bilingual simply because of their knowledge 

of two or more languages for communication in regularity. However, the required degree of 

knowledge in the respective languages is not mentioned. In contrast, Luk and Bialystoks's 

(2013) investigation of quantifiable bilingualism claims that bilingualism is not a categorical 

variable. Luk and Bialystok (2013, p. 605) argue that "the criteria that determine an 

individual's designation as monolingual or bilingual are fuzzy at best" and that these criteria 

minimally involve language proficiency and usage. Luk and Bialystok argue that any inquiry 

into bilingualism should not be categorical but reflect a varied range of possible bilingualism.  

Krulatz et al. (2018 but also see Grosjean, 1998) distinguish a range of bilingualism 

types. These include simultaneous bilingualism (i.e., both languages are acquired 

simultaneously), successive bilingualism (languages are acquired in succession), balanced 

bilingualism (i.e., competence is equal across both languages), and dominant bilingualism 

(opposite of balanced). One may also distinguish between early or late bilinguals, which 

describes whether acquiring the second language was earlier or later in life (for an expansive 

overview, see Krulatz et al., 2018). In the case of Norwegian-English bilinguals, which are the 

focus in this study, also vary regarding these types, however formal instruction in English 

starts at 6 years of age. This means that if they are successive bilingualsô chances are chances 

are they share a common AoA in English.  

Unsurprisingly, there is evidence that differences in aspects of bilingual profile  affect 

language ability (Costa et al., 2000; Flege et al., 1999; Moyer, 2004; Baker, 2011; Patkowski, 
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1980; Klein et al., 1994; Yetkin et al., 1996, Abutalebi, 2005 and others). For example, Costa 

et al. (2000) suggested that later AoA resulted in lowered proficiency and thus later naming of 

cognates. AoA can be traced to the critical period hypothesis (CPH). CPH is often linked to 

Noam Chomsky's innatist perspective in which he hypothesize that all animals, humans 

included, have innate abilities at birth that aids the acquisition of knowledge (see Rowland, 

2014). Albeit in congruence with the innatism perspective, CPH adds that this knowledge is 

acquired in specific periods and that acquisition beyond these periods is difficult. Studies 

examining CPH found that older learners (later AoA) typically display non-native accents 

(e.g., Flege et al., 1999; Moyer, 2004; Baker, 2011), indicating the acquisition beyond a 

specific period hinders native-like phonological proficiency. Hansen-Edwards (2017) 

describes studies that have found evidence suggesting that the non-native phonological 

proficiency, despite CPH, may be ameliorated, instead suggesting that other factors may 

influence linguistic features, regardless of AoA. Given that Norwegian-English bilinguals 

have little variation in their English AoA, investigating linguistic features in this group may 

provide insight into which other factors have an effect on linguistic proficiency.    

An early study by Patkowski (1980) aimed to explore all relationships between AoA 

and linguistic knowledge other than pronunciation, specifically syntax acquisition. Patkowski 

hypothesized that those acquiring a language before 15 years of age would more likely 

achieve a native-like skill level in the respective language. Albeit his main goal was to 

discover whether there is a difference between those who learn English before puberty versus 

those who acquired English later, he also examined other factors that may influence 

performance and mastery, namely amount of formal/informal instruction, residence time, and 

exposure to the language in the US. He examined 67 participants who all shared a higher level 

of education. All participants were immigrants to the USA and had lived in the country for 

more than five years. However, all participants had started acquiring English at various ages. 

To compare, he studied 15 participants born in the US with education levels that reflected the 

other participants. Critically, the dialect of those 15 participants reflected the type of English 

spoken by the 67 participants. All participants took part in the one task employed. 

Participants took part in interviews that lasted between 15 and 35 minutes. From these, 

5-minute samples were collected and transcribed (thus avoiding pronunciation measures). 

Two ESL teachers were given the transcripts to rate on a scale from 0 to 5 (0 = no knowledge 

of English, 5= level of English expected from native speakers).  
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The results showed that the transcripts of the all the native speakers, and L2 leaners 

(except for one) with an AoA before the age of 15 (named pre-puberty group) scored between 

4 and 5. For the group (34 participants) who had their AoA after the age of 15 (post-puberty 

group), the scores contrasted the prior group with ratings ranging from 3 to 4, including one 

rating of 2. Moreover, length of residence and amounts of formal instruction correlated with 

ratings in which more extended residence and more instruction meant higher ratings. 

However, the latter results were explained as a result of age. For example, while the length of 

residence was found to be a good predictor of ratings, it was often the case that those with 

lengthier residence had arrived earlier, resulting in an earlier AoA. Likewise, more instruction 

was found to predict better ratings, but often in speakers who started formal instruction at an 

earlier AoA. As such, when the non-AoA factors were controlled for AoA, they no longer 

predicted the ratings as well as AoA. Patkowski concluded that AoA is a crucial item for 

developing native-like language mastery beyond pronunciation.  

While Patkowskis' findings have since been replicated in other psycholinguistic 

studies (see Johnson & Newport, 1989; Birdsong, 1999; DeKeyser, 2000; DeKeyser et al., 

2010; Granena & Long, 2013) little inquiry into whether the non-AoA factors predicted better 

proficiency rating when the AoA was equal in across participants did not find place, leaving a 

gap in the literature. 

Researchers investigating bilingual L2 acquisition have since explored the topic in 

neurophysiological studies as it has the advantage of directly imaging the bilingual brain (see 

Perani & Abutalebi, 2005 for a review). Klein et al., (1994) used PET (Positron Emission 

Tomography) to investigate whether L2 production involved the same neural substrates as L1 

production. The researchers used a word repetition task on twelve Canadians who were native 

English speakers who learned French after 5 years of age (mean age 7.3 years). All 

participants had a high level of language proficiency established through pre-tests. Klein et al. 

(1994) found that the rCBF (regional Cerebral Blood Flow) distribution was the same across 

both languages, suggesting that the repetition task involves overlapping neural substrates. 

Critically, one difference was found on the left putamen region of the brain which has been 

found to be related to articulation and phonetic coding (Harley, 2014), was activated to a 

larger extent when participants repeated words in their L2. As such, Klein et al. concluded 

that articulating L2 speech units, when the L2 is learned later in life, increases the demands 

and thus activates the putamen to mediate the increased processing load. However, since 
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lexical and semantic access is limited in repetition tasks, Klein et al. conducted a second 

study. 

Klein et al. (1995) undertook the subsequent language production study with the same 

participant pool as the previous study. Like the earlier study, Klein et al. employed PET to 

measure rCBF. The participants were asked to selectively produce words for the L1 or L2 

following three strategies. First, rhyme generation based on phonological prompts, second, 

synonym generation, which activates semantic-lexical search, and finally, translation which 

requires activating access in the other languages. Irrespective of the results found in the 1994 

study, the 1995 study tasks showed significant activation of the left dorsolateral frontal cortex 

and other frontal areas of the brain. Like the previous study, there was overlap irrespective of 

language, and they also, again, found increased rCBF of the left putamen area when subjects 

generated words in the L2. rCBF increases manifested particularly in the forward-translation 

word selection. In the activated areas, the left inferotemporal and superior partial cortex were 

equally active irrespective of the languages and strategy except in the rhyme condition for L2. 

The PET showed that both forward and backward translation correlated with increased rCBF, 

particularly in the left putamen with the forward L2-L1 translation. 

 Klein et al. (1995) concluded that the activated brain areas were engaged in the highly 

proficient bilinguals despite late L2 AoA (5 years of age). Thus, languages learned later 

would not differ in brain activity from ones acquired earlier in life, when the bilingual is 

highly proficient. This would mean that at least for highly proficient bilinguals, AoA is not a 

crucial determiner of brain activity, an interesting aspect given that Norwegian-English 

bilinguals often share an AoA of 6 years of age.  

Another fMRI study (Yetkin et al., 1996) also tested L2 production through word 

generation; however, the participants in this study were multilingual. Reportedly the 

participants were heterogeneous in that they were fluent in at least two languages and non-

fluent in a third. Fluent was defined as languages spoken currently and at least for the past 5 

years, while non-fluent was defined as languages studied between 2-4 years and without 

regular everyday use. One interesting result in this study was the extended brain activation for 

the L3 (non-fluent). This result can suggest effects of exposure on the production of a 

language. Notably, neither proficiency nor AoA were employed as controlled variables.  

Abutalebi, Cappa and Perani (2005) report two further fMRI (functional Magnetic 

Resonance Imaging) studies that employ language production experiments which found 
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contrasting evidence on the importance of AoA. While Kim, Relkin and Hirsch (1997 as cited 

in Abutalebi et al., 2005) conducted a sentence-generation task where participants were asked 

to describe events internally. Kim et al. concluded that AoA indeed is a major factor in the 

second language spoken production. Chee, Tan and Thiel (1999 as cited in Abutalebi et al., 

2005) conducted a different study in which participants were asked to produce words which 

were cued by a word stem visually presented. Chee et al. found no difference in brain 

activation in early (6 years) and late (12 years) bilinguals. Abutalebi (2005) explains that this 

discrepancy might be related to participants' differentiated levels of proficiency across 

languages, as the participants in Kim's study may have had low proficiency while the 

participants in Chee et al. are expected to be highly proficient given the socio-linguistic 

background of an integrated bilingual society. Like Kim and Chee's contrasting evidence, 

other inquiries in language production studies (Perani et al., 2003; Briellmann et al., 2004; 

Köpke et al., 2021) and, conversely, language comprehension studies (see Abutalebi et al., 

2005, pp. 506-510 for a review) also find contrasting evidence in the brain activity from L1 

and L2 production/comprehension given the AoA. As such, these discrepancies seem to be 

related to other factors that modulate activation, namely proficiency but also exposure, and 

possibly others. Despite AoA being an unquestionably important determinant of proficiency 

in L2, Abutalebi et al. (2005) emphasize that brain activity in bilinguals are a result of the 

interplay deriving from other factors such as exposure and proficiency (e.g., Hansen-Edwards, 

2017; Patkowski, 1980; Klein et al., 1994; Yetkin et al., 1996, Abutalebi et al., 2005). 

Indeed, bilingual exposure is a key factor in Green and Abutalebi (2013) model that 

takes exposure and language use into account, namely the Adaptive Control Hypothesis (see 

figure 9). As shown in the displayed architecture of the ACH, three additional modules to 

control processes are displayed. First, the speech pipeline refers to a conceptual-affective-

linguistic-sensory-monitor representations deriving from comprehension activity. Meta-

control processes refer to processes in working memory to control the speech-pipeline to 

achieve the communicative goals.  
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Figure 9:  Architecture of the ACH, modelled on Green & Abutalebi, 2013: 517 

The critical element, however, is the tripart split patterns of everyday language use 

defined by the interactional context module, these are as follows. First, there is a single-

language context (SLC) which refers to speakers only applying one language in each context 

(i.e., one language at home and another at work). Second, a dual-language context (DLC) 

refers to contexts in which the speakers use both languages and often with a specific 

interlocutor. Finally, a dense-code switching (DCS) refers to the same scenario as the SLC; 

however, in these contexts, both languages are freely mixed within single utterances.   

Table 1: Modelled on Green & Abutalebi (2013: 519). + indicates the context increases the demand on that 

control processes (more so if bolded);= indicates that the context is neutral in its effects. 

 

Green and Abutalebi (2013, also see Abutalebi & Green; 2016, Green & Abutalebi, 

2018) describe how the SLC, DLC, and DCS require different activation of cognitive control 

processes to achieve effective communication. Table 1 presents the differences between the 
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three language contexts and their interaction in activating the various cognitive processes. As 

can be seen, SLC only requires activation on goal maintenance and interference control 

(ignoring distractions) because bilinguals must constrain influence from non-intended 

information. The DLC contexts place a greater demand on the SLC-activated processes as 

well as all other cognitive processes with the exclusion of opportunistic planning. The DLC 

places demands on the opportunistic planning while other processes return to a neutral state. 

Recently, Abutalebi and Green (2016, see figure 10) found that the contextual language 

demands require the neural network to adapt depending on the context of language use.  

 

Figure 10: Adapted from Abutalebi & Green (2016: 691): Two situational contexts are outlined through 

the ACH. The left side indicates SLC and DLC, while the right side indicates activation through DCS.  

Nevertheless, the demands on cognitive control and the subsequent effects there is, or 

lack thereof, on a speaker have been the fuel for another controversy, namely advantages 

versus disadvantages of bilingualism. 

5. Advantages and Disadvantages of bilingualism 
 

The advantage/disadvantages of bilingualism debate concerns empirical findings in 

which bilinguals appear to be at an advantage compared to monolinguals in, amongst others, 

executive functions (Bialystok & Craik, 2010; Lehtonen et al., 2018), metalinguistic 

awareness (Cenoz 2003; Cummins, 1978,), phonological comprehension (Antoniou et al., 

2015), and cognitive flexibility (Adi-Japha et al., 2010, but see Antoniou, 2019 for a meta-



24 

 

analysis of cognitive advantages and disadvantages). However, most pressingly is that 

mounting evidence in our focus field, namely spoken language production, is leaning towards 

the disadvantages with evidence from TOT retrieval failures (e.g., Gollan & Silverberg, 2001; 

Gollan & Acenas, 2004; Gollan et al., 2005a; ) and picture naming (e.g., Gollan et al., 2005b; 

Gollan et al., 2007; Ivanova & Costa, 2008) which are described in more detail below, but 

also in category fluency (e.g., Gollan et al., 2002; Portocarrero et al., 2007), and more recently 

in production of full sentences (Runnqvist et al., 2013).  

Two different hypotheses have been proposed to explain the disadvantages, namely 

the Weaker Links Hypothesis (Gollan & Acenas, 2004; Gollan et al., 2005a; Gollan & 

Silverberg, 2001, Gollan et al., 2008) and the Competition Model (Green, 1998; Kroll et al., 

2006; Kroll et al., 2008). The weaker links hypothesis explains the disadvantages as follows. 

Since bilinguals speak two languages, and only one at a time, it follows that the bilinguals use 

each language less often than a monolingual who always speak one language. As such, lexical 

representations in both languages in the bilingualôs system have accumulated less practice due 

to less frequent use of each language. With time the less frequent use of each language, results 

in weaker links between the semantic level and the phonological level and, subsequently, 

poorer accessibility for lexical representations in both languages. Given that bilinguals use 

each language less frequently than a monolingual, it follows that bilinguals will be at a 

disadvantage producing speech in the L2 but also in the L1 when they are compared to 

monolinguals. One interesting aspect of this hypothesis is that the consequences of 

bilingualism is assigned the same mechanism that influences accessibility in all speakers 

rather than a specific mechanism deriving from being a bilingual speaker. Weaker links 

should, thus, occur where frequency of language use is smaller in all speakers, including 

monolinguals.  

Gollan and Acenas (2004) conducted a study to elicit TOTs for English words in 

monolinguals, Spanish-English, and Tagalog-English bilinguals using pictures. The pictures 

were designed to relate to cognates (e.g., vampire in English and vampiro in Spanish and non-

cognates (e.g., funnel in English and the corresponding word embudo in Spanish). They found 

that bilinguals produced TOTs in their dominant English at a higher frequency than English-

speaking monolinguals in the non-cognate pictures, and less so in the pictures with cognate 

translation equivalents, especially when participants were able to translate the cognates after 

the picture naming task was complete. Gollan and Acenas (2004) mention how prior evidence 

(Burke et al., 1991; Dijkstra et al., 1999), propose that TOTs are a result of failed 

https://www.sciencedirect.com/science/article/pii/S0010027713001418#b0075


25 

 

phonological retrieval during activation from the semantic to the phonological level. Based on 

Burke et al.s proposal, Gollan and Acenas (2004) argue that their evidence (mentioned above) 

provide support for the weaker links hypothesis as cognates have the benefit of stronger links 

owing to dual activation. As mentioned, the bilinguals experienced less TOTs when they were 

able to name the cognate translations afterward, which Gollan and Acenas took to suggest that 

translation equivalents are not inhibited through competition, as is predicted by a competition 

model. A subsequent study by Gollan, Bonanni and Montoya (2005a) again found that 

Spanish-English bilinguals produce more TOTs overall than monolinguals. However, in the 

latter study, Gollan et al. (2005a) found that bilinguals experienced less TOTs with proper 

nouns than the monolinguals. Building on prior research (Burke et al., 1991; Cohen & 

Faulkner, 1986) that found bilinguals performed better than monolinguals on retrieving proper 

names, whereas monolinguals better retrieved nouns, verbs, and adjectives, Gollan et al. 

(2005a) propose that their results to support the weaker links hypothesis given the language 

duality of proper noun features.  

The competition model (Green, 1998; Kroll et al., 2006; Kroll et al., 2008) attributes 

the bilingual disadvantage to competition between translation equivalent candidates. Simply 

put, bilinguals face dealing with competition for any semantic concept they know several 

related words for. The competition may be compared to that proposed in the cascaded 

processing models proposed for monolinguals (e.g., Peterson & Savoy, 1998). Furthermore, 

the hypothesis that bilinguals experience cross-language interference may also be compared to 

many of the bilingual models of spoken production mentioned earlier (e.g., Costa, 2005; 

Hermans, 2000; Poulisse & Bongaert, 1994). A possible solution for the competition was 

related to inhibition (e.g., Green,1998a, 1998b). Indeed, the evidence supporting Greensô IC 

model (Meuter & Allport, 1999; Jackson et al., 2001; Costa & Santesteban, 2004; Schwieter 

& Sunderman, 2008; Schwieter, 2010, 2013; Linck et al., 2012) also support the competition 

model.  

Critically, the weaker links and competition models are not mutually incongruent, 

instead, both mechanisms can explain different types of effects found in bilingual language 

processing. Instead, an interesting aspect may be which of these mechanisms is more effective 

at explaining the bilingual disadvantage. For example, some of the disadvantages are 

addressed best through the weaker links hypothesis in the studies mentioned earlier, including 

picture naming (Gollan et al., 2005) and TOT rates (Gollan & Acenas, 2004). The results 

cannot with ease by explained by a competition model as bilinguals are, in many regards like 
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monolinguals, at least for the words they only know in one language, which cannot compete 

and thus invoke an interference. Furthermore, bilinguals were disadvantaged, in contrast to 

monolinguals, when speaking in their dominant language, which is best explained by the 

weaker links hypothesis as little evidence has been found to suggest that language production 

in a dominant language encounters interference from a less dominant language (see Jared & 

Kroll, 2001; Kroll et al., 2006 for exceptions). While the weaker links suggests that the links 

between the less dominant L2 and phonological representations are weaker (much like how 

the L2 words are L1 mediated cause of stronger L1 links with the concept level in the RHM) 

due to frequency of use, the competition model would suggest that the less dominant language 

result in weaker competition with a dominant language in production than would be the case 

if it was less dominant-language production.  

Thus far, the litterature suggests that bilingual spoken production is influenced by a 

number of aspects of a bilingualôs profile. As such the following chapter will discuss how one 

might accurately measure important aspects of bilingual language profiles.  

6. Valid Bilingual Profiles 
 

As the current study aims to investigate factors of bilingual profile and relationships 

between these and proficiency in speaking, it follows that the study requires a corpus of 

reliable linguistic profiles of the Norwegian-English participants. An early methodological 

inquiry by Grosjean (1998) distinguishes a few aspects that research on bilinguals may 

consider. These include language history and language relationship, language stability, 

function of languages, language proficiency, language modes, and biographical data.  

ñLanguage history and language relationshipò refer to the acquisition context in terms 

of location and by what means languages were acquired. ñLanguage stabilityò refers to 

ongoing developments in each language in terms of whether they are still being acquired, 

being lost, or changed due to changes in the access to the language. ñFunction of languagesò 

refers to in which context the languages are being used in, for example home, work, school 

and so forth. ñLanguage proficiencyò refers to the skill level in each of the four basic skills, 

writing, reading, listening, and speaking. ñLanguage modeò refers to how long and often a 

bilingual is only in monolingual mode (i.e., one active language) or bilingual mode (i.e., both 

languages active) and how often/how much code-switching takes place. Finally, ñbiographical 

dataò refers to age, sex, socio-economic and educational status and so forth. These aspects 
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show how not only language proficiency, but rather a range of other aspects and 

corresponding factors are necessary for research on bilinguals. Given that the goal of the 

current study is to find how bilingual profiles influence spoken proficiency it is, consequently, 

important to regard these multifaceted aspects, and subsequentially comprehensive number of 

factors.  

Furthermore, studies suggest that bilinguals are able to consistently assess themselves 

and their language proficiency as well as report their language history in a consistent manner 

with behavioral performance (e.g., Chincotta & Underwood, 1998; Flege et al., 1999; Jia, 

Aaronson & Wu, 2002). Indeed, a range of studies have examined bilinguals, to examine 

different domains of inquiry, such as grammatical ability (e.g., Jia et al., 2002), degree of 

foreign accent (e.g., Flege et al., 1999), and computational language (e.g., Vaid & Menon, 

2000). However, there is an absence of valid and uniform assessments of bilinguals that may 

be used to interpret, generalize, and replicate the mentioned studies, and others.  

However, a questionnaire constructed by Marian, Blumenfeld and Kaushanskaya 

(2007) set out to create a reliable and valid questionnaire that may be used for efficient 

assessment of bilingualsô linguistic profiles. Marian et al. (2007) explain how previous 

research, although employing differentiated methods to establish bilingual profiles, resulting 

in contradicting conclusions, does indeed in totality support a theoretical framework that may 

suggest that language proficiency, experience, and language history all are important 

attributes of bilingual profiles. However, the previous research (mentioned above, e.g., Jia et 

al., 2002; Flege et al, 1999; Vaid & Menon, 2000 amongst others) had non-uniform methods 

and questionnaires for bilingual profiling, making a comparison of the findings problematic. 

As such, the language Experience and Proficiency Questionnaire (LEAP-Q, see Appendix A), 

was designed to provide a valid assessment of factors that contribute to bilingual status. These 

factors are critically identified as language competence (including proficiency, dominance, 

and preference ratings), the age of language acquisition; prior language exposure; and current 

language use in life. 

Marian et al. (2007) conducted two studies to maximize and test the validity and 

reliability of the LEAP-Q. The first of these two aimed to establish internal validity through 

factor analysis and multiple regression analyses. They asked 52 bilinguals to answer a 

preliminary edition of the questionnaire. The results from their first study led the authors to 

omit some measures such as writing proficiency, current classroom exposure, amongst others. 

These measures were omitted as they correlated with other measures or did not predict any 
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other measure of proficiency. Study 2 aimed to establish criterion-referenced validity by 

comparing self-assess scores and standardized proficiency measures and then conducting a 

correlation and regression analysis. They asked 50 bilinguals to answer a revised LEAP-Q 

first, after which they were asked to perform a range of standardized proficiency tests. Results 

from study 2 found a positive correlation between the standardized tests and self-rating on 

some proficiency factors. For example, high self-rating in the L2 reading proficiency was 

reflected in behavioral measures. Another finding suggests that objective measures of 

comprehension and grammatical judgment were good predictors of proficiency self-rating in 

bilingualsô languages (i.e., participants' rating in terms of proficiency are reflected in 

grammatical judgement tasks). One significant finding given our current study is that the 

multiple regression analysis suggests that self-rated language proficiency, to a certain degree, 

predicted linguistic performance.  

Evidently, the LEAP-Q was shown to be reliable and valid and has, in the 15 years 

since its creation, been used in a multitude of studies (see Marian et al., 2019 for a review). 

Nevertheless, since the questionnaire helps in creating valid bilingual profiles, as well as 

predict behavioral performance through self-assessment, it is, indeed, valuable for the current 

study which does exactly that, studying bilingual factorsô influence on behavioral 

performance, namely language production. Critically, Marian et al. (2019) emphasize that 

additional objective measures of proficiency in addition to the LEAP-Q best provide a valid 

bilingual profile. The next chapter will address how one might measure proficiency, 

specifically through language spoken production.  

7. Measuring Proficiency 
 

Before starting any inquiry into measurements of L2 proficiency, it is essential to 

address the concept of proficiency. Leclerq et al. point out that the European educational 

policy texts (2001) view proficiency, in language education, in terms of adequate language 

communication abilities instead, a perspective shared by and Norwegian EFL texts 

(Norwegian Department of Education, 2022). The latter approach to how proficiency is 

understood is reflected in that studies and models that focus on proficiency as a variable have 

considered proficiency in terms of levels of achievement (e.g., Ginther et al., 2010; Hulstijn, 

2011; de Jong et al., 2015; Nadri, Baghaei & Zohoorian, 2019; Duran Karaoz, 2019; 

Flognfeldt et al., 2020). A definition proposed by Hulstijn (2015, p. 21), "knowledge of 
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language and the ability to access, retrieve and use that knowledge in listening, speaking, 

reading and writing," reflects the perspective of various levels. As such Hustijnôs definition is 

helpful in the present study as the interest lies in knowledge and ability to various degrees 

based, and because it adheres to how the literature address proficiency.  

Albeit a definition has been proposed, measuring oral proficiency-based on these alone 

is further exacerbated as studies have examined differentiated possible indicators of 

proficiency such as fluency complexity, and accuracy which are often used together to assess 

overall proficiency (see Norris & Ortega, 2009 for review).  

Fluency is used as an indicator of proficiency, specifically oral proficiency because it 

broadly refers to "a cover term for oral proficiency" (Lennon, 1990 in Duran-Karaoz, 2019). 

However, it is also used to refer to a person's overall proficiency (see Segalowitz, 2016 for a 

review). Duran-Karaoz (2019) highlights a narrower sense of fluency which refers to the 

quantity, rate, and pausing measures both in a temporal and non-temporal aspect employed to 

assess oral communicative abilities. Additionally, Fluency is also a multifarious concept that 

entails what Segalowitz (2011; 2016), in a tripart framework, coin as three aspects of L2 

fluency, namely utterance fluency, cognitive fluency and perceived fluency. Utterance 

fluency, Segalowitz (2016, p. 5-13) explains, refers to "the fluidity of the observable speech as 

characterized by measurable temporal features" (e.g., measures of speed, hesitations, and 

pauses); cognitive fluency is "the fluid operation (speed, efficiency) of the cognitive processes 

responsible for performing L2 speech acts" (i.e., measures of L2 speech acts including all the 

processes from semantic retrieval to articulation); perceived fluency refers to "subjective 

judgments of L2 speakers' oral fluency" (i.e., rating fluency based on speech sample). 

Although Segalowitz (2016) explains how despite utterance, cognitive and perceivd fluency 

are interrelated and equally important, it is nevertheless the case that a myriad of research 

involving L2 proficiency (Wright, 2013; Kormos & Denes, 2004; De Jong et al., 2015; 

Huensch & Tracy-Ventura, 2017; Duran-Karaoz, 2019) choose to focus on utterance fluency. 

One proposed reason is the concreteness and measurable nature of utterance fluency (Duran-

Karaoz, 2019) allows for objective measures and subsequently systematic analysis. 

The measurable nature of utterance fluency is approached through three categories: 

breakdown, speed, and repair fluency (Skehan, 2003 Tavakoli & Skehan, 2005). Breakdown 

fluency refers to the pauses both in terms of the amount, type (filled or silent), and location 

(where it is in relation to a clause or meaning bearing utterance). Speed fluency is measuring 

the speed at which speech is being produced, for example, by measuring syllables per second. 
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Repair fluency is measured by "repair" strategies employed by speakers to modify or correct 

their speech (i.e., corrections, repetitions, false starts). Furthermore, these measures can be 

either composite or pure (e.g., de Jong et al., 2015; Tavakoli & Hunter, 2017). Composite 

measures combine categories of measurements such as speed and breakdown fluency, which 

evidently link with measures of perceived fluency (Kormon & Denes, 2004). Pure measures, 

however, focus on only one category at a time (e.g., speed alone) and can provide insight into 

speech production processes as it is believed to reveal underlying processes in production (see 

Huensch & Tracy-Ventura, 2017, p. 277).  

In an overview of fluency measures, de Jong (2016) lists typical temporal 

measurements of fluency that have been employed in the research field (Table 2). However, 

various researchers have varied in whether they use all, or only some of these measures, 

depending on what they find to be crucial for measuring proficiency (e.g., Kormos & Denes, 

2004; Ginther et al., 2010; De Jong et al., 2015; Duran-Karaoz, 2019; Huensch & Tracey-

Ventura, 2017).  

Table 2: Global measures of fluency (adopted from De Jong, 2016 p. 212) 

Measure Formula 

Speech rate Number of syllables / total time 

Pruned speech rate (Number of syllables ï number of disfluent syllables) / 

total time 

Articulation rate Number of syllables / speaking time* 

Pace Number of stressed syllables / total time 

Mean length of utterance Total speaking time / number of utterances# or Number 

of syllables / number of utterances# 

Number of silent pauses Number of silent pauses / total time or speaking time* 

Duration of silent pauses Pausing time / number of silent pauses 

Phonation time ratio Speaking time / total time 

Number of filled pauses Number of filled pauses / total time or speaking time* 

Number of repetitions Number of repetitions / total time or speaking time* 

Number of repairs Number of repairs and restarts / total time or speaking 

time* 

* Speaking time is equal to total time minus silent pausing time. 

#Number of utterances is equal to the number of silent pauses plus 1. 
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For example, an early study by Kormos and Denes (2004) analyzes temporal measures 

of fluency from 16 (8 fluent and 8 non-fluent) L2 speakers. The aim of their paper is to 

investigate whether the perception of fluency (i.e., perceived fluency) from both native and 

non-native teachers (often the judges of speaker's fluency) could be predicted by speech-

sample fluency measures (i.e., utterance fluency measures). Kormos and Denes explain how 

speakers' fluency is frequently judged although research on what underlies listeners' 

perception is scarce. As such, they aim to investigate the relationship to develop more reliable 

criteria for fluency assessment. 

Kormos and Denes (2004, pp. 148-152) list a range of fluency measures they will 

extract. First, they explain that the supposed best predictors of fluency are speech rate (same 

formula as in Table 2) and mean length of runs which is the average number of syllables 

produced in utterances between pauses of 0.25 seconds and above (identical to mean length of 

utterances in Table 2). Another predictor Phonation-time ratio is the percentage of time spent 

speaking as a percentage proportion of the total time (including pauses). Moreover, they 

measured articulation rate, number of silent pauses per minute, number of filled pauses per 

minute, and pace (all share the same formula as in Table 2). Additionally, the number of 

disfluencies per minute was counted, including repetitions and repairs (unlike the formula in 

Table 2), and space, which is the proportions of stressed words in the total number of words.  

Kormos and Denes administered a monologic (monolog speech) narrative task based 

on three fixed-narrative lines of cartoons to observe the selected measures. There were two 

motivations for the monologic fixed narrative task. First, an interactive task would be difficult 

when analyzing the speech sample as both speakers may talk at the same time and because a 

fixed narrative provides some control of the output. Second, a fixed narrative prevents 

differentiated cognitive loads (because participants can produce theoretically infinite 

variations), which may, in turn, interfere with fluency (i.e., the influence of choosing different 

content is limited).  

Results showed that there were significant differences in speech rate, phonation time 

ratio, mean length of run, and mean length of pause-measures between the non-fluent and 

fluent participants. All these measures showed higher and more extended production levels 

for the fluent than the non-fluent group, meaning the more fluent participants produced longer 

utterances, more syllables, and spoke faster/compact. Moreover, Kormos and Denes found 

strong correlations between teachersô rating and phonation time ratio (r=0,74), mean length of 

pauses (r=-0.62) and accuracy (r=0.76). Although they measured pauses, Kormos and Denes 
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underline the uncertainty measuring pausing has as research is equivocal on whether 

filled/unfilled pause measures relate to fluency rates (2004). It is noteworthy to mention that 

Kormos and Denes also measures non-temporal variables not listed here for lack of relevance.   

Another study conducted by Ginther et al., (2010) also examined temporal fluency 

measures. Ginther et al. (2010) describes how fluency is considered an important component 

of speaking proficiency and how temporal measures of fluency are expected to relate to the 

holistic rating of speech quality strongly. As such they aim to examine the relationship 

between temporal measures of fluency and holistic scores. In their study Ginther et al. (2010) 

examined a larger sample of 150 participants. The participants had various language 

backgrounds, and the most represented language backgrounds were L1 Chinese or Hindi. 

Additionally, the participants had various levels of English proficiency. The latter was 

calculated through the Oral English Proficiency Test (OEPT), which Ginther et al. explain is 

administered to screen hundreds of international teaching assistant subjects. The OEPT 

consists of 8 differentiated task items which were recorded. These speech samples were rated 

by trained raters who used a holistic scale ranging from 3 to 6, where the higher numbers refer 

to increased oral proficiency.  

Ginter et al. (2010) categorized their measures in terms of the mentioned categories; 

quantity, rate, and pausing. In Table 3, the temporal measures are placed in each of these 

categories. These measurements were analyzed in the OEPT participant responses in their L2 

English. While the OEPT consisted of 8 task items, Ginter et al. only analyzed the response to 

one task item, namely, a news item (NI). The NI task entails participants giving an opinion 

about campus issues. 

Table 3: Categorical listing of temporal measurements adapted from Ginter et al., (2010, p. 387) 

Category Temporal measurements Formulation 

Quantity Total response time 

Speech time 

Speech time ratio 

Number of Syllables 

Speaking time including silent pauses and filled pauses. 

Speaking time, excluding silent and filled pauses.  

Speech time/total response time. 

Total number of syllables in a speech sample. 

Rate Speech rate 

Articulation rate 

Mean syllable per run 

Total number of syllables/total response time . 

Total number of syllables/total speech time. 

Total number of syllables/number of runs.* 
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Pauses 

(silent) 

Silent pause time 

Number of silent pauses 

Mean silent pause time 

Silent pause total pause ratio 

Silent pause total response ratio 

Total time of silent pauses (250ms and above). 

Total number of silent pauses. 

Silent pauses time/number of silent pauses. 

Silent pauses time/total pause time 

Silent pauses time/total response time 

Pauses 

(filled) 

Filled pause time 

Number of filled pauses 

Mean filled pause time 

Filled pause total pause ratio 

Filled pause total response ratio 

Total time of filled pauses (non-lexical sounds). 

Total number of filled pauses. 

Filled pauses time/number of filled pauses. 

Filled pauses time/total pause time. 

Filled pauses time/total response time. 

*  Ginter et al., refer to a Run as utterances between pauses of 250ms and above (Kormos & Denes, 

2004 in Ginter et al., 2010) 

Results showed that participants that were rated highly in the OEPT (high level of 

proficiency) related strongly to measures of speech rate, articulation rate, and mean syllables 

per run. Furthermore, the relation was strongly negative to measures of silent pause time and 

slightly negative to total response time. When calculating the latter measures (pure measures) 

in relation to other measures (composite) the speech time ratio scored rather positively 

(r=0,57) while the silent pause ratio, again, scored negatively. They also found lower 

proficiency speakers' speech to be mainly composed of 60% filled utterances and 40% 

pausing, while the more proficient speakers scored, respectively, 80% and 20%. 

In other words, with an increased OEPT score, participants have an increased speaking 

rate, articulation rate, percentage of time spent producing speech, and the mean syllables per 

run. However, both silent pause and total response time measures show no significant relation 

with the OEPT scores unless used together with other measures to elicit ratios in which 

speech time ratio correlated, while silent pause ratio still proved as an inaccurate measure 

across proficiency levels (OEPT scores).  

Ginther et al. (2010) conclude that the most accurate measures of the OEPT, and by 

extension proficiency, were speech rate, articulation rate, and mean syllables per run. 

Moreover, highly rated speakers in terms of their OEPT scores (English proficiency) 

produced more syllables per minute. They take that to mean that a higher proficiency equals 

quick and continuous speech stream contrasted to lower proficient speakers. As mentioned, 

there was no significant relation between pause ratios across proficiency levels. Despite the 

negative relation, and because literature evidently shows interest in such measures leads 
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Ginter et al. (2010, p.394) to suggest "careful consideration" of measuring pauses as 

indicators of proficiency.  

A third relevant body of research, de Jong et al. (2015), investigate if  L2 fluency is a 

valid indicator of proficiency or of speaking style. De Jong et al. describe how a study 

conducted by Derwing et al. (2009 in De Jong et al., 2015) suggests correlations across a 

bilingual's languages in terms of measures such as number of pauses per second, speech rate, 

and pruned syllables per second (total number of syllables produced excluding repetitions, 

repairs, and restarts/minute). Such correlations indicate that non-fluent speakers may carry 

other L1 characteristics (speaking style) to L2 speech production. If the latter is true, the 

validity of using fluency measurements to assess L2 proficiency may be uncertain. As such, 

De Jong et al. (2015) set out to investigate three questions:  

1. To what extent can different measures of L2 fluency (e.g., length of pauses or speed of 

speech) be predicted from the equivalent measures in L1? 

2. Are L2 fluency measures that are corrected for L1 fluency behavior better predictors 

of overall L2 proficiency than are uncorrected L2 measures? 

3. Is the predictive value of (corrected) measures of L2 fluency dependent on typological 

distance between L1 and L2? 

In de Jong et al. (2015) 53 participants with either L1 English or L1 Turkish speakers 

were examined. Critically, they all shared a common L2, Dutch. The participants' L1 was 

chosen to avoid possible cross-linguistic difference effects and gain a more distributed result 

later as English and Dutch are more typologically similar than the agglutinative nature of 

Turkish.  

The researchers collected proficiency data based on utterance fluency and objective 

proficiency measures. They operationalized the fluency measures in two ways: uncorrected 

measures (only relating to L2 speech production) and corrected measures (adjusted for L1 

behavior). The objective measure (vocabulary knowledge) collected was then related to both 

(un)corrected measures to find which measures better reflected L2 cognitive fluency as an 

indicator of L2 speaking proficiency. The utterance measures (see Table 4) include speed 

fluency through mean syllable duration. Breakdown fluency in both mean length of 

silent/filled pauses and mean length of pauses between analyzed speech units (ASU). ASU 

refers to utterances that consist of an independent clause, or subclause unit, together with any 

subordinate clause(s) that may associate with either. Finally, repair fluency was measured in 
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repetitions and corrections per second. All measures were collected for participants both L1 

and L2. 

Table 4 Measures of fluency adapted from De Jong et al., (2015, p. 9) 

Measure Formula 

Mean Syllable Duration (ms) Speaking time / Number of syllables 

Mean Silent Pause Duration (ms)  

Within ASU (ms) Mean length of pauses within ASU (lower 

bound of 250ms) 

Between ASU (ms) Mean length of pauses between ASU (lower 

bound of 250ms) 

Number of  

Silent pauses/second Silent pauses / Speaking time 

Filled pauses/second Filled pauses / Speaking time 

Repetitions/second Repetitions / Speaking time 

Corrections/second Corrections / Speaking time 

Note: De Jong et al., describes how each measure of speaking time is excluding pauses to 

avoid confounding (2015, p. 8).  

To measure fluency, De Jong et al. used eight speaking tasks from a previous study by 

de Jong et al. (2012). The tasks, in each language, were matched for three parameters, 

complexity, formality, and discourse mode. These were in turn operationalized in terms of the 

content in each task and instruction given. For example, when presenting a task in participants 

L1, a mirrored task would be provided in L2. Furthermore, the tasks in English were 

translated into Turkish. First, participants completed the vocabulary task, followed by the 

speaking tasks performed in Dutch and finally, between one to four weeks later, the final 

speaking task was set in their L1 (see Table 5 for speaking tasks).  

Table 5 Speaking tasks adapted from Appendix A in De Jong et al., (2015, p.18) 

Task Parameters Description 

1 Simple, informal, descriptive Participant speaks on the phone to a friend, describing the 

apartment of friend who have recently moved house 

2 Simple, formal, descriptive Participant, who has witnessed a road accident some time ago, 

is in a courtroom, describing to the judge what had happened 

3 Simple, informal, argumentative Participant advises his/her sister on how to choose between (or 

combine) childcare, further education, and paid work. 
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4 Simple, formal, argumentative Participant is present at a neighborhood meeting in which an 

official has just proposed to build a school playground, 

separated by a road from the school building. Participant gets 

up to speak, takes the floor, and argues against the planned 

location of the playground. 

5 Complex, informal, description Participant tells a friend about the development of 

unemployment among women and men over the last ten years. 

6 Complex, informal, argumentative Participant discusses the pros and cons of three means of 

transportation (public transportation, bicycle, automobile) on 

how to solve the problem of traffic congestions. 

7 Complex, formal, descriptive Participant works at the employment office of a hospital and 

tells a candidate for a nurse position what the main tasks in the 

vacant position are. 

8 Complex, formal, argumentative Participant, who is the manager of a supermarket, addresses a 

neighborhood meeting and argues which one of three 

alternative plans for building a car park he/she prefers. 

 

Results show that both language groups performed equally in their L2 vocabulary task, 

which was subsequently checked for normality distribution (De Jong et al., 2015, p. 8). 

Furthermore, both groups were more fluent in their L1 than their L2, with the most significant 

differences in mean syllable duration and a small, "yet large" (De Jong et al., 2015, p. 15) 

difference in number of repetitions. In respect to their first research question, variances based 

on L1 on the L2 speech production accounted for 21% of the syllable duration measure (speed 

fluency) and 57% of the mean length of pauses between ASU (breakdown fluency). 

Regarding the second research question, both corrected and uncorrected L2 measures, mostly, 

related equally to the vocabulary knowledge scores. However, for the syllable duration 

measure, the corrected measure corresponded more to the vocabulary score. Since both 

groups measurements of fluency were the same across language groups, De Jong et al. (2015) 

determined that the results from the previous research questions may be generalized to other 

language groups.  

de Jong et al., (2015) conclude that research in L2 speech production may benefit from 

corrected measures by taking subjective L1 speaking style into account. However, their 

results only suggest that some measures (syllable duration, mean length of pauses between 

ASU), when corrected, to an extent, better predict proficiency. Repair measures correlated 
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equally across both (un)corrected measures. Moreover, both (un)corrected measures equally 

predicted objective proficiency measures, except for the syllable duration measure.  

In regard to complexity, despite being widely researched, it seems to be differentially 

interpreted by different researchers. For example, Bulté andHousen (2012) describe measures 

taken in forty studies and found that forty different measures were taken. Given the scope of 

the current study these will not be described or applied in their entirety. Likewise, definitions 

of the measures vary, however most indicate some sort of language use associated with 

increased difficult constructions of language (e.g., Foster & Skehan, 1996; Bygate, 1999; Ellis 

& Barkhuizen, 2005).  

As mentioned previously, various measures have been considered, for example some 

studies have considered T-units (Halleck, 1995; Iwashita, 2006). These T-units refer to as 

grammatically defined structures as consisting of independent finite clauses plus any 

finite/nonfinite clauses depending on it. Furthermore, others (e.g., Iwashita, Mcnamara & 

Elder, 2001; Skehan & Foster, 1997) measured complexity on the basis of C-units, which 

differ from T-units as these are simple clause, or independent subclausal units together with 

the subordinate clauses associated with them. Furthermore, more recent research, (e.g., 

Michel, Kuiken & Vedder, 2007; Tavakoli & Foster, 2008) have measured complexity in 

terms of analysis of speech units (AS-units). AS-units refer to a single speakersô utterance 

consisting of an independent clause, or subclausal unit, together with any subordinate 

clause(s) associated with either (see Foster et al., 2000). In totality, the mentioned studies 

focus on two distinct complexity measure typologies, which include complexity ratio 

measures (i.e., mean length of run/utterances) or complexity frequency of frequency counts of 

particular production units such as morphemes (Gan, 2012).  

The studies described above inform the present study in various ways. First, Kormos 

and Denes, despite the low participant pool, found significant correlations between temporal 

fluency measures and the perceived fluency of trained raters. As such, measuring the fluency 

of the present studiesô smaller participant pool is to a larger extent legitimized. Moreover, the 

current study also profits from using the same measures Kormos and Denes found to correlate 

mostly, namely, phonation time ratio, mean length of pauses as well as accuracy. Critically, 

one of these measures, namely the mean length of runs is also taken as a measure of syntactic 

complexity in a range of studies (e.g., Bulté et al., 2012 for meta-analysis). Meaning, not only 

does it indicate fluency, but also complexity.  
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An additional gain for the current study is the fixed narrative task employed (see 

Kormos & Denes, 2004, p. 151). Its controlled narrative and its monologic nature avoid 

difficulties, which is useful for the current study. A final gain from Kormos and Denes' study 

is their remark on how research on applying repair measures as proficiency indicators is 

equivocal, which grants the present study reason to omit that measure. Critically, these 

measures are often referred to as belonging to accuracy measures (Norris & Ortega, 2009). 

Given the scope of the current study, and how accuracy measures may result in ambiguity, 

these measures will not be considered. 

Ginther et al. (2010) found that accurate fluency measures of proficiency may 

manifest in speech rate, articulation rate, and mean syllables per run. Additionally, in their 

large sample bilinguals with a higher proficiency level produced more syllables per minute 

than lower proficient bilinguals. Finally, acknowledging the suggestion made in Ginther et al. 

(2010) to carefully consider the use  of filled/unfilled measures provides a reason for omitting 

these measures in the current study. Omitting the nature of pauses as filled or unfilled is also 

recognized in the literature (see Kormos & Denes, 2004; De Jong et al., 2015; Huensch & 

Tracey Ventura, 2017, p. 286 for details). 

Additionally, de Jong et al. (2015) found that some measures may be better indicators 

of proficiency when corrected for subjective L1 speaking style. Keeping that in mind, 

measuring these fluency indicators is nevertheless legitimate when recognizing their limited 

power. Moreover, corresponding with Kormos and Denes (2004) and Ginther et al., (2010), 

de Jong et al., (2015) colleagues find repair fluency a redundant and at least uncertain 

measure of proficiency.  

de Jong et al. (2015) found that objective measures in vocabulary knowledge correlated 

equally across both (un)correction measures (except for syllable duration) dimensions, 

providing legitimacy to their accuracy, despite the influence of L1 speaking style, a 

legitimacy this study aims to utilize given Marian et al. (2007) suggested such measures as an 

addition to the LEAP-Q.  

Finally, we saw that complexity can be measured in terms of mean length of utterance, mean 

length utterance duration (ratio measures), as well as frequency counts, of which morphemes 

are feasible for the current study. Surprisingly, despite cognates being linked with proficiency 

(e.g., Gollan & Acenas, 2000, 2004 and others), no studies found or reported in Bulté and 

Housen (2012) used it as a measure of proficiency. An absence which the current study can 
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address. Having reviewed some approaches to how proficiency may be measured, the 

following chapter will address the aim of the study.   

8. Aim of the present study 
 

As discussed above, a range of studies have examined various factors that may 

influence proficiency in bilinguals. The current study aims to expand our understanding of the 

factors influencing L2 spoken production by investigating how aspects of bilingual profile 

relate to proficiency in speaking L2 English. The study has three components. First, we 

collected data on aspects of bilingual profile derived from a detailed questionnaire. In 

particular, Norwegian-English bilinguals were asked to rate themselves on a number of 

factors including the nature of their instruction and exposure to English. Second, we collected 

objective language proficiency data using a vocabulary and a sentence comprehension tasks. 

Finally, we employed a novel methodology to gather measures of spoken proficiency, using a 

partially controlled free picture description task to elicit natural speech production. From this 

speech we derived a number of measures including measures of vocabulary (e.g., no. of 

content words, cognates, non-cognates), measures of utterance complexity (e.g., utterance 

duration, MLU) and measures of speech fluency (e.g., total response time, speech rate, 

articulation rate and pausing). These are described in detail below.  

The study is designed to address a number of questions about the relationship between 

bilingual profile and L2 speech production.  

1. Which aspects of bilingual profile relate to self-rated L2 English proficiency 

2. Which aspects of bilingual profile relate to performance in objective tests L2 

English vocabulary and sentence comprehension? 

3. Which aspects of measured L2 proficiency relate to aspects of proficiency of L2 

English speech production? 

4. Which aspects of bilingual profile relate to measures of proficiency of L2 English 

speech production? 

Of particular interest are the effects of formal and informal exposure to English. Here, 

the study aims to test the hypothesis that different exposure and learning factors may 

contribute to utterance complexity and utterance fluency. Utterance complexity will be 

measured in terms of vocabulary (e.g., cognates, non-cognates) and key composite measures 
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(e.g., mean utterance duration, MLU) while utterance fluency is measured in terms of key 

composite measures (e.g., total response time, speech rate, articulation rate, mean syllables 

per run, phonation time ratio, and pausing). All described in detail below. Some possible 

hypotheses may be considered.  

One possible hypothesis is that increased contribution of formal learning and exposure 

to English, for example school will enhance the bilingualôs production of more compact 

fluency, and extended complexity measures. If not, it may be the case that the opposite is true, 

in that informal learning and exposure, for example through friends and family better supports 

these measures. Another hypothesis is that language use domain aspects which are closely 

related to formal instruction without necessarily being so, such as reading, will relate to 

increased fluency and complexity measures in contrast to informal usage domains such as 

gaming. Specifically, gaming will hinder lengthier speaking time (total speaking time) while 

enhancing compact speech (mean syllable per run) given its natural use of fast-paced 

communication.  

9. Method and procedure 
 

The aim of the tasks and experiment in this study were as follows. To establish 

bilingual linguistic profiles on Norwegian-English bilinguals and to obtain self-ratings on 

their proficiency through a questionnaire. Second, to obtain objective measures of their 

proficiency through vocabulary and sentence comprehension tasks. Finally, to obtain 

measures of proficiency from a partially controlled novel free picture description experiment. 

9.1 General Procedure 

The study comprised five tasks which were administered in four steps (see Table 6). 

Step 1 included a participation questionnaire (see Appendix A) with inclusion and exclusion 

criteria (see participants) accompanied by an adapted version of the LEAP-Q (see Appendix 

B), which was e-mailed to participants. Step 2 was a vocabulary task, followed by step 3, a 

comprehension task. Steps 2 and 3 were administered at the same time by e-mail. The final 

step required participants to complete a spoken picture description task at the University of 

Agderôs experimental linguistics lab. All  the tasks took place within a few days to a maximum 

of four weeks. 
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Table 6 General procedure steps 

Task/Experiment Inquiry results Duration step 

Adapted LEAP-Q Self-ratings & Language background 15 minutes 1 

Vocabulary Task Vocabulary depth 7.5 minutes 2 

Comprehension Task Comprehension depth 7.5 minutes 3 

Free Picture Description Spoken language variables 3 minutes Final 

 

9.2 Participants 

Twenty Norwegian-English bilinguals aged 18-35 participated in this study. These 

participants were recruited in connection with a larger study, the FAB project (FAB, n.d.).All 

participants took part in all stages of the study. Participants were native Norwegian speakers 

with English as a second language with little to no additional language proficiency beyond 

these two languages. All participants had normal or corrected to normal hearing and vision, 

and no other known language impairments such as dyslexia or stuttering. Participants varied 

in their level of education from first-year university students to postgraduates. The majority of 

participants were recruited at the University of Agder, Kristiansand by targeted recruitment 

and pamphlet handouts. After completing all test sessions, participants received monetary 

compensation in the form of a bookstore gift card. All procedures were approved by the 

university ethics committee and the Norwegian Centre for Research Data (NSD nr. 239577).  

9.3 Leap-Q Adapted 

Design. The adapted LEAP-Q task collected quantitative within-subjects data set on 

aspects of participantsô bilingual profiles. To gather the data, an adapted version, LEAP-QA 

was administered to participants (see Appendix B) 

Materials. For this study, the original LEAP-Q questionnaire was adapted into an 

online survey LEAP-QA. The adapted version was extended and altered in a number of ways 

to make it appropriate for the language use of our participant population. These adaptations 

are as follows. The adapted version asks about the time spent using language in different 

contexts. Another change is that the adapted version also asks about perceived changes in 

fluency and which preferences participants have in cognitive tasks such as simple maths, 

dreaming, expressing anger or affection, and talking to oneself. The LEAP-QA also includes 

additional questions on language switching, whether it is accidental/intentional and to which 
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extent. The items regarding years of education and cultural identity were omitted in the 

adapted version, instead finding place in the participation questionnaire.   

Procedure. The apparatus used was a personal PC/Laptop as no other device would 

support the task program. The program used in this task was implemented in Qualtrics. 

Participants received the LEAP-QA in the same email as the inclusion and exclusion criteria. 

The email stated that the questionnaire was regarding the language participants speak and how 

often the different languages are used. After entering the LEAP-QA, the participants were 

informed that it would take about eight minutes to complete and that if they were unsure 

about the question answers, they were to provide an estimate.  

9.4 The Vocabulary depth Task 

Design and Apparatus. The vocabulary task was collected to ascertain participantsô 

vocabulary depth. To gather the data, a task was administered that required participants to 

choose synonyms or antonyms of criteria-selected English words. The percentage correct was 

recorded for each participant. 

Materials. For the vocabulary task, two word sets with 20 words in each were 

constructed. One set consisted of words matched with a synonym of the said word (e.g., 

English caprice with correct synonym whim) and the other set matching words with their 

antonyms (e.g., English concerned with correct antonym uncaring). Additionally, all test 

words were controlled for being non-cognates of the two languages examined in the study. In 

both sets, the targets and the correct synonyms/antonyms were matched for the frequency 

with three additional non-correct words/foils (e.g., caprice with correct synonym whim was 

frequency matched with incorrect words cattle, brute, and lounge) (see Appendix C, table 18 

for antonyms and table 19 for synonyms list). 

Procedure. Participants were quires to use a PC/Laptop as other devices (smartphones 

etc) was not supported in the task program.The program used in this task is based on the 

platform Pavlovia by PsychoPy. The vocabulary task was handed out in form of a link in an e-

mail along with the task instructions (see Appendix D for full text). After entering the task 

web link, participants were instructed on how to proceed in the task and that each word set is 

administered separately on the monitor (see Appendix E). The first test block was always the 

synonyms followed by the second test block of antonyms. After both test blocks are 

completed, the program shuts off automatically. The series of events on each trial was as 

follows. First, participants received the web link. Secondly, participants saw the information 
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screens and proceeded with the task. Third, participants were either presented the synonym 

task and asked to find the similar word or the antonym task and asked to find the opposite 

word, amongst the word sets. For example, participants were presented the word caprice and 

aske to choose between whim, cattle, brute and lounge. 

9.5 Text Comprehension Task 

Design. The comprehension task required participants to read a sentence with differing 

levels of syntactic complexity and then answer a follow-up question to test their 

understanding. There were four levels if syntactic complexity and examples of each along 

with a question are shown in table 7. 

Table 7: Syntactic structures in the comprehension task 

 

Materials. Considering word selection; first, two lists of fifty words, as described in 

Table 8 was created so that both word lists could create sentences with the same event. An 

additional set was created where the words were controlled to be non-cognates. Next, all the 

transitive verbs were controlled to be regular so that they could be derived to make the active 

form passive. Step 2 paired verbs as described to make fifty different sets of semantic events 

(e.g., animate ñteasedò and inanimate ñcolouringò Ą The boy is being teased by the girl who 

is colouring a silly picture), followed by steps 3 and 4. The sets were designed so that the 

inanimate nouns could with plausibility, occur with the matching transitive verb in everyday 

life (e.g., the man is cooking a wooly hat, although providing a laugh, is not likely in 

everyday life). In total, fifty (50) semantic groups were created- 25 in English and 25 in 

Syntactic structures Formulation Example 

1 Independent clause conjoined by 

coordinate conjunction 

The boy is examining he girl and he is 

toasting a stale sandwich 

2 Relative clause referring to the clause 

behaving as an adjective 

The boy who is examining the girl is 

toasting a stale sandwich 

3 A clause describing the animate 

transitive verb event using the passive 

that is then modified by a late relative 

clause 

The girl is being examined by the boy who 

is toasting a stale sandwich 

4 A noun-adjective clause describing the 

inanimate noun is modified by two 

embedded relative clauses 

The sandwich which the boy who is 

examining the girl is toasting is stale 
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Norwegian (24 experimental items plus 1 practice item). Of these, the English ones are of 

interest in this study.  

Table 8: Word selection steps 

             

These semantic groups laid the foundation for constructing the test sentences (see 

Appendix F). For each semantic group, 4 different sentences that described events were 

created (see Table 8 above). Critically, each of these sentences contained the same semantic 

information just expressed using different syntactic structures.  

The semantic groups were also the foundation for generating two questions using the 

if -conjunction, with each questionôs correct answer being either the lead or animate noun 

(e.g., either boy or girl ). Asking for either avoids participatory strategic planning. Question 

formulation 1 focused on the agent of the animate transitive verb event (e.g., for the structure 

one example above, question one would be ñWho is toasting the stale sandwich?ò answer 

being the boy). Question formulation 2 focused on the patient of the animate transitive verb 

event (e.g., for the structure one example above, question two would be ñWho is being 

examined?ò, answer being girl ) (see Appendix F). The sentences with corresponding answers 

were used to create different lists. Each list had one version of a sentence in a different 

condition so that every participant saw the same sentences but once only and each list had a 

Initial selection 

steps 

Text Comprehension Word Selection Example 

1 Created a list of 50 (fifty) animate transitive 

verbs  

 

2 Created a list of 50 (fifty) inanimate transitive 

verbs 

 

3 Separate words into Norwegian and English sets.   

Matching criteria 

steps 

  

1 All transitive verbs were regular, adding ñingò 

affix makes active 

ñedò affix makes passive 

base form tease Ą  

-Ing to make active form teasing  

-ed affix to make passive teased 

2 Animate transitive verbs were paired with 

inanimate transitive verbs  

 

3 The lead noun and animate noun in matches were 

always either boy or girl 

 

 For semantic sets an inanimate noun paired with 

a plausible adjective was added to complete 

inanimate transitive verb event 
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similar number of sentences in each condition. They were presented in a pseudo random order 

with no immediate repetition of the same syntactic structure.  

Procedure. The sentence comprehension task was administered alongside but not 

simultaneously with the vocabulary task. The task was issued as a link in an email with some 

additional instructions. In the e-mail, the participants were informed about what the task 

entails ( see Appendix D for full text). Moreover, participants were told, ñit is important that 

you press the space key as soon as you have finished reading the sentenceò and explained that 

data was collected on the speed at which they processed the information (comprehend the 

sentences). After starting the task an introductory page is followed by a practice block. 

Having finished the task, the program shut off automatically.  The series of events on each 

trial was as follows. First, participants enter the web link and were welcomed with 

information regarding the task (see Appendix G). Second, the participants were given four 

trial runs with each level of syntactic complexity. Third, participants were then informed the 

trial was over and that the real experiment was to begin. Finally, participants answered 

questions with differentiated syntactic complexity where they answer either boy or girl.  

9.6 Free Picture Description 

Design. The free picture description task collected a sound recording of participants 

describing one of the four pictured scenes in English.  

Materials. For the free picture description task, pictures were created based on the 

widely-used (Goodglass et al., 2001) ñCookie Theftò picture. One of the pictures employed 

also portrays a cookie theft scenario (see Appendix H, figure 15) but in an updated up-to-time 

diverse, and non-stereotypical fashion (Heyselaar, Wheeldon, & Segaert, 2021). Moreover, 3 

additional pictures were created which share the same characteristics. They were match 

closely for complexity so that they comprise the same amount of animates (e.g., bird or cat), 

verbs (e.g., flying or sitting), and objects (e.g., stool or speaker) (see Appendix I for lists) 

Procedure. Recording took place at the Experimental Linguistics Lab at the University 

of Agder. Specifically, participants were seated in a sound-attenuated booth in front of a 

Lenovo ThinkVision T2454p monitor, Logitech K120 USB Wired keyboard, and for 

recording speech a Røde NT-USB microphone. The task proceeded as follows. First, 

participants are seated in  and informed that their task is to describe the picture in English. 

Third, participants were given task information visually on the monitor, as seen in Appendix 

H, table 19. Next, the participants started the task by pressing the spacebar on the keyboard. 
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After five seconds the picture to be described appeared on the monitor. After finishing their 

task, the participants ended the recording by pressing the spacebar again.  

9.6.1 Analysis of speech samples 

In order to obtain proficiency measures, the speech samples were transcribed orthographically 

using the speech analysis program PRAAT developed by Paul Boersma and David Weenik 

(2013). Every speech sample was transcribed by the author, and the following eight (8) 

variables were measured and marked using Praat as follows. (1) Sentence  (2) Syllables (3) 

Outside Utterance (4) In Utterance Pause (5) Content words (6) Morphemes (7) Cognate(s) 

(8)non-Cognate(s). Each of these measures were understood as follows. 

1. All utterances that could bear any meaning were transcribed 

orthographically. The choice to limit these to utterances were motivated by 

De Jongôsô (2015) ASU. 

2. Syllables were counted based on the orthographically transcribed 

utterances in measure 1. 

3. Pauses outside/between utterances were marked beginning at 250 ms and 

above in accordance with Ginter et al., (2010). Pauses were marked 

regardless of whether they were filled or unfilled. 

4. Pauses within utterances were also marked regardless of whether 

participants had them filled/unfilled. 

5. Content words were counted on the orthographically transcribed utterances 

in measure 1. 

6. Morphemes were counted on the orthographically transcribed utterances in 

measure 1. 

7. Cognates were counted on the orthographically transcribed utterances in 

measure 1. 

8. Non-Cognates were counted on the orthographically transcribed utterances 

in measure 1. 

10. Results 
 

10.1 Participants 

18 participants took part in the study, 12 female and 6 males. Participantsô ages ranged 

from 19-30, with an average age of 24.3. Additionally, all were right-handed. Seventeen 
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participants were born in Norway, while one was born in China and they all reported residing 

most of their living years in Norway except for a few weeks to a month in an English-

speaking environment. An average of 16.2 years of formal education was reported, with most 

participants' level of education being an undergraduate degree. However, one participant's 

highest level was upper secondary. 

10.2 Leap-Q Results 

 All participants reported Norwegian as both the first acquired and most dominant 

language, followed by English. Four participants had additional language experience, which 

included German, French, and Danish. Critically, these were reported to be less dominant 

languages for them than Norwegian and English. Rated dominance for Norwegian was 

confirmed by usage preferences. For language use in other contexts, all participants reported 

using Norwegian for doing mathematics. 16 reported dreaming in Norwegian except for 2 

who dreamed in both languages. Fifteen of the participants preferred Norwegian when 

expressing anger or affection, with 1 participant reporting equal preference and 2 participants 

reporting both, but primarily Norwegian. In terms of the language used when talking to 

oneself, 11 participants reported Norwegian while 4 reported English, and 3 reported an equal 

use of both Norwegian and English. Finally, participants reported they were less fluent in one 

or both of their languages, where 3 reported being less fluent in English, and 1 reported being 

less fluent Norwegian. 

L2 English exposure 

Participants reported an average age of first hearing English of 5.2 years (range 0-7), 

of speaking with an average of 6.4 years, with 1 participant reporting the age of 12 (range 5-

12) and reading with an average of 6.2 years (range 5-12). 

Table 9: Exposure in English 

             *Overall percent exposure in **Current Exposure interacting with 

  Mean Range   Mean Range  

General  39,4 5-70  friends / colleagues 3,6 0-8  

Speaking  18,4 1-45  Family 0,2 0-1  

Reading  48,7 10-90  Reading 5,1 0-10  

     School 5,6 0-10  

     Self-instruction 1,3 0-10  

     Media 7,6 3-10  

     Gaming 4,3 0-10  

Note: * Is given in total percent of overall exposure in all languages 

** Current exposure rates following 0 = Not a contributor, 5 = Moderate contributor and 10 = Most important contributor 
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Table 9 shows the participantsô self-reporting regarding their exposure to a language 

(see Appendix J, table 21 for raw data). Unsurprisingly, since all participants are native 

speakers of Norwegian, they all reported being exposed to their L2 English than L1 

Norwegian. Interestingly, of the general exposure percent in L2 English, most of the exposure 

derives from reading rather than speaking. Furthermore, it seems that 

entertainment/interactive platforms (Media and Gaming) and formal education in School are 

amongst the most important contributors. Reading also scores well in this regard, while 

friends/colleagues/family and self-instruction seems to be less of contributors in these 

speakersô everyday lives.   

Factors contribut ing to learning English 

Table 10: Participants rate of contributing factors to their learning of English 

 Mean Range  

Friends / colleagues 4,5 0-8  

Family 1,4 0-8  

Reading 6,9 0-10  

School 8,9 5-10  

Self-instruction 2,0 0-7  

Media 9,0 7-10  

Gaming 4,3 0-10  

Note: Factors contributing are rated following 0 = Not a contributor, 

5 = Moderate contributor and 10 = Most important contributor 

 

What participantsô rate as most contributing factor to their learning of English is 

shown in Table 10 (see Appendix J, table 22 for raw data). Three factors, that is, Reading, 

School, and Media, are deemed close to the most important contributors. Additionally, it 

seems that Gaming and Friends/colleagues are viewed as slightly less than moderate 

contributors. Both Family and Self-instruction lean towards being non-contributing when the 

participants are viewed as a group, but it is evident that some find both more than moderate 

contributors.  

Participantsô Proficiency ratings 

Participantsô self-reported ratings of language proficiency in English are shown in 

table 11 (see Appendix J, table 23 for raw data). Interestingly, participants report almost 

similar proficiency ratings across all listed factors ranging from adequate proficiency to 
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perfection. One factor, Accent, differs in that some participant(s) report almost no proficiency 

on this measure. 

Table 11: Proficiency Self-Ratings 

 

 

Language switching 

Table 12: Self-reported Language Switching 

 Mean Range 

Accidental Intrusions   

ENG in NOR 2,4 0-7 

NOR in ENG 2,1 0-8 

Intentional switching   

ENG in NOR 1.6 0-6 

NOR in ENG 1,6 0-6 

Switching Frequency 1,9 0-3 

Switching Proficiency 6,8 3-9 

Note: Switching and frequency rates follow 0 = never, 5 = half of the time and 10 

= all the time, while proficiency rates follow 0 = None, 5 = adequate and 10 = 

perfect  

Numerical means for accidental language switching intrusions in participants, both 

L1/L2 as well as intentional switching, are shown in table 12 (see Appendix J, table 24 for 

raw data). Additionally,  frequency of the switching is listed, and participantsô self-reported 

proficiency in switching. Interestingly, the accidental intrusions both seem to be very rare, 

while intentional switching is even more scarce given the almost infrequent number of 

switches. Nevertheless, participants report they are beyond adequate but have not perfected 

switching.  

 

 

 Mean Range  

Speaking 7,1 5-9  

Writing 7,4 5-10  

Reading 7,6 5-10  

Listening 7,9 5-10  

Accent 6,5 2-8  

Vocabulary 7,1 4-10  

Note: Proficiency rates as 0 = None, 5 = adequate and 10 = perfect 
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Correlation matrix of the exposure, learning, proficiency and switching 

variables 

A correlation matrix was calculated for all the LEAP-Q variables described in tables 

9-12. The results are shown in figure 11. Due to the large number of correlations involved, 

only results with a significant level of p>.001 are shown.  

 

Figure 11: Correlations significant above p>.001 are shown for the learning, exposure, and proficiency 

variables. Positive correlations are shown in blue and negative correlations in red. 

As can be seen, learning English through reading and school correlates negatively with 

learning through media or gaming. Additionally, learning through reading relates positively to 

learning in school. Furthermore, learning by gaming hinders, or at least does not coincide 

with, learning through school, at least in these participant pools. At the same time, we can see 

a slight positive correlation between learning by reading and through school. The same can be 

seen regarding learning through media and gaming. Thus, although learning through reading 

and school does not pattern with learning by media/gaming, these variables complement each 

other in learning English. The same results can be seen in terms of learning through 

reading/school and the exposure to media/gaming negatively correlating. Moreover, when 

exposed to English in school, participants are also often exposed through media and gaming 

despite the negative learning relationship. Finally, exposure in school also relates to 

vocabulary proficiency. 
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Furthermore, it seems there is a positive correlation to suggest that exposure to English 

reading occurs when there is an exposure to English through friends/colleagues. Additionally, 

it seems that when learning English through family, there is no language switching, and fewer 

accidental intrusions from the L1 Norwegian. Moreover, it seems that the accidental 

intrusions from L1 Norwegian seem to occur regardless of proficiency levels (except for 

accent proficiency). Regarding switching, there is a negative correlation between intentional 

switching and exposure to self-instruction meaning that intentional switching proceeds despite 

increased appearance of self-instruction in everyday life. Additionally switching frequency 

corelated positively with using L2 English intentionally when speaking L1 Norwegian.   

The proficiency measures, excluding accent proficiency, are highly correlated. Thus, it 

motivated the calculation of a mean proficiency score across these measures. Overall 

proficiency ranged from 7,1 to 7,9, with a mean of 7,42.  

10.3 Objective Language Proficiency Results 

For each participant, their correct percentage score for the vocabulary test was 

calculated. These ranged from 25 to 79.6, with a mean percentage correct of 48.76 for the 

whole group. Mean percent correct was also calculated for each participant for the text 

comprehension task (mean=93.3, range 79.2-100) as well as their mean reading time for 

correct trials (mean=5315, SD= 1680) (see Appendix K). 

Correlations between objective measures, self-rate scores and mean 

proficiency 

Kendall rank correlations were run between these objective language proficiency 

measures and both relevant self-rating scores and the mean proficiency score. None of these 

correlations were significant (see Appendix L). The strongest observed relationship was 

between mean reading duration in the text comprehension task and rated proficiency in 

reading (z = -1.4944, p-value = 0.13). As can be seen in Figure 12, higher self-rated reading 

proficiency was associated with faster reading times in the text comprehension task. 
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Figure 12: Correlation between mean reading duration in text comprehension and participants rated 

proficiency. 

L inear regression for objective measures and learning and exposure 

variables 

Linear regression models were run for each objective proficiency measure against the 

learning and exposure variable from the questionnaire. All variables were centered. A 

summary of the significant relationships is given in Table 13 (see Appendix M for full model 

output). As can be seen, percent correct in the vocabulary task is positively related to the rated 

degree of learning through reading but negatively related to the degree of learning through 

school and media. The percent correct in the text comprehension task is positively related to 

the rated degree of learning through friends. This measure also showed two borderline 

negative relationships with a rated degree of learning through self-instruction and gaming. 

The comprehension means of reading duration is positively related to learning through friends 

but negatively related to learning by gaming as well as exposure to English by media.  

Table 13: Significant variable relationship between objective measures and learning and 

exposure variables 

  Learning Exposure 

Objective measures Learning/Exposure  t value p value t value p value 

Vocabulary  correct percent Reading 2.307 0.044 

 

n/s n/s 

School -2.240 0.049 n/s n/s 

Media -2.230 0.050 n/s n/s 

Text comprehension correct percent Friends 2.208 0.052 n/s n/s 

Self-instruction -2.084 0.063 n/s n/s 

Gaming -2.897 0.016 n/s n/s 

Text comprehension mean reading 

duration 

Friends 2.312 0.044 n/s n/s 

Gaming -2.946 0.014 n/s n/s 
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Media n/s n/s -2.559 0.028 

Note: area marked n/s indicates no significant relationship 

10.4 Free picture description results 

The means data for the measures taken from the free picture description task 

recordings are summarized in Table 14 (see Appendix N for raw data). Based on these data 

some variables of interest were calculated for each participant. These calculations include 

measures of fluency such as total response time, speech rate, articulation rate, mean number 

of syllables, phonation time ratio and pausing per run in addition to measures of speech  

complexity such as mean utterance duration and MLU as shown in  Table 15. 

Table 14: Free picture description measures summary 

Variable Measure Mean SD 

Utterance Occurrence(s) 13,78 4,76 

Total length 67931,17 19530,52 
Length mean 5138,09 1224,51 

Pause outside 

utterance 

Occurrence(s) 9,56 3,42 

Pause length 13696,38 6851,89 

Length mean 1406,81 390,51 

Pause within 

utterance 

Occurrence(s) 12,44 6,15 

Pause length 8675,27 4163,67 

Length mean 734,48 169,82 

Syllables Total 194,72 70,39 

Mean 14,25 2,76 

Content words Total 62,78 18,61 

Mean 4,66 0,82 

Morphemes Total 181,44 69,36 

Mean 13,15 2,47 

Cognates Total 30,50 10,05 

Mean 2,26 0,65 

Non-Cognates Total 32,11 17,67 

Mean 2,26 1,023 

Note: All numbers rounded up for two decimals. 

Table 15: Formulation of key measures by speech data 

Category Temporal measurements Formulation 

Quantity Total response time Total utterance time including pauses (within and between) 

Mean Length of Utterance Total number of morphemes/number of utterances 

Mean Utterance Duration Total utterance duration/Number of utterances 

Rate Speech rate Total number of syllables/total response time . 

Articulation rate Total number of syllables/total utterance time 

Mean syllable per run Total number of syllables/number of utterances. 

Phonation time ratio Total utterance time/total response time 
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Pauses Total pause within utterance Total pause duration within utterance/number of utterances 

Total pause between utterance Total pause duration between utterance/number of 

utterances 

 

Results of the key measures of utterance fluency and utterance complexity are shown 

in Table 16 (see Appendix O for raw data).  

Table 16: Key measures results summary 

 Mean SD 

Total response time 90302 23214 

Mean Length of Utterance 13,15 2,54 

Mean Utterance Duration 6905 1642 

Speech rate 0,0021 0,00042 

Articulation rate 0,0028 0,00047 

Mean syllable per run 14,25 2,83 

Phonation time 0,75 0,080 

Total pause within utterance 734 165 

Total pause between utterance 1406 401 

 

Correlation matrix across the speech variables  

A correlation matrix was calculated for all the speech variables summarized in table 

14. Figure 13 shows a correlation with a significance level of p>.05. As can be seen, a 

correlation matrix was calculated for all the speech variables summarized in table 16. Figure 

13 shows a correlation with a significance level of p>.05. As can be seen, utterance mean 

correlates positively with mean syllables, morphemes, and cognates. Moreover, the mean 

syllable count relates to both the content word and morphemes mean. The content word mean 

and morpheme mean also positively correlate.  
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Figure 13: Correlation significance level p>.05 are shown for the speech variables, Positive correlations 

are shown in blue and negative correlations in red. 

Correlation matrix of the speech variables, rated proficiency, and 

objective proficiency  

A correlation matrix was calculated for all the speech variables summarized in table 

16, the mean of rated proficiency and objective proficiency variables. Figure 14 shows a 

correlation with a significance level of p>.05.  

 

Figure 14: Correlation signifi cance level p>.05 are shown for the speech variables, rated proficiency, and 

objective proficiency. Positive correlations are shown in blue and negative correlations in red.  

As can be seen, the rated proficiency correlates negatively with the comprehension 

reading time. However, it correlates positively to both speech and articulation rate (both 

rates). The comprehension correct negatively correlates to the mean length of utterance. 
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Correct reading times do the same regarding articulation rate. Unsurprisingly, the mean length 

of utterance correlated positively with the mean number of syllables.  

Linear regression for key speech data measures and learning and 

exposure variables 

Linear regression models were run for each key speech data measure against the 

learning and exposure variable from the questionnaire. All variables were centered. A 

summary of the significant relationships is given in Table 17 (see Appendix P for full model 

outputs).  

As can be seen, the total response time in speech is predicted by learning English 

through gaming. The mean length of utterance is positively related to learning by reading and 

exposure to reading. Furthermore, the mean utterance duration shows a negative relationship 

with self-instruction exposure. Regarding speech rate, it relates only to exposure in both 

reading and self-instruction. Likewise, articulation rate relates positively to self-instruction. 

The most significant relations derive from mean syllables per run, which is positively 

predicted by exposure through family and reading, but negatively by friends. Like other 

measures, phonation time relates to reading exposure positively. Meanwhile, learning English 

through school relates negatively to the mean total pause within utterances, while reading 

exposure relates negatively to the number of pauses outside utterances.  

Table 17: Significant relationships between speech data key measures and learning and exposure 

variables 

  Learning Exposure 

Key speech data measure Learning/Exposure 

variables  

t value p value t value p value 

Total response time Gaming 2.067 0.0656 n/s n/s 

Mean Length of Utterance Reading 2.053 0.0672 . 2.260 0.0473 

Mean utterance duration Self-instruction   -1.997 0.0737 

Speech rate Reading n/s n/s 2.764 0.0200 

Self-instruction n/s n/s 2.226 0.0502 

Articulation rate Self-instruction n/s n/s 2.606 0.0262 

Mean syllable per run Reading 2.028 0.070 2.130 0.0590 

Friends n/s n/s -2.162 0.0559 

Family n/s n/s 1.970 0.0771 

Phonation time ratio Reading n/s n/s 1.907 0.0856 

Mean Total pause within utterance School -2.310 0.0435 n/s n/s 
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Mean Total Pause outside utterance Reading n/s n/s -1.888 0.0884 

 

11. Discussion 
 

The aim of the current study was to expand our understanding of the factors that 

influence L2 spoken production by investigating how aspects of bilingual profile, and in 

particular second language learning and exposure, relate to spoken proficiency in L2 English. 

The study was approached through various means. First, Norwegian-English bilinguals were 

asked to complete a detailed questionnaire to collect data on aspects of their language profile. 

Specifically, they were asked to rate themselves on a number of factors and report the nature 

of their exposure and instruction in English. Second, the bilinguals were asked to complete a 

vocabulary and a sentence comprehension task to collect objective language proficiency data. 

Finally, a novel experiment using a partially controlled picture description task was employed 

to elicit speech production to derive a number of measures (e.g., length or no of utterance, 

syllables, both within and outside utterance pauses, content words, morphemes, cognates and, 

non-cognates). The latter measures were also used to calculate key composite measures of 

spoken proficiency (e.g., utterance fluency and utterance complexity). Moreover, the study 

was designed to address a number of questions about the relationship between bilingual 

profile and L2 speech production. This chapter will address the results in the current study, to 

begin with, in relation to these questions.  

The first question concerned which aspects of bilingual profile relate to aspects of L2 English 

proficiency self-ratings. The correlation matrix across these aspects revealed no significant 

results in either learning or exposure aspects. While it is surprising at first glance that none of 

these aspects of the bilingual profile related to self-ratings of L2 English proficiency when 

considering the small participant pool, it is more sensible. Because the current study only 

examined a small group of bilinguals, and that this group had highly correlated proficiency 

would suggest the group is not varied enough. This provides ample possibility for future 

research to revisit these aspects of bilingual profile in a more varied and larger group of 

participants to relate aspects of their bilingual profile with the proficiency self-ratings. 

 Notably, however, there were some relationships between proficiency self-ratings and 

language use, specifically in switching. Results showed that all proficiency measures, except 

for accent, related negatively to Norwegian being accidentally switched in English language 
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production. Moreover, some of the proficiency self-ratings were also negatively related, albeit 

to an even more minor degree, to intentional switching from Norwegian in English 

production. Since the bilinguals rated themselves beyond adequate in all proficiency measures 

and that switching frequency was low, the negative relationship is surprising. Following the 

suggestions set forth by the weaker links theory (e.g., Gollan & Acenas, 2004; Gollan et al., 

2005a; Gollan & Silverberg, 2001, Gollan et al., 2008) and the RHM model (Kroll & Stewart, 

1994) one would expect that higher proficiency means stronger links and therefore a much 

weaker dual activation of words which subsequently would result in fewer accidental 

intrusions. The latter would lead to a positive relationship between the high proficiency 

ratings and the minor frequency of accidental switching, which is not the case. The 

unexpected result and that there were no significant relationships across the remaining aspects 

of bilingual profile and proficiency self-rating is also an item to revisit in future research.  

Regarding which aspects of bilingual profile relate to performance in the objective L2 

English tasks, the results showed relationships between an aspect of the bilingualsô self-rated 

proficiency and a number of aspects of bilingualsô L2 learning and exposure. The most robust 

observed relationship with reference to self-rated proficiency is observed between mean 

reading duration in the text comprehension task and rated proficiency in reading. Results 

showed that higher self-ratings were associated with faster reading times. Additionally, the 

participants' self-ratings in reading proficiency were beyond adequate, with some participants 

rated their reading proficiency as perfect (mean=7.6, range 5-10). Together, this means that 

participants that have a higher self-rated reading proficiency participants are good predictors 

of their reading abilities. This result echoes that of Marian et al. (2007), in which they found 

that self-rates in L2 reading proficiency reflect objective measures of comprehension. 

However, this only applies to the bilinguals with a higher self-rating in reading and not 

necessarily in general to all bilinguals or in other measures. With the mentioned smaller 

participant pool and that the participants had a limited variation in their proficiency self-rates 

with only using the higher end of the scale, it is not viable to question whether self-ratings in 

reading and in the other measures of proficiency relate to all bilingualsô, including those who 

rate themselves on the lower end of the scale, in objective comprehension abilities.  

Notably, the mean proficiency across all the self-rate proficiency measures negatively 

correlated with the comprehension correct (see figure 17), suggesting that the bilinguals in 

this study rated themselves higher across all self-rating variables compared to how they 

performed in sentence comprehension. As such, and despite the results in Marian et al. (2007) 
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echoing our results, it will nevertheless be an interesting relation to revisit in future research 

with a more extensive and more varied participant pool to see whether L2 reading rates relate 

to comprehension beyond high-self ratings and whether the overall proficiency relation 

changes.  

Results further showed that aspects of L2 learning and exposure are related to 

objective proficiency. Interestingly, most of the significant relations are found in terms of L2 

learning. First, participants learning L2 English through reading related to the objective 

vocabulary task. This suggests that participants that learn L2 English by reading have an 

enhanced vocabulary depth. Surprisingly, however, the learning by reading negatively relates 

to school, meaning that the enhanced vocabulary depth is not attained in formal instruction 

but rather in reading in other domains. Unsurprisingly, it also relates negatively to learning 

through media. While the objective vocabulary does not significantly relate to other learning 

aspects, there was indeed, a smaller but present positive relationship in the correlation 

between learning through reading and learning through school, as seen in figure 11. As such, 

the results seem to be conflicting in that learning through reading and school related, while 

the learning English through school negatively relates to objective vocabulary performance. 

This could be understood as that while reading does occur, often, in formal instruction, it is 

not in this reading domain that the bilinguals acquire enhanced vocabulary depth. Moreover, it 

is not possible to determine more closely where the reading in L2 English occurs, as there are 

no relations across either bilingual profile aspects and between these aspects and objective 

vocabulary proficiency. Nevertheless, bilingualsô learning L2 English through reading does 

seem to eventuate obtaining vocabulary depth.  

There were also significant relations between aspects of bilingual profile and text 

comprehension. The comprehension correct answers relate positively to learning English 

through friends. This would suggest that learning with friends enhances comprehension 

proficiency. Interestingly, text comprehension is negatively related to self-instruction and 

gaming. Taken with the positive relationship between learning through friends, this would 

suggest that friends do not contribute to each otherôs English when gaming. Indeed, as we can 

see in figure 11, exposure to English with friends relates to exposure to reading, which may 

suggest that friends carry out reading activities together. Moreover, reading duration in the 

comprehension task also positively relates to learning through friends. Unsurprisingly, 

reading duration is negatively related to learning by gaming, while exposure to English 

through media negatively affects comprehension abilities. The latter is unsurprising given 
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how gaming and media share many components. With the high correct percent in 

comprehension, it seems to be the case that bilingualsô learning with friends contributes 

positively to comprehension depth and is often associated with being exposed to reading. 

Meanwhile, learning through gaming and self-instruction and exposure to media negatively 

affect enhanced comprehension ability.  

Considering which aspects of measured L2 proficiency relate to aspects of proficiency 

of L2 English speech production, one significant result is a positive relationship between 

mean self-rating proficiency and both speech rate and articulation rate. This would suggest 

that how quick the bilinguals speak is to an extent predicted by higher proficiency, at least in 

the case of self-rated proficiency. The result does match Marian et al. (2007) finding that L2 

reading proficiency relates to behavioral measures. While interesting on its own, the result is 

further fascinating since Ginther et al. (2010) concluded that bilinguals with higher oral 

language production proficiency indeed speak more quickly and more accurately. If 

bilinguals' higher self-rated proficiency is a legitimate, accurate measure of how quickly they 

speak, and higher proficient bilinguals indeed speak quicker, one might expect that these 

bilinguals indeed produce faster speech than participants with lower self-rated proficiency. 

However, since the mean proficiency is based on almost no variation in a set of self-ratings 

that were all beyond adequate, it is not possible to determine whether there is a difference 

between low and high proficient bilinguals and how they perform in their L2 speech 

production.  

However, while self-rating proficiency related positively to speech and articulation 

rate, comprehension reading time and comprehension correct negatively related to articulation 

rate and MLU, respectively. This suggests that the objective comprehension measures 

contradict the proficiency self-ratings for the same behavioral measures. This contradiction is 

surprising considering Marian et al. (2007) findings that suggested that objective measures of 

proficiency were instead good predictors of self-ratings. Based on Marian et al. findings, one 

expectation would be that since objective measures and self-rating measures predict each 

other, they should also predict behavioral measures equally. While the results contradict such 

an expectation, it is nevertheless explainable since the bilingualsô objective measures and self-

ratings in the current study only related to comprehension reading duration and self-rated 

reading proficiency.  

Regarding which aspects of bilingual profile relate to measures of proficiency of L2 

speech production, results showed a number of relationships. The bilingual profile aspects 
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with a significant relationship with proficiency in L2 speech production include learning L2 

English by gaming, reading, and school , and to a larger extent, exposure through reading, 

self-instruction, friends, and family to L2 English. First, gaming, and total response time 

related positively, despite the varied reports of gaming as a contributor to learning English 

(mean=4.3, range 0-10). Following that, gaming was rated across the participants, as just 

below moderate contributor to learning English, it follows that learning by gaming does not 

increase total speaking time, perhaps owing to gaming usually employing fast and brief 

communication as hypothesized. 

Also, in congruent with a suggested hypothesis, learning through reading related 

positively to both MLU and mean syllables per run. Moreover, exposure to reading also 

related to MLU, mean syllables per run, measures of speech rate, and phonation time ratio. 

Since our participants rated themselves beyond adequate in overall proficiency, and 

specifically in reading proficiency, the relationship between reading and measures of both 

complexity and fluency is consistent with the findings in Ginther et al. (2010) and Kormos 

and Denesô (2004) studies. Ginter et al. found more proficient bilinguals to relate strongly 

with speech rate, and mean syllables per run, while Kormos and Denes found that more fluent 

bilinguals produced longer utterances (i.e., MLU), more syllables, and spoke faster/more 

compact. This would suggest that not only does learning through and exposure to L2 English 

by reading relate to aspects of spoken proficiency, but that more proficient bilinguals in the 

current study produce these measures of spoken proficiency to extended production levels in 

congruent with other L2 learners found in Kormos and Denes and Ginther et al. Furthermore, 

exposure to reading in L2 English negatively relating to total pause time outside of utterance, 

which is expected given the speech is quicker and more compact in this group.  

Another aspect of the bilingual profile, exposure to self-instruction, negatively relates 

to complexity measures (mean utterance duration) but positively to fluency measures (speech 

rate, articulation rate). The participants deemed self-instruction as almost not a contributor to 

L2 English exposure; taken together with the positive relation between exposure through self-

instruction and fluency measures, it would suggest that eluding self-instruction is a legitimate 

approach to speaking faster. While self-instruction specifically was not mentioned in the 

hypotheses, it can be classified as informal exposure, thus coinciding with other informal 

learning and exposure in that it is to a disadvantage for producing enhanced fluency. The 

opposite is true for producing longer utterances, in that low exposure to self-instruction 

negatively relates to mean utterance duration.  



62 

 

Furthermore, exposure to L2 English through friends is negatively related to mean 

syllable per run. Considering that exposure to friends was rated as less than a moderate 

contributor, it would suggest that the lack of exposure through friends negatively impacts 

compact speech. As such, to produce more compact speech, which is associated with higher 

proficiency (Kormos & Denes, 2004), exposure to English through friends is to the bilingualsô 

benefit. The opposite is true in the case of exposure through family, which related positively 

to the same measure of mean syllable per run. Exposure through family was rated as almost 

not a contributor, which suggests that the lack of exposure in this domain is a positive 

contributor to more compact speech. While both can be considered informal domains, they 

contradict in that exposure through friends enhances fluency while family does not. A final 

significant aspect of the bilingual profile is how learning through school negatively relates to 

mean total pause within utterance. School was deemed as a very important contributor to 

learning L2 English; therefore, this suggests that learning in school does not help reducing 

pauses within utterances. The latter can be explained as participants may take their time to 

think through what is being said while the utterance is being produced with formal instruction. 

Since friends contribute to fluency, while family and school does not, our hypothesis that 

formal instruction but not informal contribute to fluency and complexity is wrong. Indeed, 

some aspects, namely exposure through friends is to bilingualsô advance in acquiring more 

compact fluency. 

To summarize, there were, except for the negative relationship between high 

proficiency and low frequency of accidental L1 Norwegian to L2 English, no other bilingual 

aspects that related to L2 proficiency self-ratings. This is suggested to be due to a lack of a 

varied, and larger participant pool. Next, reading proficiency self-ratings related to objective 

comprehension proficiency, as found in Marian et al. (2007), however, it is not possible based 

on our results to determine whether this applies to other proficiency levels. Nevertheless, the 

mean of the high self-rating proficiency is not an accurate measure of comprehension ability. 

Furthermore, bilinguals acquire more vocabulary depth in learning by reading, and while 

reading does occur in relation to school, it is not necessarily in school that the enhanced 

ability is acquired. Likewise, comprehension ability increases when the bilinguals learn 

English through friends, not in gaming, but rather when reading. Our bilingualsô participants 

high proficiency self-ratings also predicted faster speaking, which following Marian et al. 

(2007) and Ginther et al. (2010), would by extension, mean that these bilinguals, given their 

high proficiency outperform bilinguals with low proficiency, an expectation not feasible to 
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investigate further with the results in this study given there was barely variation in proficiency 

self-ratings. Moreover, objective measures, specifically comprehension reading duration and 

correct percent, contradicted self-ratings across the same behavioral measures, an unexpected 

outcome given Marian et al. (2007) finding suggested objective measures were good 

predictors of self-ratings, a suggestion not applicable to the current study since 

comprehension reading duration only related to self-rated reading proficiency. Regarding 

bilingual profile aspects and measures of L2 speech production, results showed that bilinguals 

that learn and are exposed to English in more formal usage domains, specifically reading,, 

perform in both fluency and complexity like highly proficient bilinguals in other studies (e.g., 

Kormos & Denes, 2004; Ginther et al. 2010). In contrast, informal learning and exposure, for 

example, in gaming, only enhanced compact speech, probably due to the compact and fast-

paced nature of the communication employed. Unlike gaming and reading, learning and 

exposure in formal instruction (i.e., school) did not enhance fluency, while informal exposure 

through friends did. However, some informal exposure also hindered more proficient fluency 

(i.e., exposure through family).  

Beyond the implications of bilingual profile on speech production, these results have 

pedagogical implications that educators should be alerted to. For example, formal instruction 

through school does not necessarily predict enhanced fluency. Moreover, it does seem that 

reading is an essential item in acquiring more compact and faster speech, both indicators of 

highly proficient speakers. Moreover, the reading does not need to occur in a formal situation 

but rather with friends.  

However, a critical limitation of the current study is the small participant pool, which 

also reports minimal variation in proficiency self-ratings. For example, variation probably 

hindered determining what aspects of proficiency relate to aspects of bilingual profile. A 

larger participant pool would also be able to address the differences between low-proficient 

bilinguals and highly-proficient bilinguals. Future research may also gain from investigating 

the bilinguals' L1 as well as their L2 following de Jong (2015) to determine possible 

relationships across language performance. Moreover, while the current study used a set 

amount of complexity measures, it would be interesting to measure a broader range of 

complexity measures reported in Bulté and Housen (2012). Finally, accuracy measures were 

omitted given the scope of the current study but would nonetheless provide an interesting 

additional proficiency measure to investigate.  
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12. Conclusion 
 

This study aimed to investigate how different aspects of L2 English learning and 

exposure relate to different aspects of proficiency in speaking. The results indicate, first, that 

L2 English learning by reading increases speed and compactness aspects of proficiency in 

speaking. Second, learning by gaming influences fluency in that it induces shorter speaking 

time, but also increases compactness in fluency. Third, L2 English learning and exposure 

through formal instruction, particularly school, does not enhance fluency in spoken 

production, while informal exposure to English through friends does. However, informal 

exposure in another domain, namely family, hindered more proficient fluency. Furthermore, 

the current study investigated how other aspects of bilingual profile relate to each other and to 

speaking L2 English. Results here show that high proficiency self-ratings relate to faster 

speaking, in congruence with Marian et al. (2007).  

By employing a novel, and only partially controlled production methodology, the 

study expanded the current understanding of how bilingual profile relates to L2 English 

speech and contributed against the neglect spoken production research has undergone. 

Moreover, we found effects of exposure and proficiency beyond AoA, which echoes the 

emphasis of these measures as important contributors to bilingual language processing (e.g., 

Abutalebi, 2005; Klein et al., 1995). Moving forward, researchers may employ less restricted 

narrative tasks knowing they will collect at least some significant spoken proficiency 

measures. Additionally, pedagogical practitioners should consider how learning and exposure 

to L2 English beyond in school, may be exploited to help bilingual pupils enhance their 

proficiency in speaking. There are, however, limitations to the current study. The most 

significant of these is the size and variation of the participant pool, an interesting issue to 

address in future research. Moreover, future research may be less time-constrained and find it 

feasible to investigate both the bilingualsô L1 and the L2 as in de Jong (2015). 

In summary, the current study found that aspects of learning and exposure, such as 

learning by reading, gaming and exposure through friends and family did relate to varying 

degree to aspects of spoken proficiency. It would be compelling to revisit the methodologies 

employed with a larger participant pool and perhaps uncover more relationships between L2 

learning and exposure and aspects of spoken proficiency.  
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