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Abstract

Generalized polynomials are mappings obtained from the conventional polynomials by

the use of the operations of addition, multiplication and taking the integer part. Extending

the classical theorem of H. Weyl on equidistribution of polynomials, we show that a gen-

eralized polynomial q(n) has the property that the sequence (q(n)λ)n∈Z is well distributed

mod 1 for all but countably many λ ∈ R if and only if lim
|n|→∞
n/∈J

|q(n)| = ∞ for some (possibly

empty) set J having zero natural density in Z. We also prove a version of this theorem

along the primes (which may be viewed as an extension of classical results of I. Vinogradov

and G. Rhin). Finally, we utilize these results to obtain new examples of sets of recurrence

and van der Corput sets.

1 Introduction

The classical theorem of H. Weyl [W] states that if a polynomial f(t) ∈ R[t] has at least one irra-

tional coefficient, other than the constant term, then the sequence f(n), n ∈ N = {1, 2, 3, . . . },
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is uniformly distributed mod1 (u.d. mod1) meaning that for any continuous function F :

[0, 1] → R, one has

lim
N→∞

1

N

N∑
n=1

F ({f(n)}) =
∫ 1

0
F (x) dx,

where {·} denotes the fractional part. One can actually show that under the above assump-

tion the sequence f(n), n ∈ Z, is well distributed mod1 (w.d. mod 1) meaning that for any

continuous function F : [0, 1] → R,

lim
N−M→∞

1

N −M

N∑
n=M+1

F ({f(n)}) =
∫ 1

0
F (x) dx.

(See [L] and [F1].)

A slightly less precise formulation of Weyl’s theorem states that for any polynomial f(t) ∈ R[t]

with deg(f) ≥ 1, the sequence (f(n)λ)n∈Z is w.d. mod 1 for all but countably many λ ∈ R.

Our goal in this paper is to extend this result to a wide family of generalized polynomials.

Generalized polynomials are mappings f : Z → R that can be informally described as functions

which are obtained from the conventional polynomials by the use of the operations of addition,

multiplication and taking the integer part [·].1 (One gets, of course, the same family of func-

tions by using the fractional part {·}.) For example, the following functions are generalized

polynomials:

q1(n) = [αn2]βn, q2(n) = [
√
2n2 + πn] +

√
3n([

√
17n+ log 2]).

More formally, the class GP of generalized polynomials can be defined as follows (see [BLei].)

Let GP0 denote the ring of polynomial mappings from Z to R and let GP =
⋃∞

n=0GPn, where,

for n ∈ N,

GPn = GPn−1 ∪ {v + w | v, w ∈ GPn−1} ∪ {vw | v, w ∈ GPn−1} ∪ {[v] | v ∈ GPn−1}.

We would like to remark that, in principle, one should distinguish between generalized poly-

nomials as mappings and as formal expressions. Throughout the paper the term “generalized

polynomial” is used in both meanings, but it will be clear from the context what is meant.

While the conventional polynomials have a canonical representation of the form f(n) = akn
k+

ak−1n
k−1+ · · ·+a1n+a0, the generalized polynomials may be represented in a variety of ways,

each representation having its own advantages and disadvantages, depending on the situation

at hand.

As a rule, when dealing with generalized polynomials we will be tacitly assuming that they are

represented by algebraic formulas involving arithmetic operations and brackets [·], {·}. On some

1One can define vector-valued generalized polynomials q : Zd → Rl in a similar way.
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occasions it is convenient to work with “piecewise” representations of generalized polynomials.2

For example, a cumbersome-looking generalized polynomial

q(n) =

[√
5π

2
n− [πn]

√
5

2

]
(
√
3−

√
2)n+

√
2n

can be represented as

q(n) =

{ √
2n, {πn} < 2√

5√
3n, {πn} ≥ 2√

5
.

We also mention in passing that any bounded generalized polynomial q(n) can be represented

as q(n) = f(Tnx0), n ∈ Z, where T is a translation on a nilmanifold X, x0 ∈ X and f : X → R

is a Riemann integrable function, and so, for any continuous 1-periodic function, F : R → R,

lim
N−M→∞

N∑
n=M+1

F (q(n)) exists. (See [BLei].)

Generalized polynomials may exhibit behavior which is quite different from that of conventional

polynomials. For example, the following generalized polynomial takes only two values:

u(n) = [(n+ 1)α]− [nα]− [α] =

{
0, {nα} < 1− {α}
1, {nα} ≥ 1− {α}

Also, generalized polynomials may vanish on sets of positive density while growing to infinity

on other such sets (consider, for example, nu(n)).

Let us call a generalized polynomial q : Z → R adequate if there exists (a potentially empty) set

J ⊂ Z having density zero3 such that limn/∈J,|n|→∞ |q(n)| = ∞. We will use the abbreviation

AGP for the set of all adequate generalized polynomials. Also, let us call a generalized poly-

nomial regular if for all but countably many λ ∈ R the sequence (q(n)λ)n∈Z is well-distributed

mod 1.

One of the main results of this paper is that a generalization of Weyl’s theorem holds for the

adequate generalized polynomials.

Theorem A [Theorem 3.1] A generalized polynomial q : Z → R is regular if and only if it is

adequate.

Remark 1.1 While adequate generalized polynomials have more similarities with the conven-

tional polynomials, they still may possess some unexpected features. We demonstrate this by

the following two examples.

2If f(x1, . . . , xm) is a piecewise polynomial (see Section 2.2 below for definition) and u1, . . . , um are bounded

generalized polynomials, then f(u1, . . . , um) is a bounded generalized polynomial. (cf. Lemma 1.6 in [BLei])
3The (natural, or asymptotic) density d(E) of a set E ⊂ Z is defined by

d(E) := lim
N→∞

|E ∩ {−N,−N + 1, . . . , N − 1, N}|
2N + 1

if the limit exists.
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1. Let q(n) = [
√
3n]− [

√
2n] = (

√
3−

√
2)n− ({

√
3n} − {

√
2n}). Clearly q(n) ∈ AGP and

it is not hard to check that (unlike the conventional polynomials) q(n) is not eventually

monotone.

2. The set J which appears in the above definition of an adequate generalized polynomial

may be non-trivial. For example, let qk(n) = ∥αn∥nk, where k ∈ N, α is a Liouville

number4 and ∥ · ∥ denotes the distance to the closest integer. Note that

∥x∥ = dist(x,Z) = {x}(1− [2{x}]) + (1− {x})[2{x}]

is a generalized polynomial, so qk ∈ GP . Let J = {n : ∥αn∥ < 1
nk−1/2 } = {n : {αn} <

1
nk−1/2 or {αn} > 1− 1

nk−1/2 }. Then the set J is infinite (since α is a Liouville number)

and has density zero. Moreover, for n /∈ J , |qk(n)| ≥
√
|n|, so lim

n/∈J,|n|→∞
|qk(n)| = ∞ and

thus qk(n) ∈ AGP .

Here is a multidimensional version of Theorem A, which will be also proved in this paper:

Theorem B [cf. Theorem 4.1] Let q1, . . . , qk be generalized polynomials. Then q1, . . . , qk are

adequate if and only if there exists a countable family of proper affine subspaces Bi ⊂ Rk such

that for any (λ1, . . . , λk) /∈
⋃

iBi,

(λ1q1(n), . . . , λkqk(n))n∈Z

is w.d. mod 1 in the k-dimensional torus Tk.

Let P denote the set of primes. We regard q(p), p ∈ P as the sequence (q(pn))n∈N, where

(pn)n∈N is the sequence of primes in increasing order. It is known (see [Rh] and see also

Theorem 3.1 in [BKS]) that Weyl’s theorem holds along the primes. The following result

demonstrates that a similar phenomenon occurs in the context of generalized polynomials.

Theorem A′ [Theorem 5.3] Let q ∈ AGP . Then, for all but countably many λ ∈ R,

(q(pn)λ)n∈N is u.d. mod 1.

We would like to point out that while in Theorem A we establish the well-distribution of the

sequence q(n), Theorem A′ deals with the more classical notion of uniform distribution. The

reason for this is that the phenomenon of well-distribution just does not take place along

the primes. For example, one can show, with the help of Corollary 1.2 in [MPY], that for

any irrational α > 1 of finite type (being of finite type is a generic property), the sequence

(pnα)n∈N cannot be well-distributed mod 1. We suspect that the sequence (pnα)n∈N is not

well-distributed mod 1 for any irrational α.

The above results allow one to obtain new applications to sets of recurrence in ergodic theory.

4A real number α is called a Liouville number if for every positive integer m, there are infinitely many pairs

of integers P,Q with Q > 1 such that |α− P
Q
| < 1

Qm .
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A set D ⊂ Z is called a set of recurrence if given any invertible measure preserving trans-

formation T on a probability space (X,B, µ) and any set A ∈ B with µ(A) > 0, there exists

d ∈ D, d ̸= 0, such that

µ(A ∩ T−dA) > 0.

(A detailed discussion of additional variants of the notion of the set of recurrence is given in

Subsection 6.1.)

Given a class C of measure preserving systems (such as, say, translations on a d-dimensional

torus) we will say that a set D ⊂ Z is good for recurrence for systems of this class, or just

“good for C ” if for any system (X,B, µ, T ) belonging to C and any set A ∈ B with µ(A) > 0,

there exists d ∈ D, d ̸= 0, such that

µ(A ∩ T−dA) > 0.

Given a set E ⊂ Z, the upper Banach density d∗(E) is defined by

d∗(E) := lim sup
N−M→∞

|E ∩ {M + 1,M + 2, . . . , N}|
N −M

.

(For E ⊂ N, d∗(E) is defined similarly, under the assumption M ≥ 1.)

The following theorem summarizes some known results about recurrence along (conventional)

polynomials (and follows from the results contained in [K-MF], [F2], [B] and [BLL] ):

Theorem 1.2 Let q(n) ∈ Q[n] with q(Z) ⊂ Z and deg(q) ≥ 1. Then the following conditions

are equivalent:

(i) q(n) is intersective, i.e. for any a ∈ N, {q(n) : n ∈ Z} ∩ aZ ̸= ∅.

(ii) {q(n) : n ∈ Z} is good for any cyclic system (X,B, µ, T ), where X = Z/kZ, µ is the

normalized counting measure on X, and Tx = x+ 1 mod k.

(iii) {q(n) : n ∈ Z} is a set of recurrence.

(iv) {q(n) : n ∈ Z} is a (uniform) averaging set of recurrence (or, more precisely, averaging

sequence of recurrence): for any measure preserving system (X,B, µ, T ) and any set A ∈ B
with µ(A) > 0,

lim
N−M→∞

1

N −M

N−1∑
n=M

µ(A ∩ T−q(n)A) > 0.

(v) For any E ⊂ Z with d∗(E) > 0,

lim inf
N−M→∞

1

N −M

N−1∑
n=M

d∗(E ∩ (E − q(n))) > 0.
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Extending Theorem 1.2 to generalized polynomials (or at least to adequate generalized poly-

nomials) is a non-trivial problem. For example, in Subsection 6.3 we provide examples of

generalized polynomials q1, q2, q3 such that (1) {q1(n) : n ∈ Z} is good for any cyclic system,

but not good for translations on a one-dimensional torus T, (2) {q2(n) : n ∈ Z} is good for

translations on Td, but not on Td+1, and (3) {q3(n) : n ∈ Z} is a set of recurrence but not

an averaging set of recurrence. We have, however, the following variant of Theorem 1.2 for

adequate generalized polynomials.

Theorem C [cf. Corollary 6.13 and Corollary 6.14] Let q ∈ AGP with q(Z) ⊂ Z. Then the

following conditions are equivalent:

(i) For any d ∈ N, any translation T on Td and any ϵ > 0,

lim
N→∞

|{1 ≤ n ≤ N : ∥T q(n)(0)∥ < ϵ}|
N

> 0,

where ∥x∥ = dist(x,Z) = min
y∈Z

|x− y|.

(ii) For any d ∈ N, any translation T on a torus Td equipped with a Haar measure µ, and

any measurable set A ⊂ Td with µ(A) > 0,

lim
N→∞

1

N

N−1∑
n=0

µ(A ∩ T−q(n)A) > 0.

(iii) {q(n) : n ∈ Z} is a (uniform) averaging set of recurrence: for any probability measure

preserving system (X,B, µ, T ) and any A ∈ B with µ(A) > 0,

lim
N−M→∞

1

N −M

N−1∑
n=M

µ(A ∩ T−q(n)A) > 0.

(iv) For any E ⊂ Z with d∗(E) > 0,

lim inf
N−M→∞

1

N −M

N−1∑
n=M

d∗(E ∩ (E − q(n))) > 0.

Example 1.3 (see Proposition 6.18)

The following are examples of adequate generalized polynomials satisfying the condition (i) of

Theorem C (see the discussion after Remark 6.12 in Section 6 for more examples):

1. q(n) = [αr(n)], where α ̸= 0 and r(n) ∈ Z[n] with r(0) = 0.

2. q(n) = [r(n)], where r(n) ∈ R[n] has two coefficients α, β, different from the constant

term, such that α
β /∈ Q.

6



The following result is a version of Theorem C for adequate generalized polynomials along the

primes.

Theorem D [cf. Corollary 6.16] Let q ∈ AGP with q(Z) ⊂ Z. Then the following conditions

are equivalent:

(i) For any d ∈ N, for any translation T on a finite dimensional torus Td and for any ϵ > 0,

lim
N→∞

|{1 ≤ n ≤ N : ∥T q(pn)(0)∥ < ϵ}|
N

> 0.

(ii) {q(p) : p ∈ P} is an averaging set of recurrence for finite dimensional toral translations.

(iii) {q(p) : p ∈ P} is an averaging set of recurrence: for any probability measure preserving

system (X,B, µ, T ) and any A ∈ B with µ(A) > 0,

lim
N→∞

1

N

N∑
n=1

µ(A ∩ T−q(pn)A) > 0.

(iv) For any E ⊂ N with d∗(E) > 0,

lim inf
N→∞

1

N

N∑
n=1

d∗(E ∩ (E − q(pn))) > 0.

Example 1.4 (see Remark 6.20)

The following are examples of adequate generalized polynomials satisfying the condition (i) of

Theorem D:

1. q(n) = [αr(n− 1)], where α ̸= 0 and r(n) ∈ Z[n] with r(0) = 0.

2. q(n) = [r(n)], where r(n) ∈ R[n] has two coefficients α, β, different from the constant

term, such that α
β /∈ Q.

One can actually show that adequate generalized polynomials provide new examples of van der

Corput sets (this is a stronger notion than that of a set of recurrence - see the details in Section

6).

The structure of the paper is as follows. In Section 2 we present the preliminary material on

generalized polynomials (borrowed mainly from [Lei2]), which will be needed for the proofs in

subsequent sections. Section 3 is devoted to the proof of Theorem A. In Section 4 we deal

with generalizations of Theorem A. Section 5 is devoted to uniform distribution of generalized

polynomials along the primes. Finally, in Section 6 we establish some new results on sets of

recurrence and van der Corput sets.
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2 Preliminary material on generalized polynomials

There are, essentially, only two known approaches to proving Weyl’s equidistribution theorem

which was discussed in the Introduction. The first approach is based on “differencing” technique

which boils down to what is called nowadays van der Corput trick (which states that if (xn+h−
xn)n∈Z is w.d. mod 1 for all h ∈ N, then (xn)n∈Z is w.d. mod 1). The second, dynamical,

approach is due to Furstenberg and is based on the fact that the so called skew-product systems

are uniquely ergodic (see [F1], Section 2, and [F2], Section 3.3).

While the task of proving Theorems A and B is quite a bit more challenging, there are basically

only two ways of meeting this challenge. One approach would consist of introducing for any

g ∈ AGP a certain N-valued parameter ν(g) (which coincides with the degree when g is

a conventional polynomial) and applying (appropriately modified and adjusted) differencing

technique as a method of reducing the parameter ν(g). While such an approach works very well

for conventional polynomials, it becomes cumbersome and tedious when applied to generalized

polynomials. In this paper we preferred to choose an approach based on the canonical form

of generalized polynomials that was established by A. Leibman in [Lei2]. We then prove

Theorems A and B by utilizing some of Leibman’s results, which are partly based on the

fact that translations on nilmanifolds are uniquely ergodic on the ergodic components. This

approach to proving Theorems A and B may be viewed as an application of Furstenberg’s

dynamical method.

In this section, we will introduce the notion of basic generalized polynomials from [Lei2] and

present the results from [Lei2], which state that (i) the basic generalized polynomials are jointly

equidistributed and (ii) any bounded generalized polynomial can be represented as a piecewise

polynomial function of these basic generalized polynomials.

2.1 Basic generalized polynomials

Let A = {a1, a2, · · · , ak} be a finite ordered set with the order ai < ai+1 (1 ≤ i < k). Define a

well-ordered “index” set B(A) in the following way:

We will define inductively sets Ln(A) so that B(A) =
⋃∞

n=0 L
n(A):

(0) Let L0(A) = A.

(1) Define L1(A) to be the set of all elements in A and all expressions of the form

γ = [[· · · [[α0,m1α1],m2α2], · · · ],mlαl],

where l ≥ 1, mi ∈ N and αi ∈ A have the property that α1 < α0 and α1 < α2 <

· · · < αl. Throughout this paper we will adhere to the rule that for l = 0 the expression

[[· · · [[α0,m1α1],m2α2], · · · ],mlαl] is interpreted as α0.

8



We extend the order from L0(A) to L1(A) as follows: if α1 ∈ A, α2 ∈ L1(A)\A, then α1 < α2

if (β1, γ1,m1) < (β2, γ2,m2) lexicographically, then [γ1,m1β1] < [γ2,m2β2].

More precisely, for

γ1 = [[· · · [[α0,m1α1],m2α2] · · · ],mlαl] and γ2 = [[· · · [[β0, n1β1], n2β2] · · · ], nkβk],

(i) if l = 0 and k = 0, then γ1, γ2 ∈ A, so γ1 < γ2 ⇔ α0 < β0

(ii) if l = 0 and k ≥ 1 (respectively l ≥ 1 and k = 0), then γ1 < γ2 (respectively γ2 < γ1)

(iii) if l ≥ 1, k ≥ 1, we put

γ1 < γ2 if


αl < βk

αl = βk and γ′1 < γ′2

αl = βk, γ
′
1 = γ′2 and ml < nk,

where γ′1 = [[· · · [[α0,m1α1],m2α2] · · · ],ml−1αl−1], γ′2 = [[· · · [[β0, n1β1], n2β2] · · · ], nk−1βk−1].

(2) Assuming that Ln(A) has been defined, let Ln+1(A) be the set of all expressions

γ = [· · · [[α0,m1α1], · · · ],mlαl],

where l ≥ 0, mi ∈ N and αi ∈ Ln(A) have the property that α1 < α0, α1 < α2 < · · · < αl, and

αi+1 < [· · · [[α0,m1α1], · · · ],miαi] for all i. Now extend the order from Ln(A) to Ln+1(A) in

the same way as it was done above for n = 0.

Finally put B(A) =
⋃∞

n=0 L
n(A). Note that B(A) is the minimal set containing all elements in

A and all expressions of the form [γ,mβ] with β, γ ∈ B(A), m ∈ N such that β < γ and either

γ ∈ A or γ = [λ, kδ] with λ, δ ∈ B(A), k ∈ N, δ < β, where the order < is defined as follows: if α1 ∈ A, α2 ∈ B(A)\A, then α1 < α2

if (β1, γ1,m1) < (β2, γ2,m2) lexicographically, then [γ1,m1β1] < [γ2,m2β2].
(2.1)

Note that any α ∈ B(A) has the following representation:

α = [[· · · [δ0,m1δ1], · · · ],mlδl], (2.2)

where m1, . . . ,ml ∈ N and δ0, . . . , δl ∈ B(A) such that δ0, δ1 ∈ A, δ1 < δ0, δ1 < δ2 < · · · < δl

and δi+1 < [· · · [[δ0,m1δ1], · · · ],miδi] for all i.

Example 2.1 Let A = {a, b, c} with a < b < c.

(1) L0(A) consists of a, b, c.

9



(2) The elements of L1(A) \ L0(A) are:

[b,ma], [c,ma], [c,mb] (m ∈ N)

[[b,m1a],m2b], [[c,m1a],m2b], [[b,m1a],m2c], [[c,m1a],m2c], [[c,m1b],m2c] (m1,m2 ∈ N)

[[[b,m1a],m2b],m3c], [[[c,m1a],m2b],m3c] (m1,m2,m3 ∈ N)

(3) Some new elements in L2(A) are:

[[b,ma], r[b, a]] (m ≥ 2, r ∈ N)

[[c,ma], r[b, a]], [[c,mb], r[b, a]], [[c,mb], r[c, a]] (m, r ∈ N)

· · · · · ·

Note that the lists in (1), (2) and (3) above are given in ascending order. For example,

(i) c < [b,ma] since c ∈ A and [b,ma] ∈ B(A)\A

(ii) [b,m1a] < [c,m2a] since b < c

(iii) [c,m1a] < [c,m2b] since a < b

We define now generalized polynomials vα, α ∈ B(A), in the variables xδ, δ ∈ A, as follows:

vα =

xα for α ∈ A

vγ{vβ}m for α = [γ,mβ].

The generalized polynomials vα are called basic generalized polynomials. Given a well-ordered

system A, the set P = PA = {pα ∈ R[n] : α ∈ A} is called a system of polynomials. For

β ∈ B(A), denote the function vβ(pα(n) : α ∈ A) by vβ(P ).

Example 2.2 Let A = {a, b, c} with a < b < c. Here are lists of some basic generalized

polynomials vα:

(1) α ∈ L0(A): va = xa, vb = xb, vc = xc

(2) α ∈ L1(A) \ L0(A):

v[b,ma] = xb{xa}m, v[c,ma] = xc{xa}m, v[c,mb] = xc{xb}m

v[[b,m1a],m2b] = xb{xa}m1{xb}m2, v[[c,m1a],m2b] = xc{xa}m1{xb}m2, v[[b,m1a],m2c] = xb{xa}m1{xc}m2

v[[c,m1a],m2c] = xc{xa}m1{xc}m2, v[[c,m1b],m2c] = xc{xb}m1{xc}m2

v[[[b,m1a],m2b],m3c] = xb{xa}m1{xb}m2{xc}m3, v[[[c,m1a],m2b],m3c] = xc{xa}m1{xb}m2{xc}m3

(3) some examples for α ∈ L2(A):

v[[b,ma],r[b,a]] = xb{xa}m{xb{xa}}r

v[[c,ma],r[b,a]] = xc{xa}m{xb{xa}}r

v[[c,mb],r[b,a]] = xc{xb}m{xb{xa}}r

v[[c,mb],r[c,a]] = xc{xb}m{xc{xa}}r

· · · · · ·
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Note, however, that xa{xb} and xb{xa}{xc{xb}} are not basic generalized polynomials.

Example 2.3 For a system PA with pa(n) =
√
2n, pb(n) =

√
3n, pc(n) =

√
6n2 and a < b < c

as in Example 2.2,

va(P ) =
√
2n, v[b,a](P ) =

√
3n{

√
2n}, v[[c,2a],3b](P ) =

√
6n2{

√
2n}2{

√
3n}3.

Theorem 2.4 (Theorem 0.1 in [Lei2]) Let P = {pα : α ∈ A} be a well-ordered system of

polynomials in R[n], Q-linearly independent modulo the subspace5 Q[n]+R (that is, spanQP ∩
(Q[n]+R) = {0}.) Then for any k ∈ N and any distinct α1, . . . , αk ∈ B(A), (vα1(P ), . . . , vαk

(P ))

is well-distributed in [0, 1]k meaning that for any continuous function F : [0, 1]k → R one has

lim
N−M→∞

1

N −M

N∑
n=M+1

F ({(vα1(P )}, . . . , {vαk
(P )}) =

∫
[0,1]k

F (x) dx.

Example 2.5 For the system of polynomial PA in the above Example 2.3, the sequence

(va(P ), v[b,a](P ), v[[c,2a],3b](P )) = (
√
2n,

√
3n{

√
2n},

√
6n2{

√
2n}2{

√
3n}3)

is well-distributed in [0, 1]3.

2.2 Leibman’s canonical representation of bounded generalized polynomials

In this section, we describe results from [Lei2] on canonical forms of bounded generalized

polynomials.

A pp-function (piecewise polynomial function) f on Q ⊂ Rm is a function such that Q can

be partitioned into finitely many subsets, Q =
k⋃

i=1
Qi with the property that, for each i, Qi is

defined by a system of polynomial inequalities,

Qi = {x ∈ Q : ϕi,1(x) > 0, . . . , ϕi,si(x) > 0, ψi,1(x) ≥ 0, . . . , ψi,ri(x) ≥ 0},

where ϕi,j , ψi,j are polynomials, and f |Qi is a polynomial. Such sets are widely studied in real

algebraic geometry under the name semialgebraic sets and we will be often using this term

throughout the paper. We will also retain the terminology of [Lei2], where the polynomials

ϕi,j , ψi,j are called the conditions of f and the polynomials f |Qi are called the variants of f .

Example 2.6

f(x, y) =


xy, y ≥ x3, x ≥ y3

x2 + y −
√
3, y < x3

4, x < y3

5Q[n] +R, a subspace of Q-vector space R[n], consists of polynomials q(n) = amnm + · · · + a1n + a0 with

ai ∈ Q for 1 ≤ i ≤ m and a0 ∈ R.
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is a pp-function on [0, 1]2.

The complexity cmp(u) of (a representation of) a generalized polynomial u is defined in the

following way:

cmp(u) = 0 if u is a polynomial;

cmp({u}) = cmp(u) + 1;

cmp(u1u2) = cmp(u1) + cmp(u2);

cmp(u1 + u2) = max(cmp(u1), cmp(u2)).

For example, cmp(p1{p2}) = 1, cmp(p1{{p2}+p3}) = 2, and cmp(p1{{p2}+p3}{p4}+{p5}) = 3,

where pi(n) ∈ R[n]. If f(x1, . . . , xm) is a pp-function with conditions ϕi,j , ψi,j and variants fi

and u1, . . . , um are bounded generalized polynomials, then we define

pp-cmp(f(u1, . . . , um)) :=

max{cmp(ϕi,j(u1, . . . , um)), cmp(ψi,j(u1, . . . , um)), cmp(fi(u1, . . . , um)) : 1 ≤ i ≤ k, 1 ≤ j ≤ si}.

For a natural number M ∈ N and a system of polynomials P = {pα : α ∈ A}, we write M−1P

for {M−1pα : α ∈ A}. Slightly modifying terminology used in [Lei2] we say that a statement

S holds for a sufficiently divisible M if there exists M0 ∈ N such that S holds whenever M is

divisible by M0.

Theorem 2.7 (cf. Theorems 0.2 and 6.1 in [Lei2]) Let u be (a representation of) a bounded

generalized polynomial over Z. Let R be the Q-algebra generated by the polynomials occurring6

in u and let P = {pα : α ∈ A} be a system of polynomials such that spanQP +Q[n] +R ⊃ R.

If M ∈ N is sufficiently divisible (M depends on the representation of u), then there exists

an infinite subgroup Λ in Z such that for any translate Λ′ = n0 + Λ of Λ, there exist distinct

α1, . . . , αl ∈ B(A) and a pp-function f on [0, 1]l with pp-cmp(f({vα1}, . . . , {vαl
})) ≤ cmp(u)

such that

u|Λ′ = f({vα1(M
−1P )}, . . . , {vαl

(M−1P )})|Λ′ . (2.3)

Remark 2.8

1. (cf. Remarks after Theorem 0.2 in [Lei2]) The algebra R which appears in Theorem 2.7

depends on the representation of u.

2. If f(x1, . . . , xl) is a pp-function with variants f1, . . . fk, then each of fj({vα1(M
−1P )}, . . . , {vαl

(M−1P )})
is also a generalized polynomial.

6We say that a polynomial q occurs in u if the expression for u contains the expression q as a subword. For

example, q1, q2, q3 and q4 (as well as polynomials which are the subwords of qi) occur in u = q1{q2{q3}+ q4}.
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3. (cf. Remarks after Theorem 0.2 in [Lei2]) The condition spanQP +Q[n] +R ⊃ R can be

replaced with the property that spanQP +Q[n] +R contains the products of any c polyno-

mials occurring in u, where c ≤ cmp(u). Thus we can pick P to be finite and Q-linearly

independent modulo Q[n] +R.

4. In some of the applications of Theorem 2.7 below it will be convenient to assume that M = 1

in formula (2.3) (by choosing a polynomial system P ′ =M−1P ).

5. A variant of Theorem 2.7 also holds for bounded generalized polynomials over Zd. See

Theorems 0.2 and 6.1 in [Lei2]. This version of Theorem 2.7 is needed for the proof of the

multidimensional extension of Theorem B (see Theorem 4.3 below.)

2.3 Representation of (unbounded) generalized polynomials

In this subsection we focus our attention on formulas representing elements of GP and AGP .

First, we note that any generalized polynomial q can be represented (see for example Proposi-

tion 3.4 in [BMc]) as

q(n) =
k∑

i=0

bi(n)n
i, (2.4)

where bi(n) is a bounded generalized polynomial for each i (0 ≤ i ≤ k).

It follows from [BLei] that one can write bi(n) = gi(T
nx0) (0 ≤ i ≤ k), where T is a translation

on a nilmanifold X, x0 ∈ X and gi : X → R are piecewise polynomial mappings. (For rigorous

definition see Subsection 0.18 in [BLei].) This fact allows us to rewrite formula (2.4) in the

following form which reveals the dynamical underpinnings of the class GP :

q(n) =
k∑

i=0

gi(T
nx0)n

i. (2.5)

Now, it follows from Theorem 2.7 that the (k + 1)-tuple (b0(n), . . . , bk(n)), which appears in

formula (2.4), can be written in a form which involves basic generalized polynomials. More

precisely, given bounded generalized polynomials b0(n), . . . , bk(n), we have

(i) a system of polynomials P = {pα(n) : α ∈ A} which is Q-linearly independent modulo

Q[n] +R,

(ii) α1, . . . , αl ∈ B(A),

(iii) a subgroup Λ = aZ ⊂ Z for some a ∈ N,
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such that for any translate Λ′ = aZ+b (0 ≤ b ≤ a−1), there exist pp-functions f
(b)
0 , f

(b)
1 , . . . , f

(b)
k

on [0, 1]l satisfying the formulas

q|aZ+b(n) =

k∑
i=0

f
(b)
i ({vα1(P )}, . . . , {vαl

(P )})ni, b = 0, 1, . . . , a− 1. (2.6)

We say that a sequence (xn)n∈Z tends to infinity in density if for any A > 0, the set {n : |xn| <
A} has zero density.

Theorem 2.9 (Proposition 10.2 in [Lei2]) Let q be a generalized polynomial with repre-

sentation in the form (2.6). Let Q ⊂ [0, 1]l be a semialgebraic set and let Q′ = {n ∈ Z :

({vα1(P )}, . . . , {vαl
(P )}) ∈ Q}. If for each b = 0, 1, . . . , a − 1, f

(b)
i |Q is non-zero for at least

one i ∈ {1, 2, . . . , k}, then the sequence q(n), n ∈ Q′, tends to infinity in density.

Theorem 2.9 allows us to derive a useful corollary which provides a characterization of adequate

generalized polynomials.

Corollary 2.10 Suppose that q ∈ GP has a representation as in (2.6) with a partition [0, 1]l =⋃s
j=1Qj such that

(i) each Qj is a semialgebraic set,

(ii) for each Qj, f
(b)
i |Qj is a polynomial for any b = 0, 1, . . . , a− 1 and any i = 0, 1, . . . , k.

Then q(n) ∈ AGP if and only if, for each j, if d({n | ({vα1(P )}, . . . , {vαl
(P )}) ∈ Qj}) > 0,

then for each b = 0, 1, . . . , a− 1, f
(b)
i |Qj ̸= 0 for some i = 1, 2, . . . k.

We conclude this subsection with a short discussion of examples of adequate generalized poly-

nomials. Clearly, any conventional non-constant polynomial belongs to AGP . A more general

class of examples is provided by generalized polynomials for which in the representation (2.4)

one of bi(n), i = 1, 2, . . . , k, attains only finitely many values which are all in R \ {0}. Another
class of examples can be obtained as follows. Assume that q ∈ GP has the property that

d({n : q(n) = 0}) = 0. Then one can utilize Corollary 2.10 to conclude that for any q1 ∈ AGP ,

q · q1 is also in AGP . Finally, we remark that “generically” generalized polynomials of the

form [[p]q] − [[q]p] (or, say, [p · q] − [p][q]) belong to AGP . This principle is illustrated by the

following example.

Example 2.11 Let k1, k2 ∈ N and let α, β be irrational numbers such that 1, α, β are rationally

independent. By Corollary 2.10, it is easy to see that the following generalized polynomials

belong to AGP.

(1) [αβnk1+k2 ]− [αnk1 ][βnk2 ] = α{βnk2}nk1 + β{αnk1}nk2 − {αβnk1+k2} − {αnk1}{βnk2}.
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(2) [[αnk1 ]βnk2 ]− [[βnk2 ]αnk1 ] = α{βnk2}nk1 − β{αnk1}nk2 − {[αnk1 ]βnk2}+ {[βnk2 ]αnk1}.

(3) [[αnk1 ]βnk2 ]− [αnk1 ][βnk2 ] = α{βnk2}nk1 − {[αnk1 ]βnk2} − {αnk1}{βnk2}.

(4) [αβnk1+k2 ]− [[αnk1 ]βnk2 ] = β{αnk1}nk2 + {αβnk1+k2} − {[αnk1 ]βnk2}.

2.4 Identities

Here we collect some identities from Section 5 in [Lei2], which we will need in the next sections.

Below “x ≡ y” means “x = y mod 1”. Let u, u1, . . . , uk be any real numbers or functions.

{u1 + u2 + · · ·+ uk} ≡ {u1}+ {u2}+ · · ·+ {uk}. (2.7)

For a > 0, if b
a ≤ {u} < b+1

a for some b = 0, 1, . . . , [a], then

{a{u}} = a{u} − b (2.8)

and if a ∈ N, if b
a ≤ {u} < b+1

a for some b = 0, 1, . . . , a− 1, then

{au} = a{u} − b. (2.9)

{−u} =

1− {u} if {u} > 0

0 if {u} = 0.
(2.10)

{ k∏
i=1

{ui}
}
=

k∏
i=1

{ui}. (2.11)

By expanding
∏k

i=1[ui] =
∏k

i=1(ui − {ui}) and rearranging, one has

u1

k∏
i=2

{ui} ≡
k∏

i=1

{ui} −
k∑

j=2

uj
∏
i ̸=j

{ui}+
k∑

l=2

∑
S⊂{1,...,k}

|S|=l

qS
∏
i/∈S

{ui}, (2.12)

where, for each S, l ≤ |S| ≤ k, qS = ±
∏

i∈S ui.

In particular, we have for k = 2

u1{u2} ≡ {u1}{u2} − u2{u1}+ u1u2, (2.13)

and for k = 3

u1{u2}{u3} ≡ {u1}{u2}{u3} − u2{u1}{u3} − u3{u1}{u2}

+u1u2{u3}+ u1u3{u2}+ u2u3{u1} − u1u2u3.
(2.14)
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For any m with 1 ≤ m ≤ k, taking u1 = u2 = · · · = um in (2.12), we have for any M ∈ Z

divisible by m

Mu1{u1}m−1
k∏

i=m+1

{ui}

≡ M

m

k∏
i=1

{ui} −
M

m

k∑
j=m+1

uj
∏
i ̸=j

{ui}+
M

m

k∑
l=2

∑
S⊂{1,...,k}

|S|=l

qS
∏
i/∈S

{ui}.
(2.15)

Notice that every term appearing on the right side in (2.15), with the exception of the term
M
m

∏k
i=1{ui}, has complexity less than or equal to that of the term on the left side.

3 Proof of Theorem A

In this section, we will use the apparatus introduced in Section 2 in order to prove the following

result.

Theorem 3.1 (Theorem A from the introduction) A generalized polynomial q : Z → R

is regular if and only if it is adequate.

3.1 Auxiliary lemmas

In this short subsection, we formulate and prove lemmas, which will be utilized throughout

Section 3. We begin with the following definition.

Definition 3.2 Let PA be a system of polynomials and E ⊂ B(A). A bounded generalized

polynomial q(n) is said to have a canonical pp-form with respect to B(A) \ E if the following

holds:

If M ∈ N is sufficiently divisible, then there exist an infinite subgroup Λ of Z such that, for any

translate Λ′ of Λ, there exist a pp-function f(x1, . . . , xk) and α1, . . . , αk ∈ B(A) \ E satisfying

q|Λ′(n) = f({vα1(M
−1PA)}, . . . , {vαk

(M−1PA)}).

Lemma 3.3 Let PA be a system of polynomials which is Q-linearly independent modulo Q[n]+

R and let γ ∈ B(A). Suppose that a bounded generalized polynomial u has a canonical pp-form

with respect to B(A) \ {γ}. Then for any non-zero c ∈ Z,

cvγ(PA)(n) + u(n)

is w.d. mod 1.
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Proof: Use identities (2.7), (2.8), (2.9) to get that for any M ∈ N,

vγ(PA)(n) =M ′vγ(M
−1PA)(n) + w(n)

for some M ′ ∈ N and w(n) has a canonical pp-form with respect to B(A)\{γ}. (If necessary,

we extend A to guarantee that w(n) has a canonical pp-form.)

Since u(n) has a canonical pp-form with respect to B(A)\{γ}, there are α1, . . . , αk ∈ B(A) with

αi ̸= γ for all i = 1, 2, . . . , k, M ∈ N, and an infinite subgroup Λ of Z with index [Z : Λ] = L

such that for any translate Λj = j + Λ of Λ, j = 0, 1, . . . , L − 1, there exists a pp-function

gj(x1, . . . , xk) with the property that for n ∈ Λ′,

cvγ(PA)(n) + u(n) = cM ′vγ(M
−1PA)(n) + gj({vα1(M

−1PA)}, . . . , {vαk
(M−1PA)}) (mod 1).

Since PA is Q-linearly independent modulo Q[n] +R,(
cM ′vγ(M

−1PA), vα1(M
−1PA), . . . , vαk

(M−1PA)
)

is well-distributed in [0, 1]k+1 by Theorem 2.4.

Let F be an 1-periodic continuous function (so that
∫ 1
0 F (x+t) dx =

∫ 1
0 F (x) dx for any t ∈ R).

Since

N2∑
n=N1+1

F (cvγ(PA)(n) + u(n))

=
L−1∑
j=0

∑
n∈[N1+1,N2]∩Λj

F
(
cM ′vγ(M

−1PA)(n) + gj({vα1(M
−1PA)(n)}, . . . , {vαk

(M−1PA)(n)})
)
,

we have

lim
N2−N1→∞

1

N2 −N1

N2∑
n=N1+1

F (cvγ(PA)(n) + u(n))

=
1

L

L−1∑
j=0

∫ 1

0
· · ·
∫ 1

0
F (x+ gj(y1, . . . , yk)) dx dy1 · · · dyk

=
1

L

L−1∑
j=0

∫ 1

0
· · ·
∫ 1

0
F (x) dx dy1 · · · dyk =

∫ 1

0
F (x) dx.

2

Lemma 3.4 Let PA be a system of polynomials with a well-ordered set A. If α1, α2 ∈ B(A)

and α2 < α1, then vα1{vα2} = vα′ for some α′ > α1.
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Proof: If α1 ∈ A, then vα1{vα2} = v[α1,α2].

Otherwise, write vα1 = vδ0{vδ1}m1 · · · {vδs}ms , where δ0, δ1 ∈ A, δ1 < δ0, δ1 < δ2 < · · · < δl

and δi+1 < [· · · [[δ0,m1δ1], · · · ],miδi] for all i. Then vα1{vα2} = vγ for some γ as following:

(1) If δs < α2, then γ = [[[· · · [δ0,m1δ1], · · · ],msδs], α2].

(2) If α2 = δi for some i ≥ 1, then γ = [[· · · [δ0,m1δ1], · · · , (mi + 1)δi], · · · ,msδs].

(3) If δi < α2 < δi+1 for i ≥ 1, then γ = [[· · · [δ0,m1δ1], · · · ,miδi], α2],mi+1δi+1], · · · · · · ,msδs].

(4) If α2 < δ1, then γ = [[[· · · [δ0, α2],m1δ1], · · · ],msδs].

2

Lemma 3.5 Let Z =
⋃m

j=1Bj be a partition such that lim
N−M→∞

|Bj∩{M+1,M+2,...,N}|
N−M exists

and is positive for all j = 1, 2, . . . ,m. Let (n
(j)
k )k∈Z be an enumeration of elements of Bj,

j = 1, 2, . . . ,m, such that n
(j)
k < n

(j)
k+1 for all k. For a sequence (xn) in R, let y

(j)
k = x

n
(j)
k

for

all k ∈ Z and j = 1, 2, . . . ,m. If (y
(j)
k )k∈Z is w.d. mod 1 for all j = 1, 2, . . . ,m, then (xn) is

w.d. mod 1.

Proof: By the classical Weyl’s criterion, it is enough to show that for any non-zero h ∈ Z,

lim
N−M→∞

1

N −M

N∑
n=M+1

e2πihxn = 0.

For any M,N with M ≤ N , there exist, for each j = 1, 2, . . . ,m, Mj , Nj with Mj ≤ Nj such

that
N∑

n=M+1

e2πihxn =

m∑
j=1

Nj∑
k=Mj+1

e2πihy
(j)
k .

Since h ̸= 0, one has

lim
N−M→∞

1

N −M

N∑
n=M+1

e2πihxn = lim
N−M→∞

m∑
j=1

Nj −Mj

N −M

1

Nj −Mj

Nj∑
k=Mj+1

e2πihy
(j)
k = 0.

2

3.2 Proof of Theorem 3.1

Before embarking on the proof, we provide an illustrative example. (For brevity we write vβ

for vβ(P ) for a system of polynomials P .)

Example 3.6 (Special case of Theorem A) Consider the following adequate polynomial:

q(n) = {
√
2n}n2 + (

√
3{
√
2n}+ {

√
5n2{

√
7n}}{

√
11n3{

√
5n2}{

√
11n3{

√
7n}}})n

+ (3{
√
2n} − {

√
5n2}{

√
7n}{

√
11n3}).

(3.1)
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We will show that q is regular.

Let A = {α1, α2, α3, α4} with the order α1 < α2 < α3 < α4 and

vα1(n) =
√
2n, vα2(n) =

√
7n, vα3(n) =

√
5n2, vα4(n) =

√
11n3.

Then we can write

q(n) =
2∑

i=1

fi({vα1}, {vα2}, {vα3}, {vα4}, {v[α3,α2]}, {v[[α4,α3],[α4,α2]]})n
i

+ f0({vα1}, {vα2}, {vα3}, {vα4}, {v[α3,α2]}, {v[[α4,α3],[α4,α2]]}),

where

f2(x1, x2, x3, x4, x5, x6) = x1, f1(x1, x2, x3, x4, x5, x6) =
√
3x1 + x5x6,

f0(x1, x2, x3, x4, x5, x6) = 3x1 − x2x3x4.

Let c1 = 1, c2 =
√
3. Then c1, c2 are rationally independent and the coefficients of f1, f2 belong

to spanZ{c1, c2}(= {ac1 + bc2 : a, b ∈ Z}).

Let S be the set of all λ ∈ R such that {cjλni : j = 1, 2, i = 1, 2}∪PA is Q-linearly independent

modulo Q[n] +R. Note that the set S is co-countable. Fix λ ∈ S. Then

{q(n)λ} ≡ {λn2{
√
2n}}

+ {
√
3λn{

√
2n}}+ {λn{

√
5n2{

√
7n}}{

√
11n3{

√
5n2}{

√
11n3{

√
7n}}}} (3.2)

+ (3{
√
2n} − {

√
5n2}{

√
7n}{

√
11n3})λ.

By Theorem 2.7, there is a system of polynomials PA′ such that

(i) it contains {cjλni : j = 1, 2, i = 1, 2} ∪ PA,

(ii) it is Q-linearly independent modulo Q[n] +R,

(iii) {q(n)λ} has a canonical pp-form with respect to B(A′).

Indeed, let A′ = A ∪ {α5, β1, β2, β3}, where

(i) vα5(n) =
√
55n5, vβ1(n) = λn, vβ2(n) =

√
3λn, vβ3(n) = λn2,

(ii) α1 < α2 < α3 < α4 < α5 < β1 < β2 < β3

We will explain now how to get a canonical form of {q(n)λ}. Consider separately the following

component appearing on right hand side of (3.2):

(1) {λn{
√
5n2{

√
7n}}{

√
11n3{

√
5n2}{

√
11n3{

√
7n}}}}
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(2) {λn2{
√
2n}}+ {

√
3λn{

√
2n}}+ (3{

√
2n} − {

√
5n2}{

√
7n}{

√
11n3})λ

For (1), apply identity (2.14) to the term λn{
√
5n2{

√
7n}}{

√
11n3{

√
5n2}{

√
11n3{

√
7n}}}:

λn{
√
5n2{

√
7n}}{

√
11n3{

√
5n2}{

√
11n3{

√
7n}}}

≡ {λn}{
√
5n2{

√
7n}}{

√
11n3{

√
5n2}{

√
11n3{

√
7n}}} (3.3a)

−
√
5n2{

√
7n}{λn}{

√
11n3{

√
5n2}{

√
11n3{

√
7n}}} (3.3b)

−
√
11n3{

√
5n2}{

√
11n3{

√
7n}}{λn}{

√
5n2{

√
7n}} (3.3c)

+ w(n), (3.3d)

where w(n) is the sum of terms with complexity ≤ 5.

Then

(i) the expression (3.3c) can be rewritten as follows:
√
11n3{

√
5n2}{

√
11n3{

√
7n}}{λn}{

√
5n2{

√
7n}} =

√
11n3{

√
5n2}{λn}{

√
5n2{

√
7n}}{

√
11n3{

√
7n}}

= v[[[[α4,α3],β1],[α3,α2]],[α4,α2]]

Let γ = [[[[α4, α3], β1], [α3, α2]], [α4, α2]].

(ii) the expression (3.3a) {λn}{
√
5n2{

√
7n}}{

√
11n3{

√
5n2}{

√
11n3{

√
7n}}} can be written

as {vβ1}{v[α3,α2]}{v[[α4,α3],[α4,α2]]}, and so vγ does not occur in this expression.

(iii) As for the expression (3.3b), use the identity (2.13) with u1 =
√
5n2{

√
7n}{λn} and

u2 =
√
11n3{

√
5n2}{

√
11n3{

√
7n}}. Then

u1{u2} = {u1}{u2} − u2{u1}+ u1u2

= {
√
5n2{

√
7n}{λn}}{

√
11n3{

√
5n2}{

√
11n3{

√
7n}}}

−
√
11n3{

√
5n2}{

√
11n3{

√
7n}}{

√
5n2{

√
7n}{λn}}

+
√
55n5{

√
7n}{

√
5n2}{λn}{

√
11n3{

√
7n}}

= {v[[α3,α2],β1]}{v[[α4,α3],[α4,α2]]} − v[[[α4,α3],[α4,α2]],[[α3,α2],β1]] + v[[[[α5,α2],α3],β1],[α4,α2]]

Note that vγ does not occur in this expression. In particular, in

vγ =
√
11n3{

√
5n2}{λn}{

√
5n2{

√
7n}}{

√
11n3{

√
7n}},

the term λn appears inside a single bracket {·}, whereas in the expression

v[[[α4,α3],[α4,α2]],[[α3,α2],β1]] =
√
11n3{

√
5n2}{

√
11n3{

√
7n}}{

√
5n2{

√
7n}{λn}},

the term λn appears inside a double bracket: {
√
5n2{

√
7n}{λn}}, and so

v[[[α4,α3],[α4,α2]],[[α3,α2],β1]] ̸= vγ .

Also, the complexity of v[[[[α5,α2],α3],β1],[α4,α2]] is smaller than the complexity vγ, and so it

is not equal to vγ

20



(iv) Expression (2) {λn2{
√
2n}}+{

√
3λn{

√
2n}}+(3{

√
2n}−{

√
5n2}{

√
7n}{

√
11n3})λ and

expression w(n) in (3.3d) have complexity ≤ 5, so vγ does not occur in this expression.

So {q(n)λ} = −{vγ} + w′(n), where w′(n) has a pp-form with respect to B(A)\{γ}. Now we

use Lemma 3.3 to conclude that q(n)λ is w.d. mod 1.

Proof of Theorem 3.1: Suppose that q is not adequate. Then there is L > 0 such that the

set {n ∈ Z | |q(n)| < L} has positive upper density:

d({n ∈ Z | |q(n)| < L}) = lim sup
N→∞

1

2N + 1

N∑
n=−N

1(−L,L)(q(n)) = a > 0.

Now take λ > 0 such that λ < a
4L and let A = [0, a/4] ∪ [1− a/4, 1]. The Lebesgue measure of

A is a/2. On the other hand,

1

2N + 1

N∑
n=−N

1A({q(n)λ}) ≥
1

2N + 1

N∑
n=−N

1(−L,L)(q(n)).

By Corollary 0.25 in [BLei], the limit of the expression on the left hand side of the above

formula exists and so we have

lim
N→∞

1

2N + 1

N∑
n=−N

1A({q(n)λ}) ≥ a.

Thus there are uncountably many λ such that q(n)λ is not w.d. mod 1.

Now let us prove that if q is adequate, then q(n)λ is w.d. mod 1 for all but countably many λ.

Indeed, by Theorem 2.7, there exist

(1) a system of polynomials PA = {pα : α ∈ A} which is Q-linearly independent modulo

Q[n] +R (in view of item 4 in Remark 2.8, we are assuming that M = 1),

(2) α1, . . . , αl ∈ B(A),

(3) an infinite subgroup Λ = aZ,

such that for any translate aZ+ b, b = 0, 1, . . . , a− 1, there are pp-functions f
(b)
0 , f

(b)
1 , . . . , f

(b)
k

on [0, 1]l satisfying the formulas

q(n)|aZ+b =
k∑

i=0

f
(b)
i ({vα1(PA)}, . . . , {vαl

(PA)})ni, b = 0, 1, . . . , a− 1. (3.4)

In view of Lemma 3.5, we can assume that Λ = Z and that the pp-functions appearing in (3.4)

are polynomials. So we will consider the following representation of q:

q(n) =

k∑
i=0

fi({vα1(PA)}, . . . , {vαl
(PA)})ni,
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where f0, . . . , fk are polynomials. Note that, by Corollary 2.10, fi is a non-zero polynomial for

some i ≥ 1.

Let c1, . . . , cs ∈ R be rationally independent and such that spanZ{c1, . . . , cs} = {
∑s

i=1 aici :

ai ∈ Z} contains all the coefficients of fi for 1 ≤ i ≤ k. Let S ⊂ R be the set of all λ such that

the set

{cjλni : 1 ≤ i ≤ k, 1 ≤ j ≤ s} ∪ PA

is Q-linearly independent modulo Q[n] +R. Note that the complement of S is countable.

Then {q(n)λ} is a sum (modulo 1) of terms of the form

{acjλni{vβ1(PA)}d1 · · · {vβm(PA)}dm} (3.5)

and

f0({vα1(PA)}, . . . , {vαl
(PA)})λ,

where a ∈ Z\{0}, β1 < β2 < · · · < βm, d1, . . . , dm ∈ N and i ≥ 1. For brevity, we write vβ for

vβ(PA) in the remaining part of the proof.

By Theorem 2.7 one can find a system of polynomials PA′ ⊃ {cjλni : 1 ≤ i ≤ k, 1 ≤ j ≤ s}∪PA

such that it is Q-linearly independent modulo Q[n] +R and {q(n)λ} has a canonical pp-form

with respect to B(A′). (We are assuming that M = 1. See Remark 2.8, item 4.)

Let us consider the expressionW = cjλn
i{vβ1}d1 · · · {vβm}dm (which is a part of formula (3.5)).

In view of Lemma 3.4, there are two possibilities:

(1) there is s with 1 ≤ s ≤ m such that cjλn
i{vβ1}d1 · · · {vβs−1}ds−1 = vβ′ for some β′ ∈ B(A′)

and β′ < βs, so cjλn
i{vβ1}d1 · · · {vβm}dm = vβ′{vβs}ds · · · {vβm}dm with β′ < βs

(2) there is γ ∈ B(A′) such that vγ = cjλn
i{vβ1}d1 · · · {vβm}dm

For case (2), a canonical form of {cjλni{vβ1}d1 · · · {vβm}dm} is {vγ}.

For case (1), apply identity (2.15):

vβ′{vβs}ds · · · {vβm}dm ≡ {vβ′}{vβs}ds · · · {vβm}dm

−
m∑
i=s

divβi
{vβ′}{vβi

}di−1
∏

s≤j≤m,j ̸=i

{vβj
}dj

 (3.6)

+ w(n),

where w(n) is the sum of terms with complexity lower than the complexity of the term

cjλn
i{vβ1}d1 · · · {vβm}dm−1. In the sum

m∑
i=s

(
divβi

{vβ′}{vβi
}di−1

∏
s≤j≤m,j ̸=i

{vβj
}dj
)
, consider

the term for i = m:

dmvβm{vβ′}
∏

s≤j≤m−1

{vβj
}dj{vβm}dm−1.
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Since β′ < βm, by Lemma 3.4 we have vβm{vβ′} = vβ′′ for some β′′ > βm. Using Lemma 3.4

again, we conclude that there is γm ∈ B(A′) such that vγm = vβm{vβ′}
∏

s≤j≤m−1{vβj
}dj{vβm}dm−1.

Let s0 ≥ s be the minimal natural number such that if i ≥ s0, then there is γi ∈ B(A′) such

that

vγi = vβi
{vβ′}{vβi

}di−1
∏

s≤j≤m,j ̸=i

{vβj
}dj .

Let γ = γ(W ) be the maximum of all γi for all s0 ≤ i ≤ m.

Write γ as in (2.2):

γ = [[· · · [δ0,m1δ1], · · · ],mlδl],

where m1, . . . ,ml ∈ N and δ0, . . . , δl ∈ B(A′) are such that δ0, δ1 ∈ A′, δ1 < δ0, δ1 < δ2 < · · · <
δl and δi+1 < [· · · [[δ0,m1δ1], · · · ],miδi] for all i = 1, 2 . . . , l − 1. Note that there is a unique

i ∈ {1, 2, . . . , l} such that δi = β′ and mi = 1. In this case we will say that β′ is a principal

index of γ.

Now let us consider the remaining terms in (3.6), that is, all the terms different from

m∑
i=s0

divβi
{vβ′}{vβi

}di−1
∏

s≤j≤m,j ̸=i

{vβj
}dj

 .

Notice that

(i) for s0 ≤ i ≤ m, {vγi} does not occur in the expression {vβ′}{vβs}ds · · · {vβm}dm .

(ii) the complexity of w(n) is lower than the complexity of vγi for s0 ≤ i ≤ m, and hence, by

Theorem 2.7, {vγi} does not occur in a canonical form of w(n).

(iii) for the expressions divβi
{vβ′}{vβi

}di−1
∏

s≤j≤m,j ̸=i{vβj
}dj with i < s0, one has

divβi
{vβ′}{vβi

}di−1
∏

s≤j≤m,j ̸=i

{vβj
}dj = divη0{vη1}d

′
1 · · · {vηt}d

′
t , (3.7)

where η0, . . . , ηt ∈ B(A′), η0 < η1 < · · · < ηt and d′1, . . . , d
′
t ∈ N. Note that β′ is a

principal index of η0. To get a canonical form for {divη0{vη1}d
′
1 · · · {vηt}d

′
t}, we need to

apply identity (2.15) to the right side of (3.7). In this way we will obtain terms vγ′′ such

that β′ is not a principal index of γ′′, terms with the complexity lower than the complexity

of vγi for s0 ≤ i ≤ m, and terms which are products of closed terms7 each having the

complexity lower than the complexity of vγi for s0 ≤ i ≤ m. [See the treatment of formula

(3.3b) in Example 3.6.]

In this way we get a canonical pp-form with respect to B(A′) \ {γs0 , . . . , γm} for the remaining

terms in (3.6). Hence, for each of the expressions W = cjλn
i{vβ1}d1 · · · {vβm}dm in the formula

7A representation of generalized polynomial u is closed if u = {w} for some w ∈ GP .
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(3.5), there exists γ = γ(W ) ∈ B(A′) such that a canonical form of {cjλni{vβ1}d1 · · · {vβm}dm}
can be written as

r{vγ}+ q(n), (3.8)

where r ∈ Z \ {0} and q(n) has a canonical pp-form with respect to B(A′) \ {γ}.

Now consider those expressions of the form (3.5) which have the highest complexity. If W

is any of these expressions, there is γ(W ) ∈ B(A′) as above. Let γq be the maximum of all

these γ(W ) and let Wq be the expression corresponding to γq. Our assumption on complexity

guarantees that if for some β ∈ B(A′), {vβ} satisfies cmp({vβ}) = cmp({vγq}) and occurs in W

for W ̸=Wq, then vβ ̸= vγq . Then, {q(n)λ} = r{vγq}+ q̃(n), where r ∈ Z \ {0} and q̃(n) has a

canonical pp-form with respect to B(A′)\{γq}. Thus, by Lemma 3.3, q(n)λ is w.d. mod 1.

2

Remark 3.7

While for a general q ∈ AGP the problem of determining/describing all real λ for which

(q(n)λ)n∈Z is w.d. mod 1 is hard, one can solve it completely in some special cases:

1. Let q(t) = akt
k + · · ·+ a1t+ a0 ∈ R[t].

(a) q(n)λ is w.d. mod 1 if and only if aiλ is irrational for some i = 1, 2, . . . , k.

(b) If there are distinct i, j ≥ 1 such that ai
aj

/∈ Q, then [q(n)]λ is w.d. mod 1 if and only if

λ /∈ Q.

(c) If q(n) = αq0(n) + β, where α /∈ Q and q0(n) ∈ Q[n], then [q(n)]λ is w.d. mod 1 if and

only if 1, α, αλ is rationally independent.

Note that 1(a) follows from Weyl’s Theorem. For 1(b) and 1(c), notice that [q(n)]λ = q(n)λ−
λ{q(n)}. Then 1(b) and 1(c) follow from the fact that if q(t) ∈ R[t] has an irrational coefficient

other than constant term, [q(n)]λ is w.d. mod 1 if and only if (q(n), q(n)λ) is well distributed

in [0, 1]2.

The following additional examples are taken from [H1] and [H2].

2. Let α be irrational. If α2 ̸∈ Q, then [αn]nλ is w.d. mod 1 for any irrational λ, but if α2 ∈ Q,

then λ ̸∈ spanQ{1, α} is necessary and sufficient condition for [αn]nλ to be w.d. mod 1.

3. If α, β ∈ R \ {0} and either α/β ∈ Q or (α/β)2 ̸∈ Q then [αn][βn]λ is w.d. mod 1 for all

irrational λ. But if for some c ∈ Q+, α/β =
√
c ̸∈ Q, then λ must be rationally independent

of 1,
√
c for [αn][βn]λ to be w.d. mod 1.

4. For any k ∈ N, k ≥ 3, any α1, . . . , αk ∈ R\{0} and any irrational λ, the sequence

[α1n][α2n] · · · [αkn]λ is w.d. mod 1.
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4 Two more generalizations of Theorem 3.1

This section is devoted to generalizations and extensions of Theorem 3.1. Among other things,

we will prove a multidimensional version of Theorem 3.1 and formulate the multi-parameter

version of Theorem 3.1 which involves adequate generalized polynomials on Zd.

4.1 A multidimensional form of Theorem 3.1

The following result is an extension of Theorem 3.1 and contains Theorem B as a special case.

Theorem 4.1 Let q1, . . . , qk ∈ GP . Then q1, . . . , qk are adequate if and only if for any gener-

alized polynomials h1, . . . , hk, there exists a countable family of proper affine subspaces Bi ⊂ Rk

such that for any (λ1, . . . , λk) /∈
⋃
Bi,

(λ1q1(n) + h1(n), λ2q2(n) + h2(n), . . . , λkqk(n) + hk(n))

is w.d. mod 1 in the k-dimensional torus Tk.

Proof: If one of qi is not adequate, then by Theorem 3.1 qi(n)λ, n ∈ N, is not w.d. mod 1

for uncountably many λ.

In the other direction, suppose that q1, . . . , qk are adequate. By Theorem 2.7, for any general-

ized polynomials q1, . . . , qk, there exist (1) a system of polynomials PA = {pα : α ∈ A} which is

Q-linearly independent modulo Q[n] +R, (2) α1, . . . , αl ∈ B(A), and (3) an infinite subgroup

Λ ⊂ Z with the property that for any translate Λ′ of Λ there are pp-functions fij on [0, 1]l such

that

(i) qj(n) can be written as

qj(n) =

kj∑
i=0

fij({vα1(PA)}, . . . , {vαl
(PA)})ni.

(ii) hj(n) has a canonical pp-form with respect to B(A).

By Lemma 3.5, it is enough to consider the case that Λ = Z and all fij are polynomials. Let

C be the set of all the coefficients of fij . Let c1, . . . , cm ∈ R be rationally independent and

satisfy spanZ{c1, . . . , cm} ⊃ C. Let S ⊂ Rk be the set of all λ1, . . . , λk such that the set

{ci1λi2ni3 | 1 ≤ i1 ≤ m, 1 ≤ i2 ≤ k, 1 ≤ i3 ≤ max
j
kj} ∪ PA

is Q-linearly independent modulo Q[n] + R. Note that the complement of S is a countable

family of proper affine subspaces in Rk. The rest of the proof is analogous to that of Theorem

3.1.

2
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Corollary 4.2 Let q be an adequate generalized polynomial and let h ∈ GP . Then for all but

countably many λ, (q(n)λ+ h(n))n∈N is w.d. mod 1.

4.2 Generalized polynomials of several variables

In this paper we mainly deal with generalized polynomials on Z. However, the main notions

and results can be naturally extended to generalized polynomials on Zd.

A Følner sequence in Zd is a sequence (ΦN ) of finite subsets of Zd such that for every n ∈ Zd,

lim
N→∞

|(ΦN + n)△ΦN |
|ΦN |

= 0.

We say that a mapping u : Zd → R is w.d. mod 1 if for any continuous function f on R/Z and

any Følner sequence (ΦN ),

lim
N→∞

1

|ΦN |
∑

n∈ΦN

f({u(n)}) =
∫ 1

0
f(x) dx.

Let us call a generalized polynomial q : Zd → R adequate if for any A > 0, the set {n ∈ Zd |
|q(n)| < A} has zero density.8

The following extension of Theorem B can be proved by an argument similar to the one which

was used in the proof of Theorem 4.1. (See in this regard item 4 in Remark 2.8.)

Theorem 4.3 Let q1, . . . , qk be generalized polynomials on Zd. Then q1, . . . , qk are adequate if

and only if for any generalized polynomials h1, . . . , hk, there exists a countable family of proper

affine subspaces Bi ⊂ Rk such that for any (λ1, . . . , λk) /∈
⋃
Bi,

(λ1q1(n) + h1(n), λ2q2(n) + h2(n), . . . , λkqk(n) + hk(n))n∈Zd

is w.d. mod 1 in the k-dimensional torus Tk.

5 Uniform distribution of sequences involving primes

In this section we will be concerned with the distribution of values of generalized polynomials

along the primes. Among other things, by utilizing a version of the W -trick from [GT], we will

derive Theorem A′ (see the introductory section) from Theorem 3.1. As in the Introduction, let

P denote the set of primes in N and we will write (q(p))p∈P for (q(pn))n∈N, where (pn)n∈N is

8The density of the set E ⊂ Zd is defined by

lim
N→∞

1

(2N + 1)d

∣∣∣E ∩ {−N, · · · , N}d
∣∣∣ ,

if the limit exists.
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the sequence of primes in the increasing order. The following notation will be used throughout

this section. For N ∈ N, P(N) = P ∩{1, 2, . . . , N}, π(N) = |P(N)|, R(N) = {r ∈ {1, . . . , N} :

gcd(r,N) = 1}. Note that |R(N)| = ϕ(N), where ϕ is the Euler function.

The structure of this section is as follows. In Subsection 5.1 we will derive some results about

the distribution of values of generalized polynomials (including Theorem A′) with the help of

a technical result which is a variation on the theme of W -trick. The proof of this technical

results will be given in Subsection 5.2.

5.1 Distribution of values of (q(p))p∈P

It was shown in [BLei], Corollary 0.26, that, for any generalized polynomial q : Z → R,

lim
N−M→∞

1

N −M

N−1∑
n=M

e2πiq(n) exists. (5.1)

The following theorem (which will be proved in this section) is a P-analogue of (5.1). For

convenience, we write e(x) for e2πix.

Theorem 5.1 Let q be a generalized polynomial. Then

lim
N→∞

1

π(N)

∑
p∈P(N)

e(q(p)) exists . (5.2)

Corollary 5.2 Let U1, . . . , Uk be commuting unitary operators on a Hilbert space H and let

q1, . . . , qk be generalized polynomials Z → Z. Then for f ∈ H

1

N

N∑
n=1

U
q1(pn)
1 · · ·U qk(pn)

k f

converges in norm as N → ∞.

We also prove in this section the following P-version of Theorem 3.1.

Theorem 5.3 (cf. Theorem A′ in Introduction) Let q ∈ AGP . If q(Wn + r)λ is uni-

formly distributed mod 1 for any W ∈ N and r = 1, 2, . . . ,W − 1 with (W, r) = 1, then q(p)λ

is uniformly distributed mod 1. Thus, (q(p)λ)p∈P is uniformly distributed (mod 1) for all but

countably many λ.

Remark 5.4 For a given adequate generalized polynomial q, the sets

S1 = {λ ∈ R : (q(n)λ)n∈N is u.d. mod 1} and S2 = {λ ∈ R : (q(p)λ)p∈P is u.d. mod 1}
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are, in general, distinct.

For example, let q(n) =
√
3n2 +

√
3{n

√
2} and λ = 1

2
√
3
. Then q(n)λ is w.d. mod 1, but

{q(p)λ} ∈ [12 , 1) for all p except p = 2.

On the other hand, let q(n) =
√
2n4 +

(
n− 2[12n]

) √
2
2 (

√
2n− [

√
2n]) +

√
2
2 (

√
2n− [

√
2n]). Note

that

q(n) =


√
2n4 +

√
2
2 {

√
2n} if n ∈ 2Z

√
2n4 +

√
2{
√
2n} if n ∈ 2Z+ 1.

Then q(n) 1√
2
is not uniformly distributed mod1 (indeed it is equidistributed with respect to

f(x) dx, where f(x) = 3
2 for x ∈ [0, 12) and f(x) = 1

2 for x ∈ [12 , 1)) but {q(p) 1√
2
} = {

√
2p} for

p ≥ 3, so it is uniformly distributed mod 1.

We also have the following result.

Theorem 5.5 Let q1, . . . , qk be adequate generalized polynomials and let h1, . . . , hk be any gen-

eralized polynomials. Then there exists a countable family of proper affine subspaces Bi such

that for any (λ1, . . . , λk) /∈
⋃
Bi ⊂ Rk,

(λ1q1(p) + h1(p), λ2q2(p) + h2(p), . . . , λkqk(p) + hk(p))p∈P

is u.d. mod 1 in the k-dimensional torus Tk.

Before giving the proofs of Theorems 5.1 and 5.3, we formulate two technical lemmas. The

first of these lemmas is a classical result allowing one to replace the averages along primes with

the weighted averages involving “the modified von Mangoldt function” Λ′(n) = 1P(n) log n,

n ∈ N.9 The proof of the second lemma will be given in the next subsection.

Lemma 5.6 (see Lemma 1 in [FHK].) For any bounded sequence (vn) of vectors in a normed

vector space,

lim
N→∞

∥∥ 1

π(N)

∑
p∈P(N)

vp −
1

N

N∑
n=1

Λ′(n)vn
∥∥ = 0.

Lemma 5.7 Let q ∈ GP . For ϵ > 0, there is W ∈ N such that for sufficiently large N ,∣∣∣∣∣∣ 1

NW

NW∑
n=1

Λ′(n)e(q(n))− 1

ϕ(W )

∑
r∈R(W )

1

N

N∑
n=1

e(q(Wn+ r))

∣∣∣∣∣∣ < ϵ.

9In the previous sections we used the notation Λ′ for translates of subgroups in Z. There should be, hopefully,

no confusion with the modified von Mangoldt function.

28



Proof of Theorem 5.1 By Lemma 5.6, it is sufficient to show that the sequence

aN :=
1

N

N∑
n=1

Λ′(n)e(q(n))

is a Cauchy sequence.

By Lemma 5.7, for given ϵ > 0, we can find W such that if N is sufficiently large,∣∣∣∣∣∣ 1

NW

NW∑
n=1

Λ′(n)e(q(n))− 1

ϕ(W )

∑
r∈R(W )

1

N

N∑
n=1

e(q(Wn+ r))

∣∣∣∣∣∣ < ϵ.

Note that for each W and r, q̃(n) = q(Wn + r) is a generalized polynomial, so by Corollary

0.26 in [BLei], 1
N

∑N
n=1 e(q(Wn+ r)) converges. Thus,

lim
N→∞

1

ϕ(W )

∑
r∈R(W )

1

N

N∑
n=1

e(q(Wn+ r))

exists. Therefore, for sufficiently large N1, N2 ≥ N ,∣∣∣∣∣∣ 1

ϕ(W )

∑
r∈R(W )

1

N1

N1∑
n=1

e(q(Wn+ r))− 1

ϕ(W )

∑
r∈R(W )

1

N2

N2∑
n=1

e(q(Wn+ r))

∣∣∣∣∣∣ < ϵ,

so |aN1W − aN2W | < 3ϵ. Now we can see that (an)n∈N is a Cauchy sequence from the following

observation: for NW ≤M < (N + 1)W ,

aM =
NW

M
aNW +

1

M

M∑
n=NW+1

Λ′(n)e(q(n))

and

∣∣∣∣∣ 1
M

M∑
n=NW+1

Λ′(n)e(q(n))

∣∣∣∣∣ ≤ W logM
M since Λ′(k) ≤ log k.

2

Proof of Corollary 5.2 By spectral theorem, without loss of generality, we can assume that

H = L2(X) for some measure space X and Ujf(x) = e2πiϕj(x)f(x) for a.e. x ∈ X, where ϕj

are measurable real-valued functions on X. Then

U
q1(pn)
1 · · ·U qk(pn)

k f(x) = e2πi(q1(pn)ϕ1(x)+···+qk(pn)ϕk(x))f(x).

Note that by Theorem 5.1 the sequence 1
N

N∑
n=1

e2πi((q1(pn)ϕ1(x)+···+qk(pn)ϕk(x))f(x) converges for

almost every x ∈ X, so it converges in norm.

2

Proof of Theorem 5.3 Note that q(Wn+ r) is adequate for any W ∈ N and r = 1, . . . ,W .

Thus, there exists a countable set AW,r such that (q(Wn+ r)λ)n∈N is u.d. mod 1 for λ /∈ AW,r.
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Let A =
⋃∞

W=1

⋃
r∈R(W )AW,r. It is sufficient to show that if λ /∈ A, then for any nonzero

integer a,

lim
N→∞

1

N

N∑
n=1

Λ′(n)e(aq(n)λ) = 0.

Again, by Lemma 5.7, for given ϵ > 0, we can find W such that if N is sufficiently large,∣∣∣∣∣∣ 1

NW

NW∑
n=1

Λ′(n)e(aq(n)λ)− 1

ϕ(W )

∑
r∈R(W )

1

N

N∑
n=1

e(aq(Wn+ r)λ)

∣∣∣∣∣∣ < ϵ.

Since q(Wn+ r)λ is u.d. mod 1, for sufficiently large N ,∣∣∣∣∣ 1N
N∑

n=1

e(aq(Wn+ r)λ)

∣∣∣∣∣ < ϵ,

so, for such N , ∣∣∣∣∣ 1

NW

NW∑
n=1

Λ′(n)e(aq(n)λ)

∣∣∣∣∣ < 2ϵ.

Since ϵ is arbitrarily small, one has

lim
N→∞

1

N

N∑
n=1

Λ′(n)e(aq(n)λ) = lim
N→∞

1

NW

NW∑
n=1

Λ′(n)e(aq(n)λ) = 0.

2

5.2 Proof of Lemma 5.7

In this subsection we utilize a version of Green-Tao techniques from [Sun] to derive Lemma 5.7

(see [Sun], Proposition 3.2 and [BLeiS], Lemma 7.4).

Let us recall first some basic notions and facts regarding nilmainfolds and nilrotations. (See

[Mal] and [BLei] for more details.) A nilmanifold X is a compact homogeneous quotient space

of a nilpotent Lie group G, that is, X = G/Γ where Γ is a closed, co-compact subgroup of G.

A nilrotation of X is a translation by an element of G.

It is shown in [BLei] that any bounded generalized polynomial is “generated” by an ergodic

nilrotation. To give a precise formulation, we need the notion of piecewise polynomial mapping

on a nilmanifold. Given a connected nilmanifold X, there is a bijective coordinate mapping

τ : X → [0, 1)k. While, in general, τ may not be continuous, τ−1 is continuous. A mapping

f : X → Rl is called piecewise polynomial if the mapping f ◦ τ−1 : [0, 1)k → Rl is piecewise

polynomial, that is, there exist a partition [0, 1)k = L1 ∪ · · · ∪ Lr and polynomial mappings

P1, . . . , Pr : Rk → Rl such that each Lj is determined by a system of polynomial inequalities

and f ◦ τ−1 agrees with Pj on Lj . For a non-connected nilmanifold X, f is called piecewise

polynomial if it is a piecewise polynomial on every connected component of X.
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Proposition 5.8 (cf. Theorem A in [BLei]) For any bounded generalized polynomial u :

Z → R, there is an ergodic Z-action ψ generated by a nilrotation on X, a piecewise polynomial

mapping f : X → Rl and a point x ∈ X such that

u(n) = f(ψ(n)x), n ∈ Z.

Nilmanifolds are characterized by the nilpotency class and the number of generators of G; for

any D,L ∈ N there exists a universal, “free” nilmanifold ND,L of nilpotency class D, with L

generators such that any nilmanifold of class ≤ D and with ≤ L generators is a factor10 of ND,L

([Lei1]). A basic nilsequence is a sequence of the form η(n) = g(ψ(n)x) where g is a continuous

function on a nilmanifold X, x ∈ X and ψ : Z → G is a nilrotation of X. We may always

assume that X = ND,L for some D and L; the minimal such D is said to be the nilpotency

class of η. Given D,L ∈ N and M > 0, we will denote by LD,L,M the set of basic nilsequences

η(n) = g(ψ(n)x) where the function g ∈ C(ND,L) is Lipschitz with constant M and |g| ≤ M .

(A smooth metric on each nilmanifold ND,L is assumed to be chosen.)

Following [GT], forW, r ∈ N we define Λ′
W,r(n) =

ϕ(W )
W Λ′(Wn+r), n ∈ N, where ϕ is the Euler

function. We will denote byW the set of integers of the formW =
∏

p∈P(m)

p,m ∈ N. It is proved

in [GT] that “the W -tricked von Mangoldt sequences Λ′
W,r are orthogonal to nilsequences”:

Proposition 5.9 (cf. Proposition 10.2 from [GT]) For any D,L ∈ N and M > 0,

lim
W∈W
W→∞

lim sup
N→∞

sup
η∈LD,L,M

r∈R(W )

∣∣∣ 1
N

N∑
n=1

(Λ′
W,r(n)− 1)η(n)

∣∣∣ = 0.

To prove Lemma 5.7, we need to study the behavior of the following sequence:

1

N

N∑
n=1

(Λ′
W,r(n)− 1)e(q(Wn+ r)).

We can write e(q(n)) = f(ψ(n)x), where ψ is an ergodic nilrotation and f is a Riemann-

integrable function with ∥f∥u = supx |f(x)| ≤ 1, so now we need to extend Proposition 5.9

to this case. In order to get this generalization, we will utilize a result on well-distribution of

orbits of nilrotations which was obtained in [Lei1]. A sub-nilmanifold Y of X is a closed subset

of X of the form Y = Hx, where x ∈ X and H is a closed subgroup of G. It is proven in [Lei1]

that the sequence (ψ(n)x) is well-distributed in a union of sub-nilmanifolds of X.

Proposition 5.10 (c.f. Theorem B in [Lei1]) For a nilrotation ψ on X and x ∈ X, there

exist a connected closed subgroup H of G and points x1, x2, . . . , xk ∈ X, not necessarily distinct,

10Given two nilmanifolds X1 = G1/Γ1 and X2 = G2/Γ2, a surjective mapping X1 → X2 turns X2 into a factor

of X1 if it is induced by a homomorphism ϕ : G1 → G2 with ϕ(Γ1) ⊂ Γ2.
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such that the sets Yj = Hxj , j = 1, 2, . . . , k, are closed sub-nilmanifolds of X, Orb(x) =

{ψ(n)x}n∈Z =
⋃k

j=1 Yj, the sequence ψ(n)x, n ∈ Z, cyclically visits the sets Y1, . . . , Yk and for

each j = 1, 2, . . . , k the sequence {ψ(j + nk)x}n∈Z is well-distributed in Yj.
11

Proposition 5.11 If f is Riemann-integrable with ∥f∥u ≤ 1, then

lim
W∈W
W→∞

lim sup
N→∞

sup
r∈R(W )

∣∣∣ 1
N

N∑
n=1

(Λ′
W,r(n)− 1)f(ψ(Wn+ r)x)

∣∣∣ = 0. (5.3)

Proof: Since f can be written as f = f1 − f2 + i(f3 − f4) with 0 ≤ fi ≤ 1, it is enough to

show (5.3) for f with 0 ≤ f ≤ 1.

For any ϵ > 0, one can find smooth functions g1, g2 on X such that (i) 0 ≤ g1 ≤ f ≤ g2, (ii)∫
Yj
(g2 − g1) dµj ≤ ϵ (recall that µj is the Haar measure on Yj for j = 1, 2, . . . , k).

For W and r, write g1,W,r(n) = g1(ψ(Wn+ r)x) and g2,W,r(n) = g2(ψ(Wn+ r)x). Note that

(Λ′
W,r(n)− 1)f(ψ(Wn+ r)x) ≤ Λ′

W,r(n)g2,W,r(n)− g1,W,r(n)

= (Λ′
W,r(n)− 1)g2,W,r(n) + (g2,W,r(n)− g1,W,r(n)).

By Proposition 5.9,

lim
W∈W
W→∞

lim sup
N→∞

sup
r∈R(W )

∣∣ 1
N

N∑
n=1

(Λ′
W,r(n)− 1)g2,W,r(n)

∣∣ = 0.

For given W and r, let aj ≡ Wj + r (mod k) for 1 ≤ j ≤ k. Thus, ψ(W (kn+ j) + r)x) ∈ Yaj
for n ∈ Z. Moreover, since H is connected, {ψ(W (kn+ j) + r)x}n∈Z is well-distributed in Yaj .

Hence,

lim
N→∞

1

N

N∑
n=1

(g2,W,r(kn+ j)− g1,W,r(kn+ j)) =

∫
Yaj

(g2 − g1) dµYaj
≤ ϵ,

and

lim
N→∞

1

N

N∑
n=1

(g2,W,r(n)− g1,W,r(n)) =
1

k

k∑
j=1

lim
N→∞

1

N

N∑
n=1

(g2,W,r(kn+ j)− g1,W,r(kn+ j)) ≤ ϵ.

Therefore,

lim sup
W∈W
W→∞

lim sup
N→∞

sup
r∈R(W )

1

N

N∑
n=1

(Λ′
W,r(n)− 1)f(ϕ(Wn+ r)x) ≤ ϵ.

11A sequence (xn)n∈N is said to be well-distributed in Yj if for any open subset U of Yj with µj(∂U) = 0

lim
N−M→∞

1

N −M
|{M ≤ n < N : xn ∈ U}| = µj(Y ),

where µj is the Haar measure on Yj .
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Similarly,

(Λ′
W,r(n)− 1)f(ψ(Wn+ r)x) ≥ (Λ′

W,r(n)− 1)g1,W,r(n)−
(
g2,W,r(n)− g1,W,r(n)

)
,

so

lim inf
W∈W
W→∞

lim inf
N→∞

inf
r∈R(W )

1

N

N∑
n=1

(Λ′
W,r(n)− 1)f(ϕ(Wn+ r)x) ≥ −ϵ.

Hence,

lim
W∈W
W→∞

lim sup
N→∞

sup
r∈R(W )

∣∣∣ 1
N

N∑
n=1

(Λ′
W,r(n)− 1)f(ψ(Wn+ r)x)

∣∣∣ = 0.

2

Now we are in position to prove Lemma 5.7.

Proof of Lemma 5.7 By Proposition 5.11, for any ϵ > 0, we can choose W ∈ W such that

for any r ∈ R(W ) and for large enough N ,∣∣∣∣∣ 1N
N∑

n=1

(Λ′
W,r(n)− 1) e(q(Wn+ r))

∣∣∣∣∣ < ϵ,

and so ∣∣∣∣∣ 1

NW

N∑
n=1

Λ′(Wn+ r)e(q(Wn+ r))− 1

Nϕ(W )

N∑
n=1

e(q(Wn+ r))

∣∣∣∣∣ < ϵ

ϕ(W )
.

Note that Λ′(Wn+ r) = 0 if r /∈ R(W ). Thus, we have∣∣∣∣∣∣ 1

NW

NW∑
n=1

Λ′(n)e(q(n))− 1

ϕ(W )

∑
r∈R(W )

1

N

N∑
n=1

e(q(Wn+ r))

∣∣∣∣∣∣ < ϵ.

2

6 Recurrence along adequate generalized polynomials

6.1 Sets of recurrence

In this subsection we prove Theorems D and E and also establish new results about the so

called van der Corput sets (see Definition 6.2) and FC+ sets (see Definition 6.6).

First, we will recall some relevant definitions. As before, we will find it convenient to use the

following notation: e(x) = e2πix, ∥x∥ = dist(x,Z), and [M,N ] = {M,M + 1, . . . , N}.

Definition 6.1 A set D ⊂ Z is
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1. a set of recurrence if given any invertible measure preserving transformation T on a

probability space (X,B, µ) and any set A ∈ B with µ(A) > 0, we have

µ(A ∩ T−dA) > 0

for infinitely many d ∈ D.

2. a set of strong recurrence if given any invertible measure preserving transformation

T on a probability space (X,B, µ) and any set A ∈ B with µ(A) > 0, we have

lim sup
d∈D,|d|→∞

µ(A ∩ T−dA) > 0.

3. an averaging set of recurrence if given any invertible measure preserving transforma-

tion T on a probability space (X,B, µ) and any set A ∈ B with µ(A) > 0, we have

lim sup
N→∞

1

|D ∩ [−N,N ]|
∑

d∈D∩[−N,N ]

µ(A ∩ T−dA) > 0.

4. a set of nice recurrence if given any invertible measure preserving transformation T

on a probability space (X,B, µ), any set A ∈ B with µ(A) > 0 and any ϵ > 0, we have

µ(A ∩ T−dA) ≥ µ2(A)− ϵ

for infinitely many d ∈ D.

Definition 6.2 A set D ⊂ Z\{0} is a van der Corput set (vdC set) if for any sequence

(un)n∈N of complex numbers of modulus 1 such that

∀d ∈ D, lim
N→∞

1

N

N∑
n=1

un+dun = 0

we have

lim
N→∞

1

N

N∑
n=1

un = 0.

Remark 6.3 In this definition, we assume un+d = 0 if n+ d ≤ 0. Alternatively, one can work

with bi-infinite sequence (un)n∈Z instead of (un)n∈N and use the averages 1
2N+1

∑N
n=−N instead

of 1
N

∑N
n=1.

The following theorem provides a convenient spectral characterization of van der Corput sets

and motivates the introduction of the notion of FC+ sets in Definition 6.6 below.

Theorem 6.4 (cf. Theorem 1.8 in [BLes])

Let D ⊂ Z\{0}. The following statements are equivalent:
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1. D is a van der Corput set.

2. If σ is a positive measure on T such that σ̂(d) = 0 for all d ∈ D, then σ({0}) = 0.

3. If σ is a positive measure on T such that σ̂(d) = 0 for all d ∈ D, then σ is continuous.

Remark 6.5 The equivalence of statements of 2 and 3 follows from the fact that a translation

of a measure does not change the modulus of its Fourier coefficients: For a measure σ and

x0 ∈ T, let σ′(E) = σ(E − x0). Then σ̂′(n) = e(nx0)σ̂(n).

Definition 6.6 (cf. Definitions 2, 7, and 11 in [BLes])

1. An infinite set D of integers is a FC+ set if any positive finite measure σ on the torus

T with lim|d|→∞,d∈D σ̂(d) = 0 is continuous.

2. An infinite set D of integers is a nice FC+ set if for any positive finite measure σ on

the torus T,
σ({0}) ≤ lim sup

|d|→∞,d∈D
|σ̂(d)|.

3. An infinite set D of integers is a density FC+ set if every positive finite measure σ on

the torus T such that

lim
N→∞

1

|D ∩ [−N,N ]|
∑

d∈D∩[−N,N ]

|σ̂(d)| = 0

is continuous.

Remark 6.7

1. (cf. Theorem 1.8 or Propositions 3.5, 3.7, 3.9 in [BLes]) It is known that if D is a van

der Corput set, a FC+ set, a nice FC+ set and a density FC+ set respectively, then it is

a set of recurrence, a set of strong recurrence, a set of nice recurrence and an averaging

set of recurrence respectively.

2. (cf. Theorem 2.1 and Question 1 in [BLes]) If D is a FC+ set, then it is a van der

Corput set. However, it is not known whether there exists a van der Corput set which is

not a FC+ set.

3. D = (P − 1)
⋃
(4N + 1) is a nice FC+ set, but not a density FC+ set. (This gives a

negative answer to Question 7 in [BLes].)

The following result provides a criterion for a set to be a FC+ set, which is a generalization of

Propositions 1.19, 2.11 from [BLes] and Lemma 4.1 from [BKMST].
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Proposition 6.8 Let D ⊂ Z. Suppose that A is a countable subset of T that satisfies

1. A =
⋃∞

k=1Ak with Ak ⊂ Ak+1 and |Ak| <∞.

2. For any k ∈ N and ϵ > 0, there exists a sequence (bn)n∈N with bn ∈ D and |bn| ↑ ∞ such

that

(i) ∥bna∥ < ϵ for any a ∈ Ak and for any n ∈ N

(ii) (bnx)n∈N is u.d. mod 1 for any x /∈ A

Then D is a nice FC+ set. Moreover, if {bn : n ∈ N} can be chosen so that, in addition to (i)

and (ii), it has positive upper density in D meaning that

lim sup
N→∞

|{bn : n ∈ N} ∩ [−N,N ]|
|D ∩ [−N,N ]|

> 0, (6.1)

then D is a density FC+ set.

Proof: Note that condition 2(ii) implies that 0 ∈ A. In order to prove that D is a nice FC+

set, we need to show that, for any positive finite measure σ on T,

σ({0}) ≤ lim sup
d∈D,|d|→∞

|σ̂(d)|.

By condition 1, for any ϵ > 0, we can find Ak such that σ(Ak) ≥ σ(A)−ϵ. By condition 2, there

exists a sequence (bn)n∈N such that ∥bna∥ < ϵ
2π for all a ∈ Ak and (bnx)n∈N is u.d. mod 1 for

any x /∈ A.

Define fN (x) = 1
N

N∑
n=1

e(bnx). Then lim
N→∞

fN (x) = 0 if x ∈ Ac and lim sup
N→∞

|fN (x) − 1| ≤ ϵ if

x ∈ Ak. Since A is countable, we can choose a subsequence (Nj)j∈N such that lim
j→∞

fNj (x)

exists for every x ∈ A, and hence for every x ∈ [0, 1). Let f(x) := lim
j→∞

fNj (x). Note that

0 ≤ |f(x)| ≤ 1 for all x and f(x) = 0 for x ∈ T\A.

By the dominated convergence theorem,∫
T
f(x) dσ(x) = lim

j→∞

1

Nj

Nj∑
n=1

∫
T
e(bnx) dσ = lim

j→∞

1

Nj

Nj∑
n=1

σ̂(bn). (6.2)

Denoting Bk = A\Ak, we have∣∣∣∣∫
T
f(x) dσ

∣∣∣∣ =
∣∣∣∣∣
∫
Ak

f(x) dσ +

∫
Bk

f(x) dσ +

∫
T\A

f(x) dσ

∣∣∣∣∣
=

∣∣∣∣∫
Ak

f(x) dσ +

∫
Bk

f(x) dσ

∣∣∣∣ ≥ ∣∣∣∣∫
Ak

f(x) dσ

∣∣∣∣− ∫
Bk

|f(x)| dσ

≥ σ(Ak)− σ(Bk)− ϵσ(Ak), (6.3)
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since ∣∣∣∣∫
Ak

f(x) dσ

∣∣∣∣ ≥ ∫
Ak

1 dσ −
∫
Ak

|1− f(x)| dσ ≥ σ(Ak)− ϵσ(Ak).

Also we have

lim sup
d∈D,|d|→∞

|σ̂(d)| ≥ lim sup
n→∞

|σ̂(bn)|

≥ lim sup
j→∞

1

Nj

Nj∑
n=1

|σ̂(bn)| ≥

∣∣∣∣∣∣ limj→∞

1

Nj

Nj∑
n=1

σ̂(bn)

∣∣∣∣∣∣ . (6.4)

From formulas (6.2), (6.3) and (6.4), we get

σ(Ak)− σ(Bk)− ϵσ(Ak) ≤ lim sup
d∈D,|d|→∞

|σ̂(d)|.

Since Ak ⊂ Ak+1, A =
⋃

k Ak and Bk = A\Ak, lim
k→∞

σ(Ak) = σ(A) and lim
k→∞

σ(Bk) = 0. Since

ϵ can be taken to be arbitrarily small, we have

σ({0}) ≤ σ(A) ≤ lim sup
d∈D,|d|→∞

|σ̂(d)|.

It remains to show that, under the condition (6.1), D is a density FC+ set. In view of Remark

6.5 it is enough to show that if a positive finite measure σ on T satisfies

lim
N→∞

1

|D ∩ [−N,N ]|
∑

d∈D∩[−N,N ]

|σ̂(d)| = 0,

then σ({0}) = 0.

Since {bn} has positive upper density in D, for any increasing sequence (Mj)j∈N we have

lim
j→∞

1

Mj

Mj∑
n=1

|σ̂(bn)| = 0.

Now we utilize the same argument as above and get, from (6.2) and (6.3),

σ(Ak)− σ(Bk)− ϵσ(Ak) ≤ 0.

Taking k → ∞ and ϵ→ 0, we get σ({0}) = 0.

2

Remark 6.9 Proposition 6.8 is a generalization of Proposition 1.19 in [BLes] (and of Lemma

4.1 in [BKMST]), where the case A =
⋃

k Ak with Ak = { a
k! : a ∈ Z, 0 ≤ a < k!} was considered.

We will now turn our attention to nice FC+ and density FC+ sets which can be constructed

with the help of integer-valued adequate generalized polynomials. But first we establish the

following useful criterion.
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Proposition 6.10 Let (an)n∈N be a sequence of integers such that

1. for any k ∈ N, any α1, . . . , αk ∈ R, and any ϵ > 0, the set {n ∈ N | ∥anαi∥ < ϵ, i =

1, . . . , k} has positive lower density12

2. there exists a countable set A ⊂ R such that (anx)n∈N is u.d. mod 1 for any x /∈ A.

Then {an : n ∈ N} is a nice FC+ set and a density FC+ set.

Proof: Without loss of generality we assume that A is a Q-vector space. Write A = {αj :

j ∈ N} and Ak = {αj : 1 ≤ j ≤ k}. For any ϵ > 0 and k ∈ N, let

Rϵ,k := {(x1, x2, . . . , xk) ∈ [0, 1)k : ∥xj∥ < ϵ, j = 1, 2, . . . , k}.

Let (bn)n∈N be an enumeration of the elements of Bϵ,k := {an ∈ N : (anα1, . . . , anαk) ∈ Rϵ,k}
such that |bn| is increasing. Let Cϵ,k := {n : an ∈ Bϵ,k}, which is of positive lower density by

condition 1. Obviously (bn)n∈N satisfies condition 2(i) in Proposition 6.8.

It remains to show that (bn)n∈N satisfies condition 2(ii) in Proposition 6.8. Let β ̸∈ A and

h0 ∈ Z\{0}. Note that an(h0β +
∑k

j=1mjαj) /∈ A for any (m1, . . . ,mk) ∈ Zk since A is a

Q-vector space. Thus, for any continuous function g(x1, . . . , xk) on [0, 1]k,

lim
N→∞

∣∣∣∣∣ 1N
N∑

n=1

e2πih0anβg(anα1, . . . , anαk)

∣∣∣∣∣ = 0 (6.5)

since any continuous function which can be uniformly approximated by linear combination of

exponential functions. Moreover equation (6.5) still holds for any Riemann integrable function

g, so we have

lim
N→∞

∣∣∣∣∣ 1N
N∑

n=1

e2πih0bnβ

∣∣∣∣∣ ≤ 1

d(Cϵ,k)
· lim
N→∞

∣∣∣∣∣ 1N
N∑

n=1

e2πih0anβ1Rϵ,k
(anα1, . . . , anαk)

∣∣∣∣∣ = 0.

Thus, (bn)n∈N satisfies condition 2(ii) in Proposition 6.8, so we are done.

2

The following result is an immediate consequence of Theorem 3.1 and Proposition 6.10.

Theorem 6.11 Let q ∈ AGP with q(Z) ⊂ Z. If for any k ∈ N, any α1, . . . , αk ∈ R, and

any ϵ > 0, the set {n ∈ N | ∥q(n)αi∥ < ϵ, i = 1, . . . , k} has positive upper density, then

{q(n) | n ∈ N} is a nice FC+ set and a density FC+ set.

12The lower density d(E) of a set E ⊂ N is defined by

d(E) := lim inf
N→∞

|E ∩ {1, 2, . . . , N}|
N

.
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Remark 6.12 It is known that for any α1, . . . , αk ∈ R, the density of the set {n ∈ N |
∥q(n)αi∥ < ϵ, i = 1, . . . , k} exists. (This follows, for example, from Theorems A and B in

[BLei].) On the other hand, the set {n ∈ N | ∥q(n)αi∥ < ϵ, i = 1, . . . , k} may be finite (in

particular, empty) or have zero density:

(i) Let q1(n) = [[αn] cα ], where α > 1 is an irrational number and c ∈ N with c > α
α−1 . Then

{n ∈ N | ∥q1(n)1c∥ <
1
2c} = ∅ and {n ∈ N | ∥q1(n− 2)1c∥ <

1
2c} = {2} (finite).

(ii) Let q2(n) = 2n2 − 1 + [1 − {[{αn}n]β}], where α =
∑∞

j=1 10
−j! and β is an irrational

number. Then

q2(n) =

{
2n2 if {αn} < 1

n

2n2 − 1 otherwise

Thus the set {n ∈ N | ∥q2(n)12∥ <
1
4} is infinite but has zero density. In fact, {q2(n) |

n ∈ N} is a set of recurrence but not a set of averaging recurrence. (see Example 6.23

for more details)

The family of adequate generalized polynomials which satisfy the condition of Theorem 6.11 is

quite large. First, it includes all (conventional) intersective polynomials (see the condition (i) in

Theorem 1.2). It also includes the class AGP ∩GPad, where GPad is the set of admissible gener-

alized polynomials which was introduced in [BKM]. The family GPad is defined as the smallest

subset of the generalized polynomials that includes q(n) = n, is closed under addition, is an

ideal in the space of all generalized polynomials, (i.e. is such that if q1 ∈ GPad and q2 ∈ GP

then q1q2 ∈ GPad) and has the property that for all l ∈ N, α1, . . . , αl ∈ R, q1, . . . , ql ∈ GPad

and 0 < β < 1, [
∑l

i=1 αiqi(n) + β] ∈ GPad. For example, if q(n) is an integer-valued adequate

generalized polynomial and l ∈ N, then q(n)nl (is admissible and) satisfies the condition of

Theorem 6.11. (The fact that admissible generalized polynomials are “good” for Theorem 6.11

follows from Theorem A in [BKM].) There are also non-admissible adequate generalized poly-

nomials which satisfy the condition of Theorem 6.11. For example, if α > 1 is irrational, and

0 < c < α
[α] , c ∈ Q, then both q1(n) = [[αn] cα ] and q2(n) = [[αn] cα ]

2 satisfy the condition of

Theorem 6.11 (see Proposition 4.1 in [BH]), but they are not admissible. Curiously, if the

rational number c satisfies α
[α] ≤ c < α

α−1 then only q2 satisfies the condition of Theorem 6.11.

See also Section 6.2, where necessary and sufficient conditions for [q(n)], where q(n) ∈ R[n]

has at least one irrational coefficient other than constant term, to be good for Theorem 6.11

are established.

Corollary 6.13 If q ∈ AGP with q(Z) ⊂ Z, then the following are equivalent:

(i) For any d ∈ N, any translation T on Td and any ϵ > 0,

lim
N→∞

|{1 ≤ n ≤ N : ∥T q(n)(0)∥ < ϵ}|
N

> 0.

39



(ii) {q(n) : n ∈ N} is an averaging set of recurrence for finite dimensional toral translations.

(iii) {q(n) : n ∈ N} is an averaging set of recurrence.

(iv) {q(n) : n ∈ N} is a “uniform averaging set of recurrence”: For any invertible probability

measure preserving system (X,B, µ, T ) and any A ∈ B with µ(A) > 0,

lim
N−M→∞

1

N −M

N−1∑
n=M

µ(A ∩ T−q(n)A) > 0.

(v) {q(n) : n ∈ N} is a density FC+ set.

Proof: By Theorem 6.11, (i) implies (v) and it is obvious that (v) ⇒ (iii) ⇒ (ii) ⇒ (i).

The equivalence of (iii) and (iv) is the consequence of the fact (obtained in [BLei]) that

lim
N−M→∞

1

N −M

N−1∑
n=M

µ(A ∩ T−q(n)A)

exists.

2

By Furstenberg’s correspondence principle (see, for example, Theorem 1.1 in [B]), given any

E ⊂ Z with d∗(E) > 0 there exist an invertible measure preserving system (X,B, µ, T ) and

A ∈ B with µ(A) = d∗(E) such that for any n ∈ Z one has

d∗(E ∩ E − n) ≥ µ(A ∩ T−nA).

Thus we have the following combinatorial result:

Corollary 6.14 Let q ∈ AGP with q(Z) ⊂ Z. The following are equivalent:

(i) For any d ∈ N, for any translation T on a finite dimensional torus Td and for any ϵ > 0,

lim
N→∞

|{1 ≤ n ≤ N : ∥T q(n)(0)∥ < ϵ}|
N

> 0.

(ii) For any E ⊂ N with d∗(E) > 0,

lim inf
N−M→∞

1

N −M

N−1∑
n=M

d∗(E ∩ (E − q(n))) > 0.

Proof: Let Aϵ := {t ∈ Td : ∥t∥ < ϵ}. Note that

|{1 ≤ n ≤ N : ∥T q(n)(0)∥ < ϵ}|
N

=
1

N

N∑
n=1

1Aϵ(T
q(n)(0)),
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so the limit of formula in (i) exists.

(i) ⇒ (ii) follows from Corollary 6.13 and Furstenberg’s correspondence principle.

Now let us prove (ii) ⇒ (i). Let E = {n : ∥Tn(0)∥ < ϵ/2}. Note that

d∗(E ∩ (E − q(n))) > 0 ⇒ E ∩ (E − q(n)) ̸= ∅

⇔ ∥Tm(0)∥, ∥Tm+q(n)(0)∥ < ϵ/2 for some m

⇒ ∥T q(n)(0)∥ < ϵ.

Thus we have

1Aϵ(T
q(n)(0)) ≥ d∗(E ∩ (E − q(n))),

so (i) follows from (ii).

2

The next theorem and its corollary deal with adequate generalized polynomials along the primes

and follow immediately from Theorem 5.3 and Proposition 6.10. For examples of generalized

polynomials which are good for Theorem 6.15, see Remark 6.20.

Theorem 6.15 Let q ∈ AGP with q(Z) ⊂ Z. If for any k ∈ N and any α1, . . . , αk ∈ R, {n ∈
N | ∥q(pn)αi∥ < ϵ, i = 1, . . . , k} has positive upper density for any ϵ > 0, then {q(pn) | n ∈ N}
is a nice FC+ set and a density FC+ set.

Corollary 6.16 If q ∈ AGP with q(Z) ⊂ Z, then the following are equivalent:

(i) For any d ∈ N, for any translation T on a finite dimensional torus Td and for any ϵ > 0,

lim
N→∞

|{1 ≤ n ≤ N : ∥T q(pn)(0)∥ < ϵ}|
N

> 0.

(ii) {q(p) : p ∈ P} is an averaging set of recurrence for finite dimensional toral translations.

(iii) {q(p) : p ∈ P} is an averaging set of recurrence.

(iv) {q(p) : p ∈ P} is a density FC+ set.

(v) For any E ⊂ N with d∗(E) > 0,

lim inf
N→∞

1

N

N∑
n=1

d∗(E ∩ (E − q(pn))) > 0.

6.2 Recurrence properties of [q(n)], where q(n) ∈ R[n]

Let q(n) ∈ R[n] and assume that it has at least one irrational coefficient other than the constant

term. In this subsection we establish necessary and sufficient conditions for [q(n)] to satisfy

the condition of Theorem 6.11.
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Lemma 6.17 Let a, b ∈ N and x ∈ R.

(1) [x] = b[xb ] and {x} = b{x
b } if and only if {x

b } <
1
b .

(2) If 0 < δ < 1
2ab and ∥x

b ∥ < δ then ∥ax∥ = ab∥x
b ∥ < abδ.

Proof: (1) follows since [x] = b
[
x
b

]
+ i and {x} = b{x

b } − i if and only if i
b ≤

{
x
b

}
< i+1

b ,

i = 0, 1, . . . , b− 1.

To show (2) we use that {ax} =
{
abxb

}
= ab

{
x
b

}
− i if and only if i

ab ≤
{
x
b

}
< i+1

ab , i =

0, . . . , ab − 1. If
{
x
b

}
< δ < 1

2ab then i = 0 and {ax} = ab
{
x
b

}
< abδ < 1

2 , which shows

that ∥ax∥ = ab∥x
b ∥. If

{
x
b

}
> 1 − δ so that ∥x

b ∥ = 1 − {x
b }, then i = ab − 1 and {ax} =

ab
{
x
b

}
− (ab− 1) > 1− abδ > 1

2 so that ∥ax∥ = 1− {ax} = ab(1− {x
b }) = ab∥x

b ∥.
2

Proposition 6.18 Let q(n) ∈ R[n] be a polynomial with at least one irrational coefficient other

than the constant term. Then the following are equivalent:

(i) {[q(n)] : n ∈ N} is a set of recurrence.

(ii) {[q(n)] : n ∈ N} is an averaging set of recurrence.

(iii) {[q(n)] : n ∈ N} is a nice FC+ set.

(iv) {[q(n)] : n ∈ N} is a density FC+ set.

(v) q(n) satisfies one of the following two conditions:

(a) q(n) has two coefficients α and β, different from the constant term, such that α/β ̸∈
Q.

(b) q(n) = αq0(n) + β, where α is an irrational number, β ∈ [0, 1] and q0(n) ∈ Z[n] is

intersective (i.e. for all s ∈ N there exists n ∈ N such that s | q0(n)).

Proof: Since (iv) ⇒ (ii) ⇒ (i) and (iii) ⇒ (i), it is enough to prove (v) ⇒ (iii), (v) ⇒ (iv)

and (i) ⇒ (v). Let us first prove (v) ⇒ (iii) and (v) ⇒ (iv) by showing that [q(n)] satisfies the

assumption of Theorem 6.11. Suppose that q(n) satisfies the condition (a). Note that for any

λ ̸= 0, q(n)λ /∈ Q[n]+R, so the sequence q(n)λ is w.d. mod 1. Let γ1, . . . , γk ∈ R and ϵ > 0. By

reordering γ1, . . . , γk, if necessary, we can assume that 1, γ1, . . . , γr are rationally independent

and that γi =
ai0
bi0

+
∑r

j=1
aij
bij
γj , aij ∈ Z, bij ∈ N, i = r + 1, . . . , k. Let bj =

∏k
i=r+1 bij and

cij =
bj
bij

for j = 0, . . . , r. Then we claim that ( q(n)b0
, [q(n)]γ1b1 , . . . , [q(n)]

γr
br
) is w.d. mod 1 in

Rr+1. Indeed, for any (c0, c1, . . . , cr) ∈ Zr+1 \ {(0, 0, . . . , 0)}, we need to show that

an := c0
q(n)

b0
+

r∑
j=1

cj [q(n)]
γj
bj

=

c0
b0

+

r∑
j=1

cj
bj
γj

 q(n)−
r∑

j=1

cjγj{q(n)}
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is w.d. mod 1. If c1 = c2 = · · · = cr = 0, then an = c0
b0
q(n), so obviously (an) is w.d. mod 1.

Otherwise, (an) is w.d. mod 1 by Lemma 3.3, since q(n)( c0b0 +
∑r

j=1
cj
bj
γj) and q(n) are Q-linearly

independent modulo Q[n] +R.

Thus if δ > 0, then the set

Aδ :=
{
n ∈ N | {q(n)

b0
} < 1

b0
, ∥[q(n)]γj

bj
∥ < δ, j = 1, . . . , r

}
has positive density. Now consider sufficiently small δ. By Lemma 6.17, if n ∈ Aδ, then

(i) b0|[q(n)], so ∥ai0
bi0

[q(n)]∥ = 0

(ii) ∥[q(n)]γj aijbij
∥ = ∥[q(n)]γjbj aijcij∥ ≤ ∥[q(n)]γjbj ∥|aij |cij < δ|aij |cij ,

so for i > r, ∥q(n)γi∥ ≤ δ
∑r

j=1 |aij |cij . Hence, Aδ ⊂ {n ∈ N | ∥[q(n)]γi∥ < ϵ, i = 1, . . . , k} if

δ > 0 is sufficiently small.

Now we consider that q(n) satisfies the condition (b). Note that q(n)λ is w.d. mod 1 for all

λ /∈ 1
αQ. Let γ1, . . . , γk ∈ R and ϵ > 0. By reordering γ1, . . . , γk, if necessary, we can assume

that 1, γ1, . . . , γr,
1
α are rationally independent and that γi =

ai0
bi0

+
∑r

j=1
aij
bij
γj+

ai,r+1

bi,r+1

1
α , aij ∈ Z,

bij ∈ N, i = r + 1, . . . , k. Let bj =
∏k

i=r+1 bij for j = 0, . . . , r + 1 and let b = b0br+1.

Note that
(
[q(n)]γ1

b1
, . . . , [q(n)]γrbr

, q(n)b

)
is w.d. mod 1. Indeed, for any non-zero (c1, . . . , cr+1) ∈

Zr+1, we need to show that

an := c1
[q(n)]γ1
b1

+ · · ·+ cr
[q(n)]γr
br

+ cr+1
q(n)

b

=

(
r∑

i=1

ciγi
bi

+
cr+1

b

)
q(n)−

r∑
i=1

ciγi
bi

{q(n)}

is w.d. mod 1. If ci = 0 for all 1 ≤ i ≤ r, then an = cr+1

b q(n) is w.d. mod 1. Otherwise, by

Lemma 3.3 (an) is w.d. mod 1 since
(∑ ciγi

bi
+ cr+1

b

)
q(n) and q(n) are Q-linearly independent

modulo Q[n]+R. Note that if q0(n) ≡ 0 mod a then q0(am+n) ≡ 0 mod a for any m. So the

fact that q0(n) is intersective implies that for each b ∈ N, there exists d such that b|q0(bn+ d)

for all n ∈ N. Let δ > 0 be small. If n satisfies that β−δ
b < { q(bn+d)

b } < min{1
b ,

β+δ
b }, then

1. we have that
{

q(bn+d)
b

}
< 1

b , so { q(bn+d)
bi0

} < 1
bi0

, thus by Lemma 6.17, [q(bn+ d)]ai0bi0
≡ 0

(mod 1)

2. we have that b|q0(bn+ d) and β− δ < {q(bn+ d)} < β+ δ, so ∥[q(bn+ d)] 1
bα∥ <

δ
b|α| since

[q(m)] 1
bα = q0(m)

b + 1
bα(β − {q(m)}) for all m.

Since
(
[q(n)]γ1

b1
, . . . , [q(n)]γrbr

, q(n)b

)
is w.d. mod 1,

Aδ := {n ∈ N | b | q0(n), ∥
[q(n)]γi
bi

∥ < δ, i = 1, . . . , r,
β − δ

b
< {q(n)

b
} < min{1

b
,
β + δ

b
}}
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has positive density for any δ > 0.

Now note that if cij =
bj
bij

, j = 1, . . . , r and ci,r+1 =
b

bi,r+1
for i > r, then

[q(n)]γi = [q(n)]
ai0
bi0

+

r∑
j=1

[q(n)]
aij
bij
γj + [q(n)]

ai,r+1

bi,r+1

1

α

= [q(n)]
ai0
bi0

+

r∑
j=1

[q(n)]
γj
bj
aijcij + [q(n)]

1

bα
ai,r+1ci,r+1.

So if n ∈ Aδ then by Lemma 6.17,

∥[q(n)]γi∥ ≤
r∑

j=1

δ|aij |cij +
δ

b|α|
|ai,r+1|ci,r+1

so that ∥[q(n)]γi∥ < ϵ if δ > 0 is sufficiently small. Hence, for sufficiently small δ > 0, Aδ is

contained in the set E = {n ∈ N | ∥[q(n)]γi∥ < ϵ, i = 1, . . . , k}, so E has positive density.

Now we are proving (i) ⇒ (v): There are two possibilities for q(n):

(1) q(n) = αq1(n) + β1, where α, β1 ∈ R, α irrational, and q1 ∈ Z[x]

(2) q has two coefficients α and β, different from the constant term, such that α/β ̸∈ Q.

The second case corresponds to condition (a).

So it remains to show that for q(n) = αq1(n) + β1, where α, β1 ∈ R, α irrational and q1(n) ∈
Z[n], there must exist β ∈ [0, 1] and an intersective polynomial q0 ∈ Z[n] such that q(n) =

αq0(n) + β. Let γ = 1
α . Suppose that for each ϵ > 0 there exists n ∈ N such that ∥[q(n)] 1α∥ =

∥q1(n) + (β1 − {q(n)}) 1α∥ = ∥(β1 − {q(n)}) 1α∥ < ϵ. This means that for infinitely many n

there exists kn ∈ Z with |kn + (β1 − {q(n)}) 1α | = | 1α(knα + β1 − {q(n)})| < ϵ such that

knα + β1 = {q(n)} + an ∈ [an, an + 1), where an ∈ R, |an| < ϵ|α|. Since this is true for

arbitrarily small ϵ > 0, kn = k eventually, so there must exist k ∈ Z with kα+ β1 ∈ [0, 1]. For

such a k, let β := kα+ β1 and q0(n) := q1(n)− k.

It remains to show that q0(n) is intersective. Let b ∈ N with b > 1. For ϵ > 0, there is

n ∈ N such that both ∥[q(n)] 1α∥ = ∥q0(n) + (β − {q(n)}) 1α∥ = ∥(β − {q(n)}) 1α∥ < ϵ and

∥[q(n)] 1
bα∥ = ∥ q0(n)

b + (β − {q(n)}) 1
bα∥ < ϵ. If ϵ is sufficiently small, this implies that b | q0(n).

Thus, q0(n) must be intersective.

2

Remark 6.19 It follows from the proof of (i) ⇒ (v) in Proposition 6.18, that if {[q(n)] : n ∈
N} is good for every translation on a two dimensional torus, then it is a set of recurrence. Is

it sufficient that {[q(n)] : n ∈ N} is good for translations on one dimensional torus?
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In the following remark we discuss variants of the conditions appearing in Proposition 6.18

when one considers generalized polynomials along the primes.

Remark 6.20 1. If q satisfies the assumption (v) (a) in Proposition 6.18, then the same

argument as in the proof of Proposition 6.18 gives that {[q(p)] : p ∈ P} is a nice FC+

set and a density FC+ set.

2. Let q0(n) ∈ Z[n] with q0(0) = 0 and α ̸= 0. Then for any a ∈ N and any irrational

γ, (q0(pn − 1)γ)n∈N is uniformly distributed mod 1, where pn is the increasing sequence

of prime numbers in the congruence class 1 + aZ. (See Theorem 1.2 in [BLes].) Then

one can employ similar argument as in the proof of Proposition 6.18 to derive that the

sequence ([αq0(p − 1)])p∈P satisfies the assumption in Theorem 6.15, which implies that

{[αq0(p − 1)] : p ∈ P} is a nice FC+ set and a density FC+ set. Similarly, so is

{[αq0(p+ 1)] : p ∈ P}.

3. It may not be easy to find a condition like the assumption (v) (b) in Proposition 6.18 for

{[q(p)] : p ∈ P} and {[q(p− 1)] : p ∈ P} to be a nice FC+ set or a density FC+ set. For

example, let us consider q0(n) = n2 + 4n − 12. We claim that q0(n) is an intersective

polynomial. To see this, let f(n) = q0(4n+ 2). Then f(n) ∈ Z[n] with f(0) = 0, so f(n)

is intersective and so is q0(n). Now let q1(n) =
α
16q0(n), where α is a positive irrational

number satisfying 1
α <

1
32 . Note that [q1(n)]

1
α = 1

16q0(n)−
1
α{

α
16q0(n)} and ∥ 1

16q0(n)∥ ≥ 1
16

if n /∈ 4Z + 2. So {[q1(p)] : p ∈ P} is not a set of recurrence for the translation by 1
α .

Similarly, if we take q2(n) = α
8 (n

2 + 2n − 3), where α is a positive irrational number

satisfying 1
α <

1
16 , then we can check that we also can see that {[q2(p− 1)] : p ∈ P} is not

a set of recurrence for the translation by 1
α .

6.3 An assortment of examples pertaining to recurrence

The goal of this short final subsection is to present some additional examples dealing with

recurrence properties of generalized polynomials. We say that a sequence (xn)n∈N ⊂ Z is good

for (averaging) recurrence if the set {xn | n ∈ N} is a set of (averaging) recurrence.

Example 6.21 There exists an adequate generalized polynomial q which is good for recurrence

for cyclic systems but not good for recurrence for a translation on 1-dimensional torus.

It follows from Proposition 6.18 that for α, β ∈ R \ {0}, where α is irrational, q(n) = [αn+ β]

is good for recurrence if there exists k ∈ Z such that β − αk ∈ [0, 1]. If this condition is not

satisfied, then, for any l ∈ N, there still exists n for which 0 < {αn+β
l } < 1

l such that l|[αn+β].
So q(n) is good for recurrence for any cyclic system. However, if α =

√
11 and β = 2 then

q(n)
1√
11

= [
√
11n+ 2]

1√
11

≡ 2√
11

− {
√
11n} 1√

11
(mod 1)
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and 1√
11

≤ 2√
11

− {
√
11n} 1√

11
< 2√

11
, which shows that [

√
11n + 2] is not good for recurrence

for the translation on the one-torus by 1√
11
.

One can show that the generalized polynomial q(n) = [[
√
2n]

√
2] is good for recurrence for trans-

lations on 1-dimensional torus. Indeed, for each β ∈ R and ϵ > 0, {n ∈ N : ∥[[
√
2n]

√
2]β∥ < ϵ}

is of positive density. However, [[
√
2n]

√
2], n ∈ N, is not good for recurrence for translations

on 2-dimensional torus. The following example establishes a similar fact for any d.

Example 6.22 Let α1, . . . , αd+1 be irrational numbers such that 1, α1, . . . , αd+1 are Q-linearly

independent and 1 < αj <
4
3 for all j = 1, 2, . . . , d+ 1. Let qj(n) = [[αjn]

2
αj
]− (2n− 2).

Define q(n) = 4n−4+5
[

1
d+1

∑d+1
j=1 qj(n)

]
. Then q(n) is good for recurrence for translations on

d-dimensional torus, but not good for recurrence for translations on (d+1)-dimensional torus.

Proof: Note that

qj(n) =

{
1, {αjn} ≤ αj

2

0, otherwise .

Thus,

q(n) =

{
4n+ 1, {αjn} ≤ αj

2 for all j

4n− 4, otherwise .

If {αjn} < αj

2 , then (4n+ 1)
αj

4 = nαj +
αj

4 . Since 1 < αj <
4
3 ,

1
4 < {(4n+ 1)

αj

4 } < 3
4αj < 1.

If {αjn} > αj

2 , then (4n− 4)
αj

4 = nαj − αj. Note that

1

3
< 1− αj

2
< {nαj} − {αj} < 1− {αj},

since 1− αj

2 =
αj

2 − (αj − 1). So we have ∥(4n− 4)
αj

4 ∥ ≥ min(13 , {αj}). Hence q(n) is not good

for translation by (α1
4 , . . . ,

αd+1

4 ).

Now let us show that q(n) is good for recurrence for translations on d-dimensional torus. For

given β1, . . . , βd, we can find γ1, . . . , γs with s ≤ d and some l such that 1, γ1, . . . , γs, αl are

rationally independent and β1, . . . , βd ∈ spanQ{1, γ1, . . . , γs}. Let βi = ai0+
∑s

k=1 aikγk, where

aik ∈ Q for 1 ≤ i ≤ d and 0 ≤ k ≤ s. Since 1, γ1, . . . , γs, αl are rationally independent, the set

{n : {αln} > αl
2 , (4n− 4)ai0 ∈ Z for all i, ∥(4n− 4)aijγj∥ < δ for all i, j} is of positive density

for any δ > 0, so the set {n : ∥q(n)βj∥ < ϵ, j = 1, 2, . . . , d} is of positive density for any ϵ > 0.

2

Example 6.23 There are examples of q ∈ GP such that {q(n) | n ∈ N} is a set of recurrence

but is not an averaging set of recurrence. See (a)-(c) below.

A real number β ∈ R is a Liouville number if for any l ∈ N there exist infinitely many n for

which 0 < ∥nβ∥ < 1
nl . Liouville’s constant, α =

∑∞
j=1 10

−j!, is a Liouville number such that
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0 < {αn} < 1
nl for infinitely many n ∈ N. Let

Sα = {n ∈ N | 0 < {αn} < 1

n
}.

The set Sα has density 0 since the sequence αn is w.d. mod 1 so that for any k ∈ N the set

{n ∈ N | {αn} < 1
k} has density 1

k . We can see that Sα is a set of recurrence since it contains

arbitrarily long arithmetic progressions starting at 013: For let l ∈ N and m ∈ N, m > l, be

such that 0 < {αm} < 1
ml <

1
l2m

. Then for all i = 1, 2, . . . , l, mi ∈ Sα.

Let β ∈ R be irrational and let

v(n) = [1− {[{αn}n]β}] =

{
1 if {αn} < 1

n

0 otherwise

The following generalized polynomials q1, q2, q3 are good for recurrence since Sα is a set of

recurrence. However, none of them is good for averaging recurrence since the set of values of

the generalized polynomials on N\Sα is not a set of recurrence and N\Sα has density 1. Note

that q2 and q3 are adequate, but q1 is not.

(a) q1(n) = v(n)n =

{
n if {αn} < 1

n

0 otherwise

(b) q2(n) = v(n)n+ (1− v(n))[[
√
2n]

√
2] =

{
n if {αn} < 1

n[
[
√
2n]

√
2
]

otherwise

(c) q3(n) = 2n2 − 1 + v(n) =

{
2n2 if {αn} < 1

n

2n2 − 1 otherwise
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Amer. Math. Soc. 146 (2000), no. 695.

[F1] H. Furstenberg, Strict ergodicity and transformation of the torus, Amer. J. Math. 83

(1961), 573-601.

[F2] H. Furstenberg, Recurrence in ergodic theory and combinatorial number theory, M. B.

Porter Lectures. Princeton University Press, Princeton, N.J, 1981.

[FHK] N. Frantzikinakis, B. Host, and B. Kra, Multiple recurrence and convergence for se-

quences related to prime numbers, J. Reine Angew. Math. 611 (2007), 131-144

[GT] B. Green and T. Tao, Linear equations in primes, Ann. of Math. (2), 171 (2010) no 3,

1753-1850.

[H1] I. H̊aland, Uniform distribution of generalized polynomials, J. Number Theory 45 (1993),

327-366.

48



[H2] I. H̊aland, Uniform distribution of generalized polynomials of the product type, Acta Arith.

67 (1994), 13-27.

[K-MF] T. Kamae and M. Mendès France, Van der Corput’s difference theorem, Israel J. Math.

31 (1978), no. 3-4, 335-342.

[L] B. Lawton, A note on well distributed sequences, Proc. Amer. Math. Soc. 10 (1959),

891-893.

[Lei1] A. Leibman, Pointwise convergence of ergodic averages for polynomial sequences of trans-

lations on a nilmanifold, Ergodic Theory Dynam. Systems 25 (2005), 201-213.

[Lei2] A. Leibman, A canonical form and the distribution of values of generalized polynomials,

Israel J. Math. 188 (2012), 131-176.

[Mal] A. I. Mal’cev, On a class of homogeneous spaces, Izv. Akad. Nauk. SSSR. Ser. Mat.

13, (1949). 9-32.(Russian); English translation in Amer. Math. Soc. Translation, 1951:39

(1951), 33p.

[MPY] K. Monks, S. Peluse and L. Ye, Strings of special primes in arithmetic progressions,

Arch. Math. (Basel) 101 (2013), no. 3, 219-234.
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