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Rising prevalence of malicious software (malware) attacks represent a serious threat to online safety in the modern era. Malware is
a threat to anyone who uses the Internet since it steals data and causes damage to computer systems. In addition, the exponential
growth of malware hazards that affect many computer users, corporations, and governments has made malware detection, a
popular issue in academic study. Current malware detection methods are slow and ineffectual because they rely on static and
dynamic analysis of malware signatures and behavior patterns to detect unknown malware in real-time. Thus, this paper
discusses the role of deep convolution neural networks in malware classification and solutions for utilizing machine learning to
detect and classify malware families through transfer learning. We proposed a CNN pretrained model learning to classify
malware families. The experiment was conducted using two classification datasets, including Malimg and ImageNet. We
classified the Malimg dataset, which has turned malware binaries into malware images by using Portable Executable. The result
shows that the EfficientNet3 model achieved a high accuracy of 99.93%.

1. Introduction

Malware is a severe danger to computer security, and the
ability to identify and categorize malware is vital for main-
taining a computer’s security level [1]. Much research has
been done to identify malware families using malware visu-
alization, which converts malware’s binary structure into
grayscale visuals. Numerous publications have used CNN
to classify malware visualization images. Still, there is no
method for selecting a model that matches a specific mal-
ware dataset and yields higher classification accuracy has
been reported. Machine learning is a rapidly expanding area
that has benefited immensely from technological break-
throughs. Many technologies are available in this domain
that can conduct various functions on massive datasets.

In a world that is becoming more dependent on com-
puters, malicious software, such as worms and viruses, has
been a concern for a long time and continues to worsen.
Worms and viruses are two examples of this type of soft-
ware. One-time occurrences often bring about financial
losses for companies amounting to tens of millions of dollars
[2, 3]. For instance, in 2014, it was projected that the eco-
nomic expenses associated with a subset of malware that
was disseminated through pirated software amounted to
over $500 billion [4]. Malware has seen an enormous
increase in the number of updated versions over the past
many years, demonstrating that malware has proven to be
successful for the developers [5]. The proliferation of mali-
cious software serves only to emphasize the urgent require-
ment for improved tools that can eliminate the threat
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posed by malware and support the work of security
researchers and professionals.

Malware classification is one area that could use better.
Malware classification has been conducting intensive
research for a significant amount of time on the detection
of malware attacks (i.e., distinguishing between harmless
and harmful programmes) and the differentiation between
two or more existent virus classes or groups [6]. The identi-
fication of malware is absolutely necessary in order to stop
the spread of malware. On the other hand, the vast majority
of antivirus (AV) software accomplishes this primarily
through the use of signatures, which requires the analyst to
invest time and effort. Because of this, it is less probable that
signatures will scale. In addition, providers of antivirus soft-
ware are well aware of this issue [7].

Malware has seen a dramatic growth in its production as
of late, posing a grave threat to the information security of
businesses, organizations, and individual users [8–12]. In
order to put a halt to the propagation of malware, new
methods of immediately identifying and classifying malware
samples in order to investigate their behavior are required.
Even while machine learning techniques for the classifica-
tion of malware are becoming more popular, the majority
of malware classifications are extremely simplistic. In addi-
tion, traditional machine learning necessitates the use of a
substantial amount of resources and the engineering of fea-
tures. Therefore, convolutional neural networks (CNN),
excellent tools for picture categorization, have showed
improved accuracy when compared to traditional techniques
of learning [13].

1.1. Motivation and Contributions. Convolutional neural
networks have gained a lot of momentum in the field of deep
learning due to their usefulness in a variety of computer
vision applications, including image processing, computer
vision tasks such as localization and segmentation, video
analysis, recognizing obstacles in autonomous vehicles, and
natural language processing [14]. On the other hand, the
process of extracting features was done manually. In this
research, we proposed using transfer learning to categorize
different families of malware using a CNN model that has
been pretrained. The experiment was carried out with the
help of two different classification datasets, namely, the Mal-
img and the ImageNet sets [15, 16]. The following are some
of the major contributions of our research.

(i) The paper is aimed at describing transfer learning
(TL) by applying the deep convolution network
models for family malware classification

(ii) In addition, we used CNN pretrained models for
this work to transfer learning to the malware classi-
fication task that had already been learned

(iii) We classified 9,342 malware sample by using Effi-
cientNet deep learning model

1.2. Paper Organization. The paper is organized as follows.
Section 2 gives a detailed review of related literature on mal-
ware classification methods. Section 3 describes the method-

ologies used in the malware classification experiment.
Section 4 explains the experiment and result. Finally, Section
5 summarizes and concludes the paper with future work.

2. Literature Review

When it comes to computer security, one of the most chal-
lenging tasks may be figuring out what kind of malicious
software a system is designed to protect against. This is
because different malware families employ a variety of tac-
tics. Image-based, dynamic, and static approaches are the
three that are most commonly used when discussing the
topic of malware type classification [17]. A technique known
as static analysis is one that does not involve actively run-
ning the binary programme in order to extract information
from it. Dynamic analysis refers to the process of studying
malicious software by observing its behavior in real time
within a controlled environment. The study and application
of malware classification through the use of images is a sub-
stantial and expanding field. Deep learning, on the other
hand, is one of the primary motivating factors behind
research into computer vision and image processing. In the
field of image processing, numerous deep convolutional
neural networks (DCNs) have demonstrated promising
results [18]. Moreover, Table 1 summarizes the literature
review.

One of the earliest approaches that was utilized for the
classification of malware was a method known as grayscale
image classification. Grayscale representations of malicious
characteristics can be extracted from the raw malware exe-
cutable files [15, 19]. This is possible. Analysis of malware
can be carried out by isolating visual components from
images of this kind. Nataraj et al. [20] use a dataset of mal-
ware pictures that contained 9,342 different samples of mal-
ware representing 25 separate types. They were the first
individuals to look into the possibility of using byte graphs
as grayscale pictures for the purpose of automatically classi-
fying malware. Torralba et al. [21] utilize this approach to
extract GIST characteristics from grayscale images and cate-
gorize them utilizing the Euclidean distance as a metric. This
was done in order to determine the relationship between the
two. However, their approach comes at a significant cost in
terms of computation. Using the wavelet transform, Makan-
dar and Patrot [22] construct an efficient texture-based fea-
ture vector from the malware images. They then classified
the malware using a multiclass support vector machine with
the images of the malware serving as input. As a direct con-
sequence of this, the dimensions of the feature vector as well
as its temporal complexity were both reduced.

Deep learning is a common approach for analyzing
enormous amounts of data. Deep learning makes use of
intricate algorithms and artificial neural networks (ANNs)
to train machines and computers to continue growing and
developing, categorizing, and identifying data and pictures
in the same manner that a human brain does [23]. Many
researchers suggested using CNN as a classification system
for malware. Cui et al. [24] perform a straightforward
CNN analysis and identified the variant of codes by convert-
ing them into grayscale images. Malware was categorized by
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Kalash et al. [25] using two different datasets, namely, Mal-
img [15] and Microsoft [26]. They took the malware binaries
and converted them into malware images, and as a result,
their method achieved a high accuracy of between 98.52%
and 99.97%. Gibert et al. [27] construct a CNN model with
four layers by utilizing two datasets, namely, the Malimg
dataset and the BigData gathering dataset.

Deep transfer learning was used by Kumar [28] to create
a model that could classify two different datasets, namely,
ImageNet [16] and Malimg [15]. They have a high level of
accuracy, which is 99.18%. When classifying the Windows
API Calls database, Schofield et al. [29] use two distinct
methods of feature extractions to approach the problem.
They are dependent on the inverse of the document fre-
quency vector as well as the categorical vector. Accuracy
levels above 90% were achieved using their suggested
approach. One-dimensional convolutional neural networks
(CNNs) are presented by Lin and Yeh [30] in order to detect
and classify malware families. They do this by utilizing two
different datasets, namely, Malimg [15] and Microsoft [26].

3. Methodology

In this paper, we used transfer learning to classify malware
on the Malimg dataset. The models we used are EfficientNets
B0-B7. Before that, we take consider turning malware from
binaries into images.

3.1. Malimg Dataset. The main idea of the Malimg dataset is
how malware binaries are transformed into grayscale images
for inclusion in the Malimg collection [15]. The malware
binary is broken down into 8-bit vectors, and each vector
is treated as a pixel value in a grayscale image. There are
9,339 malware images in the dataset, representing twenty-
five different malware families. Table 2 depicts the number
of malware strains that are known to exist. It is worth noting
that the Allaple.A malware family has the most samples
(2,949) while the Skintrim.N malware family has the fewest
(80 samples). As a result, the dataset in Table 1 shows that
it is unequal.

3.1.1. Malware as Binaries. Portable Executable (PE) files are
programs with file extensions like .bin, .dll, and .exe as
shown in Figure 1 [31]. PE files are typically identified by
their component names, which are .data, .tex, .rsrc, and
.rdat. The code part (.txt) is the initial component, and it
contains the program’s instructions. The. rdata is the por-
tion that contains read-only data, .data is the part that con-
tains data that can be edited, and .data is the part that
contains data that can be amended, and .data is the part that
contains data that can be modified, and .data is the part that
contains data that can be modified. The fourth component is
.rsrc, which stands for the malware’s resource. Malicious
data binaries can be transformed into grayscale images made
up of textural patterns 8 bits at a time.

Table 1: Summary of the literature.

S. no. Scheme Summary

1 [17]

(i) Classify types of malwares in three ways
(1) Image-based
(2) Dynamic
(3) Static

2 [18] (i) Shown many deep convolutional neural networks (DCNs) potential in image processing

3 [15, 19]
(i) Used the raw malware executable files to extract grayscale representations of malicious characteristics
(ii) By extracting visual elements from such photos, malware can be analyzed.

4 [20]
(i) Worked with a malware picture dataset that included 9,342 malware samples from 25 distinct types.
(ii) They were the first to examine the use of byte graphs as grayscale pictures for automated malware categorization.

5 [21]
(i) Utilized the approach of [20] to extract GIST characteristics from grayscale pictures and categorize them using the

Euclidean distance as a metric.
(ii) However, their method has a considerable computational cost.

6 [22]
(i) Built an effective texture-based feature vector from the malware images using the wavelet transform.
(ii) Conducted malware classification using a multiclass support vector machine with malware input as images.

7 [24]
(i) Performed a simple CNN detected the variant of codes by turning them into grayscale images. Kalash et al. [25]

classified malware by using two datasets, Malimg [15] and Microsoft [26].
(ii) Converted the malware binaries into malware images, their approach achieved high accuracy of 98.52% and 99.97%.

8 [27] (i) Used two datasets, Malimg dataset and BigData gathering to build CNN model with four layers.

9 [28]
(i) Built a model by using deep transfer learning to classify two datasets, ImageNet [16] and Malimg [15].
(ii) Demonstrated high accuracy of 99.18%.

10 [29]
(i) Used two different approaches of feature extractions to classify Windows API Calls database.
(ii) Shows that they depend on inverse document frequency vector and categorical vector.
(iii) Proposed method score high accuracy above 90.0%.

11 [30]
(i) Presented one-dimensional CNNs to detect and classify malware families by using two datasets, Malimg [15] and

Microsoft [26].
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3.1.2. Malware as Image. This study found that viewing mal-
ware binaries as images become more evident. Deep learning
can detect patterns inside photos. Malware families can also
be identified using the essential patterns of features in mal-
ware images. To reveal significant patterns by automatically
extracting features, a deep learning network uses images
from a certain malware family that all have a similar pattern.
CNN models are highly effective at classifying pictures
because they can extract important characteristics from
inside an image by subsampling, pooling, and other compu-
tations, making them particularly useful for image classifica-
tion. For the aim of classification, CNNs hunt for the
essential elements inside an image from a specific malware
family [32]. Figure 2 depicts a way of converting a binary

PE file into a series of 8-bit vectors or hexadecimal values,
which may then be used to transform malware binaries into
pictures. In Figure 2, an 8-bit vector can be represented by
the numbers 00000000 (0) to 11111111. (255). 8-bit vectors
represent numbers that can be transformed into pixels in the
malware picture.

3.2. Transfer Learning. Transfer learning is a machine lan-
guage that helps repurpose a pretrained model for one job
to a unique type of work [33]. However, deep network train-
ing takes a long period and a lot of computational power.
Thus, the main idea is behind using transfer learning. To
sum up, we use the EfficientNets pretrained models on Ima-
geNet to reuse on the Malimg dataset for malware family
classification. Figure 3 shows the approach of transfer learn-
ing that we implemented.

3.3. EfficientNets 0-7 Models. EfficientNet introduced by Tan
and Le [34] is an architecture of convolutional neural net-
works and a scaling methodology; EfficientNet has a group
of models (B0 to B7) that are excellent at combining preci-
sion and effectiveness on a range of different scales, from
small to large. The paper gives strict guidelines on how to
scale from B0 to B7. Figure 4 shows the architecture of the
base model B0.

EfficientNet scales from B0 following a method called
compound scaling where input size, layer width, depth,
and the number of channels are all scaled simultaneously
following a given formula.

In Figure 5, conventional scaling (b–d) in the diagram
above only improves one dimension of network breadth,
depth, or resolution. (e) is a suggested compound scaling
approach that uses a set ratio to scale all three dimensions
consistently. Each EfficientNet model’s depth, width, and
resolution have been carefully selected since they have been
shown to produce excellent outcomes. To respect the guide-
lines of the EfficientNet architecture, we resize the images for
each model to its corresponding recommended size in the
original paper.

4. The Experiment Result

We use pretrained EfficientNet models on the ImageNet
dataset to save time and effort, and then, we add a classifica-
tion layer, which is a dense (or fully connected) layer with 25
output units and SoftMax activations. Training EfficientNet
from scratch can take days on a powerful NVIDIA GPU.
There are 32025 different parameters that can be trained.
Adam’s optimizer was utilized in the training of the models.
When the model validation loss did not improve for three

Table 2: Sample count in each malware.

Malware family Numbers Malware type

Adialer.C 123 Dialer

Agent.FYI 117 Backdoor

Allaple.A 2950 Worm

Allaple.L 1592 Worm

Alueron.gen!J 199 Trojan

Autorun.K 107 Worm AutoIT

C2LOP.gen!g 201 Trojan

C2LOP.p 147 Trojan

Dialplatform.B 178 Dialer

Donoto.A 163 Trojan downloader

Fakerean 382 Rouge

Instaccess 432 Dialer

Lolyada.AA1 214 PWS

Lolyada.AA2 185 PWS

Lolyada.AA3 124 PWS

Lolyada.AT 160 PWS

Malex.gen!J 137 Trojan

Obfuscator.AD 143 Trojan downloader

RBot!gen 159 Backdoor

Skintrim.N 81 Trojan

Swizzor.gen!E 129 Trojan downloader

Swizzor.gen!I 133 Trojan downloader

VB.AT 409 Worm

Wintrim.BX 98 Trojan download

Yuren.A 801 Worm

.text

.rdata

.data

.rsrc

Figure 1: Portable Executable file represented as an image [25].

Malware binary

0100101101101...

Binary to 8 bit
8 bit vector

convert to grey
vector

scales image

Figure 2: Converting malware binary to an image [16].
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epochs in a row, we terminated Adam’s training using an
early stopping callback and set Adam’s learning rate to
0.01, which is the lowest possible value. Figure 6 depicts
the relative importance of the inputs and outputs at the three
different levels: input 2, efficientnetb0, pooling, and dense.

The amount of time it takes to complete the training is
determined by the batch size. Larger batch sizes result in
more images being loaded into the random access memory
(RAM) while the training is being completed. All of the
models were trained with Adam’s optimizer at a learning

Images testing

Images training

ImageNet dataset Input layers Dense layers

Malimg dataset Frozen layers Dense layers

Knowledge Classification

Figure 3: The approach of transfer learning.
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Figure 4: EfficientNet B0 architecture, by Tan and Le [34].

#channels

Resolution HxW

Layer_i

(a) Baseline

Wider

(b) Width scaling

Deeper

(c) Depth scaling

Higher
resolution

(d) Resolution scaling

Wider

Deeper

Higher
resolution

(e) Compound scaling

Figure 5: Compound scaling vs. other methods, from the original paper [34].

5Wireless Communications and Mobile Computing



rate of 0.001 and with an early stopping callback to stop the
training when the model validation loss stopped decreasing
for three consecutive epochs. As a result, the training time
offers a reliable estimation of the amount of time required
to complete one development iteration. In addition, the
inference time is extremely important in the context of
cybersecurity. An ideal model would provide an accurate
diagnosis of the malware family in real time, allowing us to

respond appropriately and limit the amount of damage that
is caused.

We used the reported results of inference on ImageNet
that was performed by the karas team, despite the fact that
this study did not cover inference time in a real-time setup.
The experiments were run on NVIDIA Tesla A100 GPU
with a batch size of 32 and reported the inference time as
the average of 30 batches and 10 repetitions. Figure 7 illus-
trates the results of training EfficientNet models from B0
to B7. We use accuracy error for visualization since the accu-
racy of all models is close to 100. Figure 8 shows the different
times between all variants of EfficientNet models.

Table 3 provides information the training time in
minutes, the accuracy error percentage, and the inference
time in milliseconds. EfficientNet B3 records the best accu-
racy while EfficientNet B0 takes only 42.0 minutes to train
to make it the fastest in terms of development time, as for
inference time, EfficientNet B0 is by far the best recording
only 4.91 MS per inference step.

5. Conclusion and Future Work

Deep learning methods are being utilized by multiple antivi-
rus software packages for the purpose of malware

Input_2: Input layer

Efficientnetb0: Functional

Dense: Dense

Global_average_pooling2d: Global average pooling 2D

Input: [(None, 224, 224, 3)]
[(None, 224, 224, 3)]Output:

Input: (None, 224, 224, 3)
(None, 7, 7, 1280)Output:

Input: (None, 7, 7, 1280)
(None, 1280)Output:

Input: (None, 1280)
(None, 25)Output:

Figure 6: Final B0 model using transfer learning of EfficientNet weights.

2.7

0.84

B0 B1 B2 B3 B4 B5 B6 B7

1.91

0.7

2.01

Efficient net variant

2.02 1.99 2.01

Figure 7: Accuracy error (100-accuracy) of EfficientNet variants.

42 47

B0 B1 B2 B3 B4 B5 B6 B7

53 67 55

Efficient net variant

95

202

261

Figure 8: Training time in minutes of EfficientNet variants.

Table 3: Training time in minutes with accuracy error percentage
and the inference time.

Model
Inference
time (ms)

Accuracy error %
Training time
in minutes

0 EffNet B0 4.91 2.07 42.0

1 EffNet B1 5.55 0.84 47.0

2 EffNet B2 6.50 0.03 53.0

3 EffNet B3 8.77 0.70 67.0

4 EffNet B4 15.12 2.01 55.0

5 EffNet B5 25.29 2.02 95.0

6 EffNet B6 40.45 1.99 202.0

7 EffNet B7 61.62 2.01 261.0
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classification. This paper described the deep learning mal-
ware classification models that involve viewing and process-
ing malware as images. Architectures based on deep learning
are good at identifying and classifying malware. In this
paper, grayscale images were classified according to different
types of malware using EfficientNetB0-B7 CNN models. All
models that will be used are pretrained models on ImageNet
and Malimg datasets. The findings show that the Efficient-
Net model beats every additional effort. EfficientNet is a
state-of-the-art performance in grayscale malware image
categorization for malware detection.

Although an image processing-based approach to mal-
ware analysis is an excellent strategy based on global
image-based features, an adversary who understands the
technique can use countermeasures to defeat the system.
To counter potential attacks, future studies will focus on
more localized feature extraction approaches that account
for the differences between malware executables and their
primitive binary segments. Segmenting the image portions
and characterization of the local texture of the texture pat-
terns is one possible future expansion.
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