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Abstract The use of camera and LiDAR sensors to sense the envir-
onment has gained increasing popularity in robotics. Individual sensors,
such as cameras and LiDARs, fail to meet the growing challenges in com-
plex autonomous systems. One such scenario is autonomous mooring,
where the ship has to be tied to a fixed rigid structure (bollard) to keep
it stationary safely. The detection and pose estimation of the bollard
based on data fusion from the camera and LiDAR are presented here.
Firstly, a single shot extrinsic calibration of LiDAR with the camera is
presented. Secondly, the camera-LiDAR data fusion method using cam-
era intrinsic parameters and camera to LiDAR extrinsic parameters is
proposed. Finally, the use of an image-based segmentation method to
segment the corresponding point cloud from the fused camera-LiDAR
data is developed and tailored for its application in autonomous mooring
operation.

F.1 Introduction

When thinking of autonomous shipping operations, it is also necessary to consider the
autonomous mooring system. One possible solution to this problem is to incorporate a
long-reach robot on the ship/vessel (shown in Fig. F.1), which requires feedback from
different sensors. To undertake the mooring operations without human intervention
using the robotic arm would require the arm to take the mooring rope with a loop and
wrap around the bollard on the dock. Autonomous operations rely on an accurate
perception of the environment with several complementary sensory modalities.

With the rapid development of range sensor technology and the advancement of
machine learning algorithms using data from a camera, the use of camera-LiDAR
combination for perception has gained popularity in recent years. The rich and
complementary information provided by a camera and LiDAR can be used to sense the
environment for autonomous operations. The camera offers better information about
the color and features of the surroundings, and LiDAR provides range information.
Machine learning algorithms for object detection, identification, and segmentation





     

Figure F.1: Autonomous mooring operation (with permission from MacGregor
Norway AS)1

using the camera data are matured in the literature. In contrary to the stereo
camera-based vision system, the LiDAR range measurements have high accuracy for
long-range depth measurements [1]. Therefore, the object pose estimation using the
LiDAR range measurements is a better alternative to image-based pose estimation.

In order to utilize the information obtained from both the sensors, data from
them have to be fused together so that the correspondences between image data
and LiDAR point cloud could be made. The environment can be sensed better by
using the fused image and point cloud data than by using individual data from each
sensor. For fusing camera and LiDAR data, it is necessary to know the relative pose
of sensors with respect to each other.

In recent years, the problem of determining the relative pose of the camera and
LiDAR has been addressed by many researchers [1–7]. When calibrating LiDAR-
LiDAR pair or LiDAR-stereo camera pair, both generating point clouds, the target-
based calibration method is widely used for finding corresponding features in both
point clouds and using Iterative Closest Point (ICP) to find the transform between
two sensors [1]. However, in [2], a markerless online calibration method is proposed
for real-time estimation of the camera to LiDAR pose. Another technique to calibrate
LiDAR and camera without a need for a specific target is detailed in [5], which is
based on finding maximum mutual information between the sensor-measured surface
intensities in the LiDAR and the camera data. In [3], ArUco tags are used on
the calibration target, and 3D − 3D point correspondences are used to determine

1https://youtu.be/Co211gU_J5w
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the transformation between camera and LiDAR. Calibration of RGB camera with
Velodyne LiDAR using a 3D marker is presented in [4]. Another method of calibrating
multiple RGB cameras with a LiDAR using a spherical object is proposed in [6].

In this work, a single shot calibration method to determine the relative pose of
LiDAR with respect to a camera is presented. The proposed calibration method is
relatively fast compared to the existing methods.

In order to carry out the mooring operation autonomously, it is necessary to
detect the bollard and estimate the pose of the bollard with respect to the robot
coordinate frame. With the rapid development in machine learning methods, deep
learning methods, and the boost in computing power, learning-based approaches
for object classification, detection, and segmentation have attracted much research
attention in recent years. In [8], deep learning-based object detection frameworks are
reviewed. In this work, Mask R-CNN is used for bollard detection and segmentation
because of its simplicity with promising instance segmentation and object detection
results [9].

The presented work in this paper deals with the fusion of camera-LiDAR data in
order to use an image-based segmentation method to segment the object of interest
(bollard) and corresponding point cloud for pose estimation.

The paper is organized into five sections as follows. Section F.2 describes the
intrinsic and extrinsic calibration of the camera and LiDAR. The camera-LiDAR
data fusion method is elaborated in section F.3. The results obtained from the data
fusion method are presented in section F.4. Conclusions and discussions follow in
section F.5.

F.2 Camera and LiDAR Calibration

In computer vision, a generic camera model provides a mapping between the 3D

world and 2D image given by eq. (F.1), where x = (U, V,W )T is 2D image point
in the homogeneous form (3 × 1), X = (Xw, Yw, Zw, 1)T is 3D world point in the
homogeneous form (4 × 1), and P is the camera matrix (3 × 4). Considering the
pinhole camera model, the camera matrix P can be written as in eq. (F.2), where K
is the intrinsic camera matrix given by eq. (F.3) , R is the 3D rotation of camera
frame {C} with respect to world frame {W}, t is the 3D translation of camera frame
{C} with respect to world frame {W}, (cx, cy) is the optical center (the principal
point) in pixels, and (fx, fy) is the focal length in pixels. Assuming that the camera
and world share the same coordinate system (i.e., R = I3×3 and t = (0, 0, 0)T ), the
camera matrix can be written as in eq. (F.4). The pixel position x′ = (u, v)T can be
obtained from the homogeneous representation of image point x using eq. (F.5). The
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Figure F.2: Camera to LiDAR transformation

intrinsic camera matrix K is obtained from the intrinsic calibration of the camera.

x = PX (F.1)

P = K[R|t] (F.2)

K =

fx 0 cx

0 fy cy

0 0 1

 (F.3)

P =

fx 0 cx 0

0 fy cy 0

0 0 1 0

 (F.4)
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(F.5)

To estimate the rigid body transformation (CTL) of LiDAR coordinate frame {L}
with respect to camera coordinate frame {C}, as shown in Fig. F.2, a calibration
target with known dimensions, as shown in Fig. F.3, is used.
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Figure F.3: Calibration target with the target coordinate frame {B}

F.2.1 Camera Pose Estimation

To estimate the position of the camera with respect to the calibration target, it is
necessary to locate the exact position of the four circular blobs on the calibration
target by using the information from the camera only. The Circle Hough Transform
(CHT) is used to detect blobs on the calibration target. In order to avoid inaccurate
circle detection using CHT, the calibration target should be placed parallel to the
camera. The centers of the detected blobs are sorted anticlockwise, starting from
the lower left center. The pose of the calibration target with respect to the camera
is found using 3D − 2D point correspondences (OpenCV SolvePnP algorithm) [10].

F.2.2 LiDAR Pose Estimation

The point cloud obtained from the LiDAR is processed to find the calibration target
plane using PCL RANSAC parallel plane model [11]. The edges of the planar
cloud are detected based on the discontinuities in the range data of the points [2].
From the point cloud containing the planar edges, the circles are detected using the
method proposed in [1]. The centers of the detected blobs are sorted anticlockwise,
starting from the lower left center. The pose of the calibration target with respect
to the LiDAR is found by the least-square rigid motion using the Singular Value
Decomposition (SVD) technique [3, 12, 13].

Considering LP and BP are two sets of corresponding 3D points representing the
blob center in the calibration target with respect to the LiDAR coordinate frame {L}
and target coordinate frame {B}, respectively. The pose of the calibration target
with respect to LiDAR is calculated by finding the optimal/best rotation LRB and
translation LtB between these corresponding points so that they are aligned, which is
shown in eq. (F.6) for point i.

LP i = LRB
BP i + LtB (F.6)

The optimal rigid body transformation of the target coordinate frame with respect





     

to the LiDAR coordinate frame is found using the following steps:

1. Calculate the centroid of both datasets. The centroids of the points in the LiDAR
coordinate frame (LP c) and target coordinate frame (BP c) are calculated by
the average of points in each dataset as given by eq. (F.7), where N = 4 is the
total number of points in each coordinate frame.

LP c =
1

N

N∑
i=1

LP i

BP c =
1

N

N∑
i=1

BP i


(F.7)

2. Bring both datasets to the origin and calculate the optimal rotation LRB. Based
on the centroids computed using eq. (F.7) both datasets are re-centered to the
origin, which removes the translation component from the datasets leaving only
the rotational part between the datasets. Covariance matrix H is calculated
using eq. (F.8), where N = 4 is the total number of points in each coordinate
frame. The optimal rotation LRB is calculated using SVD as given by eq. (F.9),
where V ′ = V if the determinant of V UT > 0, otherwise V ′ is obtained by
changing the sign of the third column of V .

H =
[
(BP 1 − BP c) · · · (BP i − BP c) · · · (BPN − BP c)

]
·

·
[
(LP 1 − LP c) · · · (LP i − LP c) · · · (LPN − LP c)

]T
(F.8)

[
U, S, V

]
= SVD(H)

LRB = V ′UT

 (F.9)

3. Calculate the optimal translation LtB. The translation of the target coordinate
frame with respect to the LiDAR coordinate frame is calculated using eq. (F.10).

LtB = LP c − LRB
BP c (F.10)





       

F.2.3 Camera to LiDAR Transform Estimation

Once the transforms of the calibration target coordinate frame {B} with respect to
the camera frame {C} (CTB) and with respect to the LiDAR frame {L} (LTB) are
known, the transform of the LiDAR frame with respect to the camera frame (CTL) is
calculated using eq. (F.11).

CTL = CTB(LTB)−1 (F.11)

F.3 Camera-LiDAR Data Fusion

The point cloud in the LiDAR coordinate frame {L} is transformed to the camera
coordinate frame {C} using the transformation CTL obtained after calibration. The
transformed point cloud with the negative Z-coordinate is filtered out; the points
that are only within the field of view of the camera are kept for coloring. Filtering is
needed because the points with the positive and negative Z-coordinate with the same
X and Y coordinates are projected in the same image pixel coordinates resulting in
the false coloring of the point cloud. The transformed point cloud is projected to
the image plane using eq. (F.1). The points that are located outside the image pixel
size of the camera are filtered out. The colored point cloud is obtained using the
RGB values of the image pixel coordinates obtained using eq. (F.5).

F.3.1 Object Detection and Segmentation

Bollard detection and segmentation are done using Mask R-CNN [9]. The use of Mask
R-CNN to detect and segment the bollard is presented in [14]. The bounding box
coordinates obtained from the segmentation are used to segment the corresponding
point cloud belonging to the bounding box. The overall architecture for segmenting
the bollard point cloud using the fused camera and LiDAR data is shown in Fig. F.4.

F.3.2 Object Pose Estimation

Fig. F.5 shows the procedure for bollard pose estimation from the segmented bollard
point cloud obtained using the proposed camera-LiDAR data fusion technique. The
point cloud corresponding to the bollard in the camera coordinate frame {C} is
transformed to the robot/world coordinate frame {W} with the known transformation
WTC obtained after the extrinsic calibration of the camera [15]. In the transformed
bollard point cloud, all the planes perpendicular to the vertical axis (Z-axis pointing
up from the ground) are estimated. To avoid processing of the planar point clouds
with a number of inliers less than a threshold, such planar clouds are filtered out,
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Figure F.4: Block diagram showing the camera-LiDAR data fusion for the object
pose estimation

Segmented Bollard

Point Cloud in the

Camera Coordinate

Frame

Transform the

Point Cloud to the

Robot/World

Coordinate Frame

Estimate All the

Planes

Perpendicular to the

Robot Z-Axis

Filter-Out the Planes

with a Number of

Inliers Less Than a

Threshold

Select the Plane

with the Highest Z-

Distance from the

Robot Frame

Estimate the

Centroid of the

Planar Point Cloud

Figure F.5: Block diagram showing the bollard pose estimation

leaving only the planar clouds corresponding to the base and top of the bollard.
The planar cloud corresponding to the top of the bollard is selected based on the
Z-coordinate of the planes with the known information that the bollard is always
located in the direction of the positive Z-coordinate with respect to robot frame. The
centroid of thus obtained planar cloud representing bollard’s top surface represents the
position of the bollard with respect to the robot coordinate frame. The estimation of
the orientation of the bollard is not taken into consideration in this work to carry-out
the autonomous mooring operation irrespective of the orientation of the bollard.





       

(a) Camera-LiDAR setup (b) Calibration target

Figure F.6: Camera-LiDAR setup and calibration target

F.4 Results

The performance of the proposed camera-LiDAR data fusion approach is evaluated
using 64 channel Ouster OS1-64 LiDAR and 5-megapixel Lucid Triton TRI050S-C
color camera. Both sensors are mounted together in a common rig, as shown in
Fig. F.6(a). Fig. F.6(b) shows the calibration target used for the extrinsic calibration
of LiDAR with respect to the camera. Dimensions of the calibration target are
given in Fig. F.3. The calibration target is placed around 1.4 m away from the
camera-LiDAR setup within the overlapping field of view of the camera and LiDAR.

To estimate the pose of the calibration target frame with respect to the LiDAR
coordinate frame, four blobs in the calibration target are detected in the LiDAR point
cloud. The point cloud corresponding to the calibration target plane is shown in
Fig. F.7(a). The edges detected in the planar cloud based on the range discontinuities
of the points are shown in Fig. F.7(b). The blobs detected in the cloud containing
the edges of the calibration target and their centroids are shown in Fig. F.7(c). The
pose of calibration target with respect to the LiDAR calculated using the least-square
rigid motion estimation is shown in Fig. F.7(d).

The blobs detected in the image and their centroids are shown in Fig. F.8(a). The
pose of the calibration target with respect to the camera calculated using 3D − 2D

point correspondences is shown in Fig. F.8(b).

Eq. (F.11) is used to calculate the pose of the LiDAR with respect to the camera
after determining the pose of the calibration target with respect to the LiDAR and
camera. In order to evaluate the calibration accuracy, the re-projection error is
calculated. First, the 3D circle centers (LP ) detected in the LiDAR coordinate frame
are transformed to the camera coordinate frame using the transformation (CTL)
obtained using the proposed calibration method. Thus transformed points (CP ) are
projected into the image plane using eq. (F.1) to obtain the re-projected circle centers





     

(a) Calibration target plane (b) Calibration target edges

(c) Blob detection in the point cloud (d) Calibration target transform

Figure F.7: Calibration target (blobs) detection in the point cloud

(a) Blob detection in the image (b) Calibration target transform

Figure F.8: Calibration target (blobs) detection in the image





       

(a) Colored point cloud (b) Colored point cloud overlaid on the image

Figure F.9: Colored point clouds

(pL) in pixel coordinates. Then, the re-projection error is calculated using eq. (F.12),
where pLi is the ith re-projected circle center, pCi is the corresponding circle center
in the image obtained from the CHT-based blob detection explained in section F.2,
and N = 4 is the number of circles [7]. The re-projection error (ereproj) obtained in
the calibration when placing the calibration target at a distance of approximately
1.4 m is 1.87 pixels.

ereproj =

√√√√ 1

N

N∑
i=1

(||pLi − pCi||2−norm)2 (F.12)

Fig. F.9(a) shows the colored cloud obtained after fusing the data from the camera
and LiDAR within the overlapping field of view. The colored point cloud, shown in
Fig. F.9(a), is overlaid on the image and shown in Fig. F.9(b). The bounding box
corresponding to the bollard obtained from Mask R-CNN is shown in Fig.F.10(a).
After fusing the camera and LiDAR data, the segmented colored point cloud overlaid
on the image corresponding to the bounding box in the image is shown in Fig.F.10(b).
To summarize, the segmented colored point cloud belonging to the bollard, shown
in Fig.F.11(b), is extracted from the raw point cloud from the LiDAR, shown in
Fig.F.11(a), using the proposed sensor fusion technique. Hence, the image-based
segmentation method is used to segment the object, and the corresponding segmented
point cloud is extracted using the sensor fusion technique presented in this paper.
Thus obtained point cloud is processed to estimate the object pose.





     

(a) Bollard segmentation in the image (b) Segmented point cloud overlaid on the image

Figure F.10: Bollard segmentation

(a) Raw point cloud from the LiDAR

(b) Segmented (colored) bollard point
cloud

Figure F.11: Point cloud segmentation





       

F.5 Conclusions and Discussions

The extrinsic calibration of the LiDAR with respect to the camera is presented.
The proposed calibration method is used with the dense LiDAR (64 channel Ouster
OS1-64) in this paper. The calibration method is suitable for the sparse LiDAR
(such as 16 channel Velodyne VLP-16) as well. It is because the circle detection
method used in this paper only requires two LiDAR beams to intersect with each of
the four circles.

The intrinsic camera parameters and camera to LiDAR extrinsic parameters
are used to fuse the data obtained from the camera and LiDAR. The image-based
segmentation method is used to segment the object of interest, and the corresponding
point cloud is obtained from the presented data fusion technique.

The work will be extended to perform the autonomous mooring operation using
the fused data from the camera and LiDAR mounted on a long-reach robotic arm,
as shown in Fig. F.1. In addition, it is worth comparing the performance of the
detection and pose estimation methods proposed in this paper with other state-of-
the-art methods.
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