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Abstract

Predictions for domestic load demand and peak are of great importance for the
establishment of home energy management system in order to smooth demand
peak by managing/scheduling loads. In this thesis, artificial neural network (AN-
N) based demand (active and reactive) prediction is built and analysed for a do-
mestic household. Firstly, the prediction is carried out based on historical load
consumption data only, and the measurement errors and the missing segments in
the available data are processed in order to eliminate their impacts on the predi-
cation model. Then, since the environmental parameters have impact on the load
consumption in many ways, temperature and solar radiation are employed as ex-
ternal weather parameters in the prediction. Finally, demand prediction of the
incoming 1st-24th hour is built for forecasting active and reactive load to predic-
t the highest peak in the next 24 hours with peak load and occurrence timing.
Around one and half year’ historical domestic load and weather data of a typical
Southern Norwegian household is utilized for training and testing purpose. From
the results, the performance of predictions is evaluated and compared. It can be
observed that data processing improves the prediction efficiency. In addition, ac-
tive load prediction using load data together with weather data performs better
than the case where only load data is adopted. And for reactive load prediction,
no significant improvement achieves by introducing weather parameters into the
prediction. Furthermore, the performance of peak prediction upgrades when data
with longer duration is adopted.
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Chapter 1

Introduction

1.1 Introduction

Electrical power has been wildly utilized in modern society. Along with plenty
kinds of electric equipments entered into people’s live, the requirement of elec-
tricity has been increasing for many years. To meet the great electrical energy
demand from companies and residents, power plants have to increase their gener-
ating capacity constantly to fulfil the daily needs. However, due to the limitation
of the generation, transmission, distribution, and storage techniques, electricity
cannot always be utilized by inhabitants or factories in time. The portion of un-
exploited energy is wasted. Thereby, additional greenhouse gas and power gener-
ation waste are produced. Researchers have struggled on the topic about reduce
wasting for years. As one of the effective methods, increase or decrease electricity
generation based on the prediction of future load demand is utilized to reduce the
waste by reducing the gap between power load supply and actual load consump-
tion. This kind of load forecast-management is usually done by power companies
to conserve resources and money.

However, with the arising and popularizing of smart house in recent years, the
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Chapter 1. Introduction

management of residential electricity load, demand-side management, becomes
possible. As a kind of energy management system facing domestic consumer
which is also been seen as a portion of smart grid system, home energy manage-
ment system (HEMS) is introduced by [10]. HEMS is going to be employed on
managing/scheduling the operations of controllable power-intensive non-critical
domestic loads in a household (demand-side management) to have better effective
on using energy serviced by the local power distribution infrastructure. A little
more details about HEMS are given in Chapter 2.

In order to manage/schedule the load usage of a household, it is necessary to
have a prediction about the future load demand of the household. For this, load
demand prediction model for both active and reactive power forecast is required.
The active power prediction is going to be utilized on managing the active pow-
er supply and demand. While the reactive power prediction will be in charge
of managing local voltage profile and reducing the network loss and improving
power factor.

It should be noticed that not only load forecast is required by HEMS, the
information about peaks occurring in near future is also very important for the
system [10]. In the local power distribution network, the overall power consump-
tion fluctuates with the change of simultaneous load usage from the customers.
An aggregated or collective behaviour of a certain number of customers may lead
to a power consumption peak. For example, the usage of induction cooker and
electric oven at dinner time usually leads a local power consumption peak. Due
to the regularity of human behaviour, it is hard to avoid the occurrence of daily
demand peaks usually. In order to avoid the damage caused from electricity s-
carcity, such as a power outage, electrical service providers should design their
grid to support the maximum potential load peak [11, 18]. Nevertheless, since the
continuous increasing of power consumption, the power distribution infrastruc-
tures should be updated constantly. The investment is expensive and ineffective.
However, HEMS offers a new approach to smooth the local demand peak from
each household, which is shifting the operations of controllable domestic loads
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Chapter 1. Introduction

from a potential power demand peak to an off-peak period. Therefore, an accura-
cy forecast of the demand peak of a household with the peak value and occurrence
timing is important for HEMS when it is used for smoothing potential peak.

1.2 Background

There are numerous of existing electricity demand and peak prediction methods
in the research community. For demand prediction, several modelling method-
s are introduced by [35]. Including which, artificial neural network (ANN) is
selected on developing the domestic load prediction model in this thesis. Artifi-
cial neural network is a kind of statistical learning algorithm which follows the
structure and function of biological neural network. Since ANN is able to esti-
mate non-linear systems, it is widely utilized for modelling and forecasting the
complex relationship between input and output [15, 22, 31]. Various studies, for
example [21, 29, 30], have been carried out to model or forecast electricity load
using ANN. In general, these researches do modelling and forecasting based on
regional power consumption data. However, with the development of technology,
more data is able to be obtained and analysed. The prediction aiming at domestic
electricity power demand has become possible, which is investigated in the the-
sis. Besides, for the demand peak prediction, several methods are proposed in
[11, 16, 28]. However, the peak occurrence timing prediction based on ANN load
forecast as a feasible approach has not yet been excavated for the moment. In the
thesis, this possibility will be discussed.

The surrounding environment of a household also has an important impact on
the power demand of a household. For example, heaters require more electric
power to keep the house temperature within the comfortable range when temper-
ature decreases. Also, in cloudy or rainy days (when the solar radiation is low),
the dryer is more frequently used which leads more power consumption. There-
fore, additional environment meteorology parameters in domestic power predic-
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Chapter 1. Introduction

tion should be useful for increasing the prediction accuracy. It has been validated
in [3, 12, 30] that weather factors have effect on forecast electric load of a power
system. However, the study of using weather data to forecast household power
demand is still limited. Therefore, it is interesting to study the load prediction
with/without considering external weather parameters and to further build peak
prediction based on the load forecast results.

1.3 Thesis Objectives and Limitations

The purpose for this master thesis work is to get prediction of active and reactive
power, in order to realize demand-side management in domestic household by us-
ing HEMS. Moreover, the impact of weather on the prediction should be studied.
Therefore, the tasks that should be accomplished in this project can be listed as
follows:

• Establish a demand prediction model for single domestic household;

• Investigate the influence of the weather parameters on the demand predic-
tion;

• Establish a forecast for domestic household to find the demand peak (with
load and occurrence timing) in near future.

The main limitations on the way of achieving thesis objectives are listed as
follows:

• The available load data has errors and missing segments, in order to avoid
the impact of the missing and erroneous data, the selection of training and
testing set should be careful;

• The available category of weather data is limited, only temperature and solar
radiation data are able to be used;

4



Chapter 1. Introduction

• The available weather data is the regional data, which is hard to completely
reflect the real weather situation around the household;

1.4 Thesis Organization

The introduction, background and objectives of the project is introduced in this
chapter. The remainder of this thesis is organized as follows.

Chapter 2 presents a brief introduction of the HEMS firstly. Then the research-
es on load demand prediction using ANN, on influence of weather parameter for
load forecasting, and on peak forecast are described. Besides, the basic knowledge
about ANN is also presented.

Chapter 3 describes the specialization of the prediction models as well as the
process method for the raw data of power consumption. The errors existing in the
raw data are considered and the weather data is processed to fit the format of load
data.

Chapter 4 provides the structure of the predictions. Mathematical expressions
of load and peak prediction are given. And assessment methods are introduced.

Chapter 5 analyses the performance of one hour demand prediction using only
load data firstly. Then the influence of the weather parameters on the one hour
demand prediction is investigated. In addition, the performance of load prediction
for the incoming 1st - 24th hour is studied and the prediction results are used for
finding the highest peak. Finally, discussions about the current result are intro-
duced.

Chapter 6 concludes the thesis and the summarizes the main contributions of
the project. Finally, the future scope of the study is discussed.

5



Chapter 2

Domestic Electric Load Forecasting
Using ANN and Peak Prediction

2.1 Introduction

Smart grid is the new generation electric grid which is able to utilize ICT together
with power system engineering technology to obtain and manage the behaviours
of power supplier and consumers [9, 33]. It is considered as a solution of bal-
ancing the demand and response by accessing information from both sides and
managing the energy consumption depending on supply condition. As a termi-
nal located in households, HEMS is considered in the smart grid to increase the
electricity efficiency by realizing demand-side management in houses.

Briefly, an important function of HEMS utilized in a smart grid is to smooth
the load demand peak before occurrence by shifting the energy consumption [10].
A HEMS system should be able to monitors and adjusts energy consumption with
the help of sensors, meters, intelligent devices, etc. to provide effective load and
peak management [6, 18]. Meanwhile, HEMS is also considered as the core of
green buildings and the system is able to benefit the customers under the demand
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response and time-of-use electricity pricing strategies [6, 20]

In order to manage and schedule household loads, an accurate prediction about
the load demand of the household and a forecast about potential demand peak in
near future are required by HEMS. In the thesis, above prediction models are built
and tested for a typical southern Norwegian household.

2.2 Load Forecasting Using Neural Network

Numerous of load usage/prediction methods based on ANN have been presented
in existing articles. At the macro view, power consumption prediction models
using ANN are illustrated by [8, 35, 36] for different size of regions in a country.
Among these articles, [8, 35] develop the predictions for hourly power usage (24
samples per day) and [36] develops the prediction on the typical hour of days
(1 sample per day). For a smaller region, [7] addresses a load prediction for
commercial buildings using neural network. Although the forecast region and
forecast type of the models are different, it is observed by the power consumption
profiles of the regions (states, a city or a building) that fluctuate regularly with
time. At the micro view, ANN is utilized for establishing the load usage model for
the power components such as heater, cooker in relatively stable use environments
[21]. The power consumption profiles of the considered equipment also follow a
relative stable curve. Furthermore, for the articles that consider load prediction
of household, for example [17] and [39], a processed more regular power usage
profile is preferred by the authors. It is because that comparing with power usage
of a region, load consumption of a household is more easily influenced by personal
behaviours. Techniques such as using aggregated household power usage data
and using wavelet transformation are utilized in the papers to reduce impact of the
random human activities for the load prediction.

However, in order to forecast the load demand of a household precisely, the
impact of human “random” activities should be considered in the prediction mod-
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el. Moreover, though human actions can be considered as a kind of random in
short term, in a longer term observation it may be able to find that there is an
action pattern behind the seemingly random events. For example in a family, the
father sometimes forget to shut down the oven and the mother is always able to
find the problem and shut down the oven in time. This kind of family “hobby”
is easily be covered or erased after a widely data processing. Perhaps, these long
term “hobbies” are difficult to be clearly described by mathematical equations.
However, by training the neural network with long term historical data, it might
be possible to forecast the occurrence of those family “hobbies” by using the non-
linear algorithm which follows the structure of biological neural networks and as
a result, achieving a better load demand prediction of each domestic household.

2.2.1 Artificial Neural Network

Artificial Neural Network (ANN) is a kind of statistical learning model following
the operating process of biological neural network. ANN is widely used on classi-
fication and function fitting for multivariate non-linear problems [15, 22, 26, 31].

In an ANN, neurons are the basic unit of a neural network. Same as in biolog-
ical neural network neurons have multiple incentive inputs. An artificial neuron
should have several input components. Then, after processing the input compo-
nents by the neuron, an output should be given. Furthermore, in order to dif-
ferentiate the relationship between input components and the output, weights are
configured for the components. Denote that a neuron named as j has m input
components. Each component is denoted by xk, where k = 1, 2, ...,m. And in
the neuron j, the weight for each input component is denoted as wkj . The output
of neuron j is denoted as oj . The basic structure of the neuron j is illustrated in
Fig. 2.1 [14]. As illustrated in the figure, there are two portions of calculation pro-
cessed in each neuron. The first portion is to calculate the transfer function, which
is to obtain the weighted summation of the input components. The second portion
is to calculate the output of the neuron by the activation function f of the neuron.

8
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Therefore, if we denote xk(t) as the input components at time t, and ignore the
synaptic delay, the output of neuron j at time t can be expressed by (2.1) [35],
where Tj is the bias value of the neuron, which is considered as the threshold of
the neuron.

Figure 2.1: The basic structure of a neuron j.

oj(t) = f

{
m∑
k=1

wkjxk(t)− Tj

}
. (2.1)

The activation function of a neuron should be non-decreasing and differen-
tiable [14, 15, 24]. It is various in different models. A common classification of
activation functions is given as threshold type (for example (2.2)), non-linear type
(for example (2.3)), piece-wise linear type (for example (2.4)) and probabilistic
type [14, 15, 23, 24].

f(x) =

1 x ≥ 0,

0 x < 0.
(2.2)

f(x) =
1

1 + e−x
. (2.3)

9
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f(x) =


0 x ≤ 0,

cx 0 < x ≤ xc,

1 x > xc.

(2.4)

Through connections between neurons, a neural network is constructed. The
existing topology of ANN is various. Based on the connection between neuron-
s, it can be classified as hierarchical structure and interconnection structure [14].
Based on the information transmission direction in the network, ANN can be clas-
sified as feed-forward networks and feed-back networks. The most commonly u-
tilized network structure is feed-forward hierarchical networks [5, 15, 19, 29, 32].
A simple feed-forward hierarchical ANN structure is illustrated in Fig. 2.2, which
includes two layer of neurons. Since the network is a feed-forward hierarchical
network, connection exists only between neurons in different layers, and neurons
in the same layer share the same input at each time. It is denoted that the lay-
er which receives inputs as input layer and the layer giving outputs is named as
output layer. The inputs of input layer neurons are the combination of the input
components and the inputs of the output layer neuron are the combination of the
outputs of the input layer neurons. Denote the input combination of the ANN at
time i as X i, the output of the ANN at time i as yi, and the relative input compo-
nents as xi,k (k = 1, 2, ...,m), where X i = [xi,1, xi,2, ..., xi,m] holds. Denote the
weights of input layer neuron j (j = 1, 2, ..., n) as wkj . Denote the weights of the
output layer neuron as vj . And denote the bias value of input layer neurons and
the output layer neuron as Tj and To respectively. The output of the ANN at time i
can be calculated by (2.5) [14], where finput and foutput are the activation function
of input layer neurons and the output layer neuron respectively.

yi = foutput

(
n∑

j=1

vj finput

(
m∑
k=1

wkjxi,k − Tj

)
− To

)
. (2.5)

10
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Figure 2.2: A simple example of the network structure of feed-forward hierarchi-
cal ANN.

It is observed that the output of an ANN is determined by the weights and
biases of all the neurons. After the network given the output at each time, the
output should be compared with the target value and the weights and biases in
the neurons should be adjusted according to the comparison result. The back-
propagation (BP) algorithm is preferred in articles as the learning rule [8, 15, 22,
23, 24, 28, 35] to adjust the parameters. BP algorithm is a generalization of delta
rule for multi-layer feedforward ANNs. As mentioned in [34], [37], a multi-layer
feedforward ANN is able to fit non-linear function well using BP algorithm, in the
case of offering correct input data and enough hidden neurons. In MATLAB R©

Neural Network ToolboxTM, Levenberg-Marquardt training function is used to
achieve the BP algorithm to train the feed-forward ANNs [4], since the use of
Levenberg-Marquardt algorithm can make the feed-forward neural network be
trained faster [13].

11
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2.3 Influence of Weather Parameters in Load Fore-
casting

Weather parameters have been considered as a significant effect for the load con-
sumption in a power system [3, 12, 27, 30, 36]. The usage of high power electric
equipment, such as air condition and heater, is great influenced by the weather pa-
rameters for instance temperature, humidity, solar radiation, etc. In [12, 35], the
temperature is considered as the most important weather variable which impacts
the load consumption. And the correlation between regional temperature, solar ra-
diation, humidity, pressure, wind speed and precipitation and electric load is inves-
tigated in [35] respectively. Furthermore, the impact of temperature, wind speed
and cloud cover parameters on the regional short-term load prediction ANNs is
discussed in [36]. Also, this paper points out that the mean of data checked in
different places in the region can more accurately reflect the weather condition of
that region, and using the mean data can obtain better load forecast results.

Although numerous existing papers have studied the correlation between weath-
er parameter and load consumption and further utilized weather data such as tem-
perature and humidity in load prediction models, these researches focus common-
ly on the prediction of regional power consumption. The study about domestic
household is still limited, which is investigated in the thesis.

2.4 Peak Predictions

There are numerous of articles about peak prediction existing in the research com-
munity. A neural network based regional long term peak load forecasting is p-
resented in [28]. In that paper a multi-layer feed-forward ANN trained by BP
learning algorithm is proposed to forecast the monthly peak load. A short ter-
m regional peak prediction using multi-layer feed-forward ANN is given in [16].

12



Chapter 2. Domestic Electric Load Forecasting Using ANN and Peak Prediction

Furthermore, an hourly peak prediction method is mentioned in [38] using evolu-
tionary algorithms and fuzzy logic approach. In [11], a possible peak forecasting
method is given, in which the regional peak prediction problem is mapped into a
classical pattern recognition problem. The prediction results of these articles are
impressive and worth remembering.

However, the prediction of the occurrence timing of the peaks, which is re-
quired by HEMS to manage and schedule loads, is not covered in the researches
above. In addition, the peak predictions above are all made for regional power
systems, while our focus is on forecasting peaks in domestic households.

13



Chapter 3

Domestic Electric Load Data
Processing and Utilizing for Demand
Forecasting

3.1 Load Demand of Domestic Household

Although numerous of ANN models have been developed for regional load con-
sumption, as presented in Chapter 2, the prediction of load consumption of a do-
mestic household is a more difficult case. Compared with regional consumption,
the load usage of a household usually fluctuates more largely and rapidly.

A comparison of hourly domestic household consumption and hourly region-
al consumption is illustrated in Fig. 3.1, in which the subfigure (a) presents the
hourly power consumption line chart of a southern Norwegian domestic house-
hold in Dec. 2011. The data obtains from the database used for load and peak
prediction of this thesis, which will be introduced later in this chapter. The sub-
figure (b) shows the power consumption of the entire New England area, America
in Jan. 2015 [25]. Both of the subfigures in Fig. 3.1 use hourly data for two con-
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tinuous workdays. Although due to data limitation, the comparison data are not
in the same country at the same days, it is still able to illustrate that comparing
with regional consumption, the power usage of one domestic household fluctuates
more rapidly.

A straightforward reason is that the activities of a family are easily influenced
by random factors. For example, as a dinner dessert, a freshly baked pie requires
much more load than an ice cream. However, the impact of household random
factors are offset by numerous of family activities when considers a regional con-
sumption, only the common power usage characteristic is shown in the data, e.g.,
power consumption increases before/at dinner time.

3.2 Power Consumption Data

3.2.1 Raw Load Data

In this thesis, the active and reactive power consumption data of a southern Nor-
wegian domestic household are utilized on developing the load and peak predic-
tion model. The raw load data is the hourly accumulative power consumption
value of a southern Norwegian household for about two years. The span of active
power accumulation data is from 15:00 5th, Dec. 2011 to 14:00 11th, Nov. 2013,
which is illustrated in Fig. 3.2(a). And the span of reactive power accumulation
data is from 15:00 6th, Dec. 2011 to 00:00 11th, Dec. 2013, which is presented
in Fig. 3.2(b). To simplify expression in the thesis, the ith data in an identified
database is called the data at hour No. i. For example, in the database of accumu-
lative active power raw data, the data of hour No. 1 corresponds the accumulative
active power at 15:00 5th, Dec. 2011 . It should be noticed that the data of hour
No. i in different databases usually represents data for different time points.
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Figure 3.1: A comparison of hourly domestic household consumption and hourly
regional consumption: (a) domestic household consumption and (b) regional con-
sumption.

3.2.2 Load Data Processing

Reading Error

In Fig. 3.2, it is able to be observed that two types of data errors exist in the active
and reactive accumulative power consumption raw data. The first type of error
is named as reading error, which can be detected if the accumulative power con-
sumption reading of one hour is less than its previous hour. For example, in the
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Figure 3.2: (a) Raw accumulative active power consumption data; (b) Raw accu-
mulative reactive power consumption data.

active power raw data, the reading of hour “07/05/2012 04:00:00” (at Fig. 3.2(a)
hour No. 3686) is 1049.096 kW. However, the readings of hour “07/05/2012
03:00:00” and “07/05/2012 05:00:00” are 10491.581 kW and 10496.662 kW re-
spectively. Thus the reading of hour “07/05/2012 04:00:00” is detected as a read-
ing error. It is because the slope of an accumulative function cannot less than 0.
As illustrated in Fig. 3.2, there are 4 and 3 reading errors existing in the raw ac-
tive and reactive accumulative power consumption data respectively. To remove
reading errors, it is selected to replace the erroneous reading by the mean of its ad-
jacent two readings. In th previous example, the erroneous reading is replaced by
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10494.1215 kW (1
2
(10491.581 + 10496.662)). A necessary assumption of using

this approach is that there is no adjacent errors in the raw data.

Gap-data Error

The other type of error is named as gap-data error. This type of error can be de-
tected if the date readings of adjacent data units are not continuous. For example,
in the active power raw data, the date reading of hour No. 6719 is “10/09/2012
13:00:00” and the date reading of hour No. 6720 is “27/09/2012 13:00:00”, which
means that 17 days’ load consumption data is missing. This gap-data error is also
can be observed in Fig. 3.2(a), in which a data stair exists between hour No.6719
and hour No. 6720. Moreover, similar to the reading errors, the gap-data errors in
the data of two power types arise randomly. The gap-data errors in the accumula-
tive active and reactive raw data are illustrated in Appendix A.

The gap-data error is hard to repair since the hourly power usage profile in
the gap period is a black-box. Any artificial processes may cause negative impact
for the correct training of the prediction model. Nevertheless, the influence of the
gap-data error can be avoided by using hourly power consumption data to develop
forecast model. Then the short term missing data in the training set does not
have considerable influence to the prediction model output. By using this strategy
the raw accumulative power consumption data requires to be reformed as hourly
power consumption data, in which the missing portions in gap periods are ignored.

Special Holidays

In special holidays like Easter and Constitution Day, the activities of people are
usually quite different from common workdays and weekends. Traditional cus-
toms and special leisure ways may lead a total different power consumption pat-
tern of a household. For example, if a family goes abroad to travel in the Christmas
holiday, their household power consumption of that period should keep in a rel-
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ative low level. However, if a family stays in their household during the holiday,
the power consumption should be much larger than ordinary days. There are two
approaches to deal with the load samples in special holidays. One approach is
adding a mark column in the input vector to distinguish the samples for holidays
with samples for ordinary days. The other approach is removing those special
holiday samples from the available database. Both two approaches are utilized in
the thesis by different models, based on the different requirements of the models.

The hourly active and reactive power consumption data of the southern Nor-
wegian domestic household is illustrated in Fig. 3.3(a) and (b) respectively, in
which the reading errors are processed and gap parts are ignored. Moreover, active
and reactive power consumption of the hour No. i in the database are denoted as
Cact,i and Cre,i respectively. Since the same model (structure and configuration)
are utilized to forecast active and reactive power consumption, in unambiguous
cases, we utilize Ci to express the power usage of the hour No. i.

3.3 Weather Parameter Data

Weather parameter data is utilized in the thesis to investigate the impact of it on
the load prediction model for a domestic household.

A house exchanges heat with its surrounding space all the time until reaching
balance. In order to keep the inside temperature in a comfortable range, a lot of
power should be consumed by air condition/heater. Therefore, the air temperature
is considered as an important weather parameter which can influence the power
usage. Moreover, house is able to obtain energy from solar radiation. Thus, solar
radiation is considered as another weather parameter in the thesis.

The data we utilized on training and testing the forecast model are actual
weather values. However, it is impossible to obtain future weather situation in
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Figure 3.3: (a) Hourly active power consumption data; (b) Hourly reactive power
consumption data.

practice, only weather forecast could be used. Therefore, the performance of pre-
diction models using weather parameter data in the thesis could be seen as an
upper bound of the practice situation.

The regional weather data of the southern Norwegian household is offered by
website yr.no, which is supported by the Norwegian Meteorological Institute. The
raw weather data offers values of solar radiation and meteorology temperatures in
period from 00:11, 1st, Jan. 2007 to 23:56, 7th, Apr. 2013. For meteorology
temperatures, the regional air temperatures at 2 m are given for every 15 min. For
solar radiation, values of the global solar irradiance (GSI ) are given by the same
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timings with temperature values. The temperature and solar radiation detection
time are the 11th, 26th, 41st, and 56th minute of each hour.

Since the detection interval of hourly power consumption and raw weather da-
ta are different, in order to utilize the raw weather data into the prediction model,
it is necessary to integrate the time interval of data firstly. Here the weather sam-
ples (include temperature and GSI value) detected at 26th minute of each hour are
utilized to represent the weather of that hour. In this way, the power consump-
tion data and weather data has the same time interval which is one hour. As an
example, the hourly regional temperature and GSI data in 2012 are illustrated in
Fig. 3.4(a) and (b) respectively. The x-axis, “Hour”, orders the hour from timing
00:00, 1st, Jan. 2012. Since 2012 is a leap year, the total number of sample in
each figure is 8784 (24 ∗ 366).

3.4 Peak Prediction of Domestic Household

The results of forecasts for the load demand of the incoming 24 hours are used
to predict the peak. Based on different peak determination strategies, the power
consumption peak in a short period (24 hours) could be different. In the thesis,
the highest peak strategy is utilized on determining peaks.

The highest peak in a period represents the hour with highest power consump-
tion value. The highest power consumption leads the biggest challenge for the
local power distribution network. Highest peak forecast is required by HEMS
to manage and schedule controllable non-critical load beforehand to smooth the
peak.
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Figure 3.4: (a) Hourly temperature data in 2012; (b) Hourly GSI data in 2012.
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Chapter 4

Forecasting Model Building and
Synthesis

In this chapter, prediction models are built to forecast the load demand in the
incoming 1st - 24th hour. In the thesis, we name the prediction which forecasts
the hourly load demand t hours later as “demand prediction model t”, where t =
1, 2, 3, ...24. As an example, the demand prediction model 1 represents the one
hour demand prediction, which is in charge of forecasting the demand in the next
hour.

In order to describe the load prediction mathematically, it is denoted the load
demand of t hours after the hour No. i as Li,t, where t = 1, 2, ..., 24. Since the
forecast target of demand prediction model t at hour No. i equals to the actual
power consumption of hour No. i + t, Li,t = Ci+t always holds. And the corre-
sponding demand prediction result is denoted as L̃i,t. For each i, L̃i,t is predicted
by demand prediction model t.
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4.1 Input Data for Demand Prediction

In order to compare the demand prediction results between the models with and
without considering weather parameters, it is necessary to use the overlapping
portion of the load and weather data to train and test the models with and without
considering weather parameters. The available period is from 5th, Dec. 2011 to
7th, Apr. 2013.

To make the input vectors using only hourly power usage data (for both active
and reactive models), two classes of columns, time columns and historical powr
usage columns, are considered. And for prediction in consideration of weather
parameters, external weather columns are required.

4.1.1 Time Columns

The time information is required to transform from a string data towards numer-
ical data before imported into the model. For this case, the string time column
is transformed into three numerical columns, which are “month”, “hour”, and
“day of week”. For models including special holiday samples, one more column,
“workday/holiday”, is required.

For hour No. i, the time columns are denoted as month(i), hour(i), week(i),
holidaymark(i). The range of function month(i), hour(i), week(i) is [1, 12],
[1, 31], and [1, 7] respectively. For week(i), 1 is for Sunday and 7 is for Saturday.
The range of function holidaymark(i) is 0 and 1. 0 is for samples of workday,
and 1 is for samples of holidays.
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4.1.2 Historical Power Consumption Columns (Load Column-
s)

Through trajectories, the data of “three latest consumption”, “the 24-hour lag con-
sumption” and “average consumption of latest 24 hours” are used for the demand
prediction. For demand prediction model t and hour No. i, The “three latest
consumption” can be expressed as Ci, Ci−1, and Ci−2. The “24-hour lag con-
sumption” can be presented as Ci+t−24. And the “average consumption of latest
24 hours” can be indicated as 1

24

∑23
k=0Ci−k.

The combination of time and historical consumption columns forms the input
data of the prediction models. X i is denoted by an arrow vector as the input at
hour No. i. Altogether, there are 8 elements in each input vector. As an exam-
ple, several input vectors around X i for demand prediction model t are shown in
Tab. 4.1.

4.1.3 Weather Columns

For the demand prediction models considering weather parameters, the actual data
of temperature and GSI of the hour No. (i+ t) are added into each input vectors.
Thus each X i in the prediction considering only temperature/solar radiation has
9 elements, and in the prediction considering both temperature and solar radiation
has 10 elements.

4.2 Demand Prediction Using ANN Model

As discussed in Chapter 2, two-layer feed-forward ANN is utilized in the thesis
to forecast the power demand of both active and reactive loads. The architecture

25



Chapter 4. Forecasting Model Building and Synthesis

Ta
bl

e
4.

1:
In

pu
tv

ec
to

rs
ar

ou
nd

X
i

fo
rd

em
an

d
pr

ed
ic

tio
n

m
od

el
t

M
on

th
H

ou
r

D
ay

of
W

or
kd

ay
/

T
hr

ee
la

te
st

24
-h

ou
r

24
-h

ou
r

w
ee

k
H

ol
id

ay
la

g
av

er
ag

e

...

m
on

th
(i
+

t
−

1)
h
ou

r(
i
+
t
−
1)

w
ee
k
(i
+
t
−
1
)

h
ol
id
a
y
m
a
rk

(i
−

1
)

C
i−

1
C

i−
2

C
i−

3
C

i+
t−

2
5

1 2
4

∑ 23 k
=
0
C

i−
k
−
1

m
on

th
(i
+

t)
h
ou

r(
i
+

t)
w
ee
k
(i
+
t)

h
ol
id
a
y
m
a
rk

(i
)

C
i

C
i−

1
C

i−
2

C
i+

t−
2
4

1 2
4

∑ 23 k
=
0
C

i−
k

m
on

th
(i
+

t
+
1)

h
ou

r(
i
+
t
+
1)

w
ee
k
(i
+
t
+
1
)

h
ol
id
a
y
m
a
rk

(i
+
1
)

C
i+

1
C

i
C

i−
1

C
i+

t−
2
3

1 2
4

∑ 23 k
=
0
C

i−
k
+
1

...

26



Chapter 4. Forecasting Model Building and Synthesis

of the feed-forward ANN is illustrated in Fig. 4.1, which includes an input layer
with n neurons and an output layer with a single neuron.

After an input vector X i is sent into the input layer neurons, each input layer
neuron calculates the weighted summation. The number of element in an input
vector is denoted as m (m = 8, 9 or 10 holds). Denote the input components
of X i as xi,1, xi,2, ..., xi,m. And denote that in the input-layer-neuron j, the
weight for xi,k as wkj . Then the transfer function of the jth neuron could be
expressed as tj =

∑m
k=1wkjxi,k−Tj , where j = 1, 2, 3...n and Tj is the threshold

of that neuron. If we denote xi,0 = −1 and w0j = Tj , then the transfer function
could be expressed as tj =

∑m
k=0wkjxi,k = XW j , where W j is the column

vector for the weights of the input-layer-neuron j. Hyperbolic tangent sigmoid
function, oj = 2[1 + e−2tj ]−1 − 1, which is good for training speed, is utilized as
the activation function for all input layer neurons [4, 8].

In the output layer, outputs of the input layer neurons are sent to the single
output-layer-neuron as its input. Denote the weights of the output-layer-neuron for
input-layer-neuron j as vj , then the weight summation is given as to =

∑n
j=0 vjoj ,

where o0 = −1 and v0 = To. Since activation function of the output-layer-
neuron is configured as linear function (ao = to) [8, 35], as mentioned in Fig. 4.1,
ao =

∑n
j=0 vjoj holds.

Therefore, based on (2.5) and network configuration discussed above, the fore-
cast result of input vector X i can be calculated by (4.1).

L̃i,t =
n∑

j=1

(1− e−2(
∑m

k=1 wkjxi,k−Tj))vj
1 + e−2(

∑m
k=1 wkjxi,k−Tj)

− To. (4.1)

The weights and thresholds of neurons are updated in each training using
Levenberg-Marquardt algorithm [4, 13].
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4.3 Peak Finding Using Load Predictions

Based on the load demand forecast results of the domestic household for the in-
coming 1-24 hours, it is able to predict the demand peak in the next 24 hours
following the highest peak strategy. Before we develop the prediction, the mathe-
matical expression of power demand peak is required.

Pi,n is denoted as the peaks occurring in next 24 hours after the hour No. i,
where n is the serial number of a peak in the period, i.e., n ∈ Z, n ∈ [1, 24]

holds. Since for the highest peak strategy, there is one and only one peak for each
i, which means that n ≡ 1, it is able to simplify the mathematical expression of
highest peak as Pi in this thesis.

As a power consumption peak, its value and occurrence timing are important.
Denote Pi = (Lpeak, t), where Lpeak is the power demand of the peak, and t ∈
[1, 24] is the number of hours that the peak will occur after hour No. i. Based on
the 24 demand prediction results, the one with greatest value is selected to be the
highest peak, which can be expressed by (4.2).

Pi = (max{Li+k, k ∈ [1, 24]}, tthe peak) . (4.2)

4.4 Assessment of Predictions

4.4.1 Assessment of Load Forecasting

Two evaluation standards are introduced in the thesis to evaluate the load demand
prediction result.

Regression value R ∈ [−1, 1] measures the correlation between the power
consumption prediction result and the target power usage, which is able to be
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calculated by (4.3) [4, 8].

R with a larger positive value means that a closer positive correlation exists
between the prediction results L̃test,t and targets Ltest,t. R with a larger negative
value means a more negative correlation relationship. AndR = 0 means a random
relationship. For our prediction models, the larger R the better.

The other evaluation standard is the mean absolutely percentage error (MAPE)
[26, 31], which is denoted as M . M of the demand prediction model t can be cal-
culated by (4.4). Literally, MAPE is the mean value of absolute errors in the test-
ing period. That is to say that a smaller M represents a better demand prediction
model.

R =
cov(Ltest,t, L̃test,t)

σLtest,tσL̃test,t

. (4.3)

M = mean

{∣∣∣∣∣ L̃test,t − Ltest,t

Ltest,t

∣∣∣∣∣
}
∗ 100. (4.4)

4.4.2 Evaluation of Peak Prediction

To evaluate peak prediction, it is defined that if the error of peak occurrence timing
is not greater than 2 hours, the forecast is considered “correct” predicting the peak
occurrence timing. And in the set of “correct” predicted peaks, MAPE M is
calculated to illustrate the performance of peak value.

29



Chapter 4. Forecasting Model Building and Synthesis

Figure 4.1: The structure of demand prediction ANN model.
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Chapter 5

Performance Analysis of Domestic
Load Predictions

5.1 One Hour Demand Prediction Using Only Load
Data

Based on the ANN structure and input combination given above, in this section,
one hour demand prediction (demand prediction model 1) is trained and tested
using load data with/without error processing. The performance of prediction
results of model using with and without processed data is compared. The results
in this section has been published in [2].

5.1.1 ANN Configuration

The input vectors X i (with/without error) for the model are built up by time
columns and load columns as presented in Tab. 4.1. The setting of the number
of neuron in the input layer, n, is a compromise of accuracy and computation
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amount. In order to achieve better performance, a larger n is required. However,
the increase of n leads much more computation as well as operation time. In this
section, 100 neurons are used by the input layer of the ANN, since n = 10 is not
enough to obtain precise predictions and n = 1000 is too much to be calculated
fast. All the available data are divided using random uniform sampling into three
sets, 70% of samples are used for training, 15% for the validation and the last 15%
for the testing.

5.1.2 Performance of One Hour Demand Prediction with/with-
out Data Processing

It can be observed that data processing upgrades the prediction performance. For
active load prediction, the data processing procedure improves the regression val-
ue R from R = 0.62888 to R = 0.79977, as illustrated in Fig. 5.1. In the figure,
each point includes the information of a forecast result (y-axis) and its corre-
sponding actual consumption (x-axis). A point on the line y = x represents that
the forecast equals to the target, which means a prefect forecast. And for reactive
load prediction, the improvement achieved from data processing is more signifi-
cant. As presented in Fig. 5.2, the reactive load prediction using unprocessed data
has R = 0.082126, and the regression value of prediction using processed data
achieves R = 0.90159.

It is observed from the evaluation results that both active and reactive pre-
dictions are not precise enough to be used in HEMS. In order to achieve more
accurate prediction, it may be required several influential parameters to be intro-
duced as input components. As a candidate, the impact of weather parameter on
the one hour demand prediction is discussed in the next section.
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(a) (b)

Figure 5.1: (b) Regression value of all samples for active power consumption
prediction and target without data processing; (a) Regression value of all samples
for active power consumption prediction and target with data processing.

(a) (b)

Figure 5.2: (b) Regression value of all samples for reactive power consumption
prediction and target without data processing; (a) Regression value of all samples
for reactive power consumption prediction and target with data processing.
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5.2 Influence of Weather Parameters on One Hour
Demand Prediction

As mentioned in Chapter 2, weather parameters, such as temperature and solar
radiation, are considered as important factors which are able to influence the load
consumption in regional power system. In this section, the impact of weather
parameters on the one hour active and reactive demand prediction for domestic
household is investigated. Temperature and solar radiation data are introduced in-
to the one hour demand prediction, and the efficiency of predictions are evaluated
and compared. The results in this section has been published in [1].

5.2.1 ANN Configuration

The input vectors X i used this section consist of time, load and weather columns.
In order to distinguish the impact of temperature data and solar radiation (GSI) da-
ta, predictions considering temperature are simulated firstly. Then, the predictions
with both temperature and solar radiation data are trained and tested. The predic-
tion results are compared with the results of predictions using only load data,
which are presented in Section 5.1. In order to make the comparison meaningful,
the network configuration of this section should follow the settings in Section 5.1,
i.e., input layer neuron is configured as 100. And 70% of the samples are used for
training, 15% for the validation and 15% for the testing.

5.2.2 Performance of One Hour Demand Prediction Consider-
ing the Influence of Weather Data

For the predictions consider only temperature (time columns + load columns +
temperature column), the regression value R for active and reactive load predic-
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tion is Ract = 0.80226 and Rreact = 0.90371 respectively, which is presented in
Fig. 5.3. The MAPE for active and reactive prediction is Mact = 49.4703 and
Mreact = 48.6966 respectively. After comparing the evaluation results with the
results in Section 5.1, it is observed that for the active prediction, the introduction
of temperature data leads a little improvement on the regression but upgrades a lot
on reducing MAPE. However, for the reactive prediction, temperature data does
not have significant impact for the prediction.

(a) (b)

Figure 5.3: (a) Regression of all samples for active prediction considering tem-
perature data; (b) Regression of all samples for reactive prediction considering
temperature data.

The different impact of temperature data on active and reactive load prediction
might come from the different usage mode of active and reactive loads. Actual-
ly, comparing with reactive power, active power is more sensitive to temperature.
When the temperature becomes cold/sticky, heaters/air-conditions are commonly
used in a household, which directly results the increasing of active power con-
sumption. Thus it is reasonable that the temperature data has benefit for the active
load prediction. However, since that there is no direct connection between tem-
perature and reactive power consumption, temperature data is difficult to have
significant impact on reactive power prediction.

For the active and reactive predictions considering both temperature and GSI
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(time columns + load columns + temperature column + GSI column), regression
value R is Ract = 0.80025 and Rreact = 0.90588 respectively, and the MAPE M

is Mact = 46.9245 and Mreact = 48.3425 respectively. The regression results are
presented in Fig. 5.4.

(a) (b)

Figure 5.4: (a) Regression of all samples for active prediction considering both
temperature and GSI data; (b) Regression of all samples for reactive prediction
considering both temperature and GSI data.

Comparing with temperature data, it can be noticed that there is no significant
performance change by introducing solar radiation (GSI) data into the prediction
model. One possible reason is that the weather data is not taken from the same
location as the load data. The obtained temperature and GSI data is the com-
prehensive record of the city where the household is located. The temperature
variation within a city may not be significant. Thus the temperature data is able to
impact the prediction performance in certain level. However, the solar radiation
is a different story. According to the locations, the solar radiation of two hous-
es could be widely different with each other. Thus the solar radiation data for a
city maybe do not have close relativity with the household considered in the the-
sis. Therefore, in order to achieve better forecasting performance, more precise
weather data for the household surrounding environment might be required.
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5.3 Use of Load Prediction for Peak Finding and
Demand-side Management

In Section 5.1 and 5.2, one hour demand prediction (demand prediction model 1)
is built and the influence of weather parameters is analysed. However, in order to
achieve demand-side management, only prediction for the next hour is not enough.
Finding the potential peak in next 24 hours is required by HEMS to managed
the loads in the incoming day efficiently. Therefore, the prediction of the load
demand in each hour of the incoming day (demand prediction model 1-24) is
required. In addition, considering the practical application scenario of the peak
finding approach in the HEMS, the configuration of load prediction ANN should
have some adjustments in this section.

5.3.1 ANN Configuration

As mentioned in Chapter 3, the load demand in special holidays is hard to be
predicted. In previous sections, one additional input component, “workday/hol-
iday”, is utilized to distinguish rest days from workdays. In order to forecast
the peak precisely, in this section, the load consumption data in special holidays
are removed from the available database. Correspondingly, the input component
“workday/holiday” is removed from the input combination. It should be noticed
that the samples for weekend are kept in the available data, and they are able to be
distinguished from sample for weekday by input column “Day of week”. Through
the steps of taking the overlapping portion of load and weather data, processing
the raw data into the input form, and removing the data related with gap-data
errors and special holidays, the list of input vectors is obtained.

In addition, the training of the load prediction ANN in the HEMS terminal
is a challenge. As a terminal located in household, the operation capability of
HEMS might not be able to train the network good enough. Therefore, the training
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and validation process should be done when the HEMS is installed. In order to
simulate this scenario, the available input vectors are divided into three sets by
blocks. The first 70% of data is used for training the ANN. Next 15% of data
is used on validation and the last 15% is used for testing the performance of the
ANN.

It should be noticed that in order to utilize the load prediction result in peak
prediction, the date of the input vectors in the test set should be continuous. Oth-
erwise the peak forecast results will have some troubles. The available data for
active predictions is in a 1.3 year span, and the available data for reactive predic-
tions is in a 1.2 year span, approximately.

The ANNs for demand prediction model 1 − 24 are established based on the
configurations discussed in Chapter 4. And the number of hidden layer neuron, n,
is configured as 10. Although the size of the hidden layer is insufficient to obtain
a precise enough prediction, the relatively small number of neuron guarantees the
operation time of the training and testing of the 24 prediction models could be
controlled within an acceptable range.

In order to find the peak in the incoming 24 hours, the correlation between
the prediction result and the target is important. A greater regression value means
that the prediction fits the load usage profile better. So the peak forecast using
load predictions with greater R should performs better. Thus, in this section, the
regression value of the demand prediction models are presented.

5.3.2 Performance of Load Predictions for the Incoming 24
Hours Using Only Load Consumption Data

After setting the models, it is able to investigate the performance of load prediction
models using only load consumption data. As mentioned, 8 components (3 for
time, 5 for load) are included in each input vector.
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The regressions of demand prediction model 1 (train and test for once) for
active and reactive power are presented in Fig. 5.5(a)-(b). Although there are
other configurations difference, it is still able be observed that the performance
difference between the prediction with 100 input neurons (Figs.5.1(b) and 5.2(b))
and the prediction with 10 input neurons (Fig. 5.5).

1 2 3 4 5 6 7 8

1

2

3

4

5

6

7

8

Target

O
u

tp
u

t 
~=

 0
.4

9*
T

ar
g

et
 +

 1
.6

Regression: R=0.69483

 

 
Data
Fit
Y = T

(a)

0.2 0.4 0.6 0.8 1 1.2 1.4

0.2

0.4

0.6

0.8

1

1.2

1.4

Target

O
u

tp
u

t 
~=

 0
.7

*T
ar

g
et

 +
 0

.1
5

Regression: R=0.78864

 

 
Data
Fit
Y = T

(b)

Figure 5.5: (a) Regression of demand prediction model 1 for active power using
only load data; (b) Regression of demand prediction model 1 for reactive power
using only load data.

The demand prediction model t (t = 1, 2, ..., 24) is trained and tested for 15
times. The mean regression value R of the tests for the 24 models are illustrated
in Fig. 5.6(a) (for active power) -(b) (for reactive power). It is observed that the
value of R decreases when t increases, which means that the forecast result and
actual consumption become less correlation in the model which is in charge of
forecasting a farther hour.

Furthermore, it is observed a tendency that the regression of load prediction
models decreases fast in the predictions of closer hours (forecast hour 1-5 approx-
imately). And the decline rate of regression decreases in the predictions of farther
hours (forecast hour 6-24 approximately). However, due to the number of neuron
configured in the input layer and the operation time are limited, the curve of mean
regression is not stable enough. The relationship between forecast hour and the
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Figure 5.6: (a) Mean regression for active load predictions using only load data;
(b) Mean regression for reactive load predictions using only load data.

regression value R is hard to be illustrated clearly. Therefore, in order to reflect
the characteristic of the data, MATLAB R© Curve Fitting ToolTMis utilized here to
fit the regression line chart (active and reactive) as a continuous function. There
are numerous types of curve fitting method with different critical norms. Which
fitting method reflects the characteristic of the relationship between regression
values and forecast hour better is still an open question. When the optimal fitting
method is found, the fitting result might be more insightful, which is able to be
used on improving the algorithm.
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Here, based on the profile of the curves, two terms exponential function (f(x) =
a ∗ ebx + c ∗ edx) is selected as the target function format, where b and d should
be negative. The curves (active and reactive) after fitting are presented in Fig. 5.7.
It is able to illustrate clearly that the decline rate of regression value decreases
rapidly in the figure.

Since same ANN structure and same input components are utilized for the pre-
dictions, the change of the decline rate might reflect the change of the relativity
between the forecast hour and existing data (input components). The shorter in-
terval between existing data and forecast hour, the larger impact the existing data
has, the better performance the prediction achieves. However, when forecast the
load in farther future, the impact of existing data reduces. For this reason, the
decline rate decreases rapidly in the predictions for close hours.

Moreover, in Fig. 5.7, it is observed that the regression value of predictions for
farther hours (forecast hour 6-24) presents a kind of stability. The values ofR keep
in a certain low level and decrease slowly. A possible reason of this phenomenon
is that there is a kind of short term feature existing in the power consumption of
a household. The load usage in an hour implies the power consumption feature
of the coming few hours. Hence, without the short term load consumption feature
information offered by existing data (when the forecast hour > 5), the predictions
for farther hours provides a kind of generality load forecast. Since the latest three
hours’ load consumption is included in the input combination of each prediction,
the range of short term load consumption feature might be in 3− 5 hours. For this
reason, the performance declines rapidly for demand prediction model 1 − 5 and
for the predictions for farther hours perform similar.
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Figure 5.7: (a) Fitted mean regression for active load predictions using only load
data; (b) Fitted mean regression for reactive load predictions using only load data.

5.3.3 Performance of Load Predictions Considering Weather
Data

Based on the same ANN structure and configuration, the load prediction models
using load consumption data and weather data (1 or 2 external input components)
are built. The model performance of network using temperature and/or solar ra-
diation data is compared with the one using only load consumption data in this
subsection.
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The 24 load prediction models using load consumption together with only
temperature, with only solar radiation, and with both temperature and solar radi-
ation are trained and tested separately for 15 times. The mean regression of test
results for active and reactive power are illustrated in Fig. 5.8(a) and (b) respec-
tively.
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Figure 5.8: (a) Mean regressions for active predictions; (b) Mean regressions for
reactive predictions.

It is observed that the performance of predictions considering weather param-
eters keeps the characteristics of predictions using only load data which are dis-
cussed in the previous subsection. Similarly, to illustrate the relationship between
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curves, the MATLAB R© Curve Fitting ToolTMis utilized again to fit the regression
values on each curve. Similar to the prediction with only load data, two terms
exponential function (f(x) = a∗ ebx+ c∗ edx) is selected as the form of the fitting
function. The curves after function fitting are presented in Fig. 5.9.

0 5 10 15 20 25

0.45

0.5

0.55

0.6

0.65

0.7

Forecast hour

R
eg

re
ss

io
n

 

 

Load
Load+GSI
Load+Temperature
Load+Temperature+GSI

(a)

0 5 10 15 20 25
0.45

0.5

0.55

0.6

0.65

0.7

Forecast hour

R
eg

re
ss

io
n

 

 

Load
Load+GSI
Load+Temperature
Load+Temperature+GSI

(b)

Figure 5.9: (a) Fitted mean regressions for active predictions; (b) Fitted mean
regressions for reactive predictions.

It is observed in Fig. 5.9(a) that the regression of active power predictions
for relative close hours (1-3 hour) has no significant difference. However, when
the ANN model is utilized on forecasting relative farther hours (> 15 hour), it is
noticed that the performance of models using temperature data as a weather pa-
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rameter (“load + temperature” and “load + temperature + GSI”) becomes better
than the others. It means that by introducing temperature data into the prediction,
regression value has a little advantage comparing with the predictions without
temperature data. In addition, it can be observed that the models using GSI da-
ta (“load + GSI” and “load+ temperature + GSI”) as inputs perform worse than
the models which do not using GSI data (“load” and “load+ temperature” respec-
tively), meaning that introducing GSI data as an input component does not have
positive impact for active power predictions.

However, in reactive power predictions, the performance is quite different.
The prediction using only load data performs better on the predictions for farther
hours. And predictions using temperature data is worse than the predictions with-
out using, which means that temperature data does not have benefit for reactive
power prediction. It can be observed that the prediction result here conforms the
analysis about the possible reason of the different impact of temperature data on
active and reactive load prediction in Section 5.2. It is that comparing with re-
active load, active load is more sensitive to temperature. Furthermore, it is also
can be observed that the solar radiation data does not have significant impact for
active and reactive predictions too.

5.3.4 Performance of Peak Finding

The highest peaks in the next 24 hours of the household are predicted based on
the demand prediction model 1 − 24 considering temperature and GSI. In order
to avoid the situation that two highest peaks with same load consumption exist in
the prediction, two measures are taken.

1. The forecast and target load value are set as type “double” in MATLAB R©

codes;

2. If more than one highest peaks (with equal “double” value) exist, the first
one will be claimed as the peak (since in practice, the closer peak is more impor-
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tant for the HEMS).
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Figure 5.10: (a) Accuracy and MAPE for active peak prediction with different
database spans; (b) Accuracy and MAPE for reactive peak prediction with differ-
ent database spans.

It is observed that regression value of load prediction decreases with increase
of forecast hour. Based on current knowledge, when the forecasting a farther hour,
it is natural that the forecast accuracy decreases. Thereby the peak forecast relying
on load prediction results inherits the prediction errors in the load predictions.
According to the peak evaluation method introduced in Chapter 4, the forecast
“correct” percentage (accuracy) and MAPE of active and reactive peak predictions
are calculated. For the active peak prediction, the accuracy is Pact = 41.985%,
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and the MAPE of peak load prediction is Mact = 26.120%. For the reactive
peak prediction, the accuracy is Preact = 28.160%, and the MAPE of peak load
prediction is Mreact = 33.662%.

The peak prediction results based on different data spans are illustrated in
Fig. 5.10, in which 1-1.3 year’s active data and 1-1.2 year’s reactive data are uti-
lized to train and test in the peak prediction model respectively. It can be observed
that by using data with longer span, the model performs better (with greater accu-
racy and less MAPE). It should be mentioned that in order to avoid gap-data error
existing in the test set, the available data is limited. Therefore the investigation
range is 1-1.3 year for active data and 1-1.2 year for reactive data.
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5.4 Discussions

5.4.1 Load Prediction Model

In the thesis, hourly active and reactive load demand in the 1st - 24th incoming
hours of a typical domestic household is predicted using load data with/without
weather data (temperature and solar radiation). Due to the limitation of time and
device, the simulations adopt a configuration with relative less number of hidden
layer neuron and testing times. The prediction results, especially the results of
predictions for farther hours, are not very impressive compared with other ANN
based load consumption predictions (predictions for power system) [21, 24, 29,
30]. Increasing the number of neuron is an approach to increase the forecast
accuracy. And according to the result of [39], wavelet transformation of the load
data is another way to improve the accuracy. However, this approach is not utilized
in this study since this approach may erase the power consumption “hobby” of
the family in certain extent. In addition, perhaps through extracting several main
waveform of the load consumption using Fourier transformation and using the
frequency data to train the model is also a way to process the load data beforehand
which can improve accuracy. This possibility might be discussed in the future
work.

For regional demand prediction considering weather parameters, it has been
presented in [36] that the prediction performs better when using the mean of data
monitored by weather stations in the region rather than using the data monitored
by a certain station. Nevertheless, for domestic demand prediction, more specif-
ic weather data might leads to a more accurate forecast result. A more specific
weather data includes more details of the household surrounding which might in-
fluence the load consumption. Even, it might be required to include continuous
weather data for considering influence of the weather parameters.

For the gap-data errors in the raw data, using the load prediction model to esti-
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mate the usage of each missed hour could be a way to refill the missing segments.
The estimation result might be used for other researches or statistic processes
which are not very sensitive on load usage but sensitive on missing data.

Moreover, about selecting input combination, using different input component
scenarios for different demand prediction models (with different t) may improve
the prediction performance when forecasting farther hours. Introducing correla-
tion analysis into the component selection might be a good approach.

5.4.2 Peak Prediction Model

Peak prediction is built in the thesis based on the load forecast results. Since re-
gression level in the load predictions cannot be controlled well, accuracy of the
peak prediction is also not impressive. A straightforward thought to increase the
accuracy is to utilize mean error of each demand prediction model to correct the
peak prediction. However, since the errors of load prediction are relative unstable,
this approach might be hard to have significant effect. Based on the peak pre-
diction results, training the model using data with longer span should be consid-
ered as an approach to increase the forecast performance. Another approach that
may improve the peak prediction accuracy is to employ the results of “vertical-
direction” load predictions as inputs to predict the peak. “vertical-direction” load
prediction, means that using every day the same hour’s load to forecast the load
demand of the next day at that hour (for example, load usage data at 0:00 is uti-
lized on forecast the demand of the coming day, 0:00).

In the thesis, the continuous hourly data is utilized to forecast the load con-
sumption in the incoming 1st - 24th hour. This kind of prediction can be called
as “horizontal-direction” load prediction. This kind of “horizontal-direction” pre-
diction leads to a problem that the time interval between existing data and the
forecast target can be different. For example, for demand prediction model 1,
the time interval between existing data and forecast target is 1 hour. However,
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for demand prediction model 24, the interval enlarges to 24 hours. This kind of
interval diverse results in a complexity in the control of the prediction. How-
ever, for “vertical-direction” load predictions, the time interval between existing
hour and the forecast target is the same (24 hours). Thus, the performance of the
load predictions is able to be controlled easier. As a result, by using the results of
“vertical-direction” load predictions, the accuracy of peak prediction model might
be improved.
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Conclusions and Further Scope of
the Study

6.1 Conclusions

In the thesis, one hour active and reactive demand prediction for a typical Southern
Norwegian domestic household has been built based on two layer feed-forward
ANNs using load data with/without processing or using load data together with
weather parameters (temperature and solar radiation) as input. It is observed from
the numerical results that data processing upgrades the forecast performance. In
addition, active load prediction using load data together with weather data per-
forms better than the case where only load data is adopted. And for reactive load
prediction, no significant improvement achieves by introducing weather parame-
ters into the prediction.

In addition, hourly active and reactive loads of the incoming 1st - 24th hour for
the household have been predicted based on the ANNs with/without considering
the impact of weather parameters (temperature and solar radiation). The predic-
tion result conforms to the results in one hour demand prediction. Furthermore,

51



Chapter 6. Conclusions and Further Scope of the Study

the regression value decreases with increase of forecast hour. At the same time,
the decline rate decreases, so that the regression value of prediction for closer
hours (forecast hour 1-5) drops fast and the performance of predictions for farther
hours (forecast hour 6-24) converges to a constant. A possible reason is that a 3-5
hours’ short term load consumption feature exists in the power consumption of
the household.

Furthermore, the demand peak with load and occurrence timing of the house-
hold in next 24 hours is found out based on the load predictions. It is observed
that the peak prediction performs better when data with longer span is utilized for
training.

6.2 Contributions

• Hourly active and reactive load predictions (including one hour demand
prediction) have been established for domestic household in active and reac-
tive consumption using ANN with/without considering weather parameters
(temperature and solar radiation).

• A near future peak finding approach has been built based on the load pre-
dictions.

• The predictions have been validated by a typical Southern Norwegian house-
hold load consumption data around one and a half years.

• Forecast results have been evaluated and compared. Possible reasons for
comparison results have been discussed.
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6.3 Further Scope of the Study

In order to obtain better load prediction results, especially for forecasts of far-
ther hour ahead, correlation analysis is going to be used on selecting input power
components. Different input combination scenarios will be adopted in the pre-
dictions of different incoming hours. In addition, as discussed in the Section 5.4,
“vertical-direction” load predictions will be considered to improve the peak pre-
diction accuracy (load and occurrence timing).

Moreover, the load prediction based on the data after the operation of peak-
reduction (demand-side management) algorithm is going to be considered in the
future study. So that the prediction can be carried out according to the revised
load profile.

Furthermore, predictions for peak determined by other strategies, for example,
unexpected peak and demand limit peak, are going to be established.

Unexpected peaks are the time instances which consume more loads than ex-
pected. This type of peak determination strategy is required by HEMS since the
aggregation of predicted power consumption, additional power consume and the
loads moved towards this hour may lead to a new peak. To avoid this problem,
information about unexpected peak is necessary.

Demand limit peaks are the time instances which consume more loads than the
demand limit which is given by the local distribution network. Since the HEMS
is a terminal of smart grid system at domestic households. A domestic demand
limitation could be broadcast by the upper node in the distribution network. There-
fore, in order to manage and schedule loads beforehand to keep the power demand
under the demand limit as possible, the demand limit peak prediction is required.
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Appendix A

Gap-data Errors

In Appendix A, the gap-data errors in the accumulative active and reactive raw
data are presented in Tabs. A..1 and A..2 respectively.
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Appendix A.. Gap-data Errors

Table A..1: Gap-data errors in raw active accumulative power consumption data
Adjacent hour No. Start timing End timing Gap period Gap value

(day) (kW)
6719-6720 10/09/2012 27/09/2012 17 722.261

13:00:00 13:00:00
13313-13314 29/06/2013 29/06/2013 < 1 37.486

06:00:00 23:00:00
13422-13423 04/07/2013 06/07/2013 2 68.069

11:00:00 23:00:00
13814-13815 23/07/2013 23/07/2013 < 1 18.851

06:00:00 23:00:00
13990-13991 31/07/2013 01/08/2013 1 49.340

06:00:00 23:00:00
14454-14455 21/08/2013 21/08/2013 < 1 30.180

06:00:00 23:00:00
15446-15447 02/10/2013 02/10/2013 < 1 42.929

06:00:00 23:00:00
16078-16079 29/10/2013 29/10/2013 < 1 39.208

06:00:00 23:00:00
16134-16135 01/11/2013 01/11/2013 < 1 44.760

06:00:00 23:00:00
16215-16216 05/11/2013 05/11/2013 < 1 42.037

07:00:00 23:00:00
16295-16296 09/11/2013 09/11/2013 < 1 49.597

06:00:00 23:00:00
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Appendix A.. Gap-data Errors

Table A..2: Gap-data errors in raw reactive accumulative power consumption data
Adjacent hour No. Start timing End timing Gap period Gap value

(day) (kW)
165-166 13/12/2011 06/01/2012 23 125.131

11:00:00 00:00:00
1753-1754 12/03/2012 12/03/2012 < 1 2.775

03:00:00 14:00:00
6121-6122 10/09/2012 27/09/2012 17 172.980

13:00:00 13:00:00
6276-6277 03/10/2012 05/10/2012 1 9.864

23:00:00 10:00:00
12681-12682 29/06/2013 29/06/2013 < 1 6.031

6:00:00 23:00:00
12790-12791 04/07/2013 06/07/2013 2 13.103

11:00:00 23:00:00
13182-13183 23/07/2013 23/07/2013 < 1 3.561

06:00:00 23:00:00
13358-13359 31/07/2013 01/08/2013 1 10.994

06:00:00 23:00:00
13822-13823 21/08/2013 21/08/2013 < 1 7.706

06:00:00 23:00:00
14814-14815 02/10/2013 02/10/2013 < 1 10.138

06:00:00 23:00:00
15446-15447 29/10/2013 29/10/2013 < 1 11.490

06:00:00 23:00:00
15502-15503 01/11/2013 01/11/2013 < 1 13.068

06:00:00 23:00:00
15583-15584 05/11/2013 05/11/2013 < 1 9.301

07:00:00 23:00:00
15639-15640 08/11/2013 09/11/2013 1 26.217

06:00:00 23:00:00

61



Appendix B

Publications From This Work

The publications based on the work of this Master Thesis project are presented in
Appendix B., which are:

B.1: S. Ai, M. L. Kolhe, L. Jiao, and Q. Zhang, “Domestic load forecasting using
neural network and its use for missing data analysis,” in IEEE - 9th Inter-

national Symposium on Advanced Topics in Electrical Engineering, May
2015.

B.2: S. Ai, M. L. Kolhe, L. Jiao, N. Ulltveit-Moe, and Q. Zhang, “Domestic
demand predictions considering influence of external environmental param-
eters,” in IEEE International Conference on Industrial Informatics (INDIN),
Jul. 2015.

B.3: There is another paper “External Parameter Contribution in a Domestic Load
Forecasting Neural Network” written by S. Ai, M. L. Kolhe and L. Jiao has
been provisionally accepted by the 4th IET Renewable Power Generation
Conference (RPG 2015).
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Abstract- Domestic demand prediction is very important for 

home energy management system and also for peak reduction in 
power system network. In this work, active and reactive power 
consumption prediction model is developed and analysed for a 
typical Southern Norwegian house for hourly power (active and 
reactive) consumptions and time information as inputs. In the 
proposed model, a neural network is adopted as a main 
technique and historical domestic load data of around 2 years 
are used as input. The available data has some measurement 
errors and missing segments. Before using the data for training 
purpose, missing and inaccurate data are considered and then it 
is used for testing the model. It is observed that the possible 
reasons of prediction errors may be due to local external 
parameters (e.g. ambient temperature, moisture, solar radiation 
etc.). It may be required to include analysis of these external 
parameters on domestic demand prediction model with peak 
prediction and timing and this will be carried out in our further 
work.  

Keywords: Domestic load, forecasting, home energy 
management. 

I.  INTRODUCTION  
Domestic demand prediction is very important for home 

energy management system and for peak reduction in power 
system network. It is very important to get prediction of active 
and reactive power for managing / scheduling the operations 
of controllable power intensive non-critical domestic loads. 
The forecasting of active power is necessary for managing the 
active power supply and demand, and reactive power 
prediction is also important in managing the voltage profile in 
the network as well as generating reactive power locally (as 
local reactive power management will help in reducing 
network losses and improving power factor). Scheduling / 
operational timing of these loads will help in reducing the 
peak demand in a distributed network. Therefore, it is required 
to have information on prediction of domestic peaks with 
occurring timing and it is required in home energy 
management system for scheduling the operation of these 
loads.  

There are numerous existing articles on power prediction 
in electric network based on artificial intelligence. In [1], a 
power load modelling method using neural network is 
presented, in which neural network algorithm is used to 
establish models of different load components of a house (for 
example, TV, heater, and so on). The focus of that paper is the 

construction of component load model, rather than the 
household-level prediction. In [2], a prediction for whole-
building power consumption is addressed with focus on power 
consumption in commercial buildings. Based on regional 
power data, a prediction method is reported in [3]. A classical 
pattern recognition problem is discussed in [4] for peak 
detection based on average and variance. Based on these 
literature surveys, we have realized that it is interesting to 
predict short-term domestic load (active and reactive power) 
for a typical Southern Norwegian house. In this work, a 
prediction model for active and reactive is developed using 
neural network and it is analysed for a typical historical 
domestic load profile of a Southern Norwegian house. 

For building a neural network based prediction model, two 
tasks are carried out. The first task is process of historical data 
and it is required for training. However, the available data has 
some measurements errors and missing segments. Before we 
use the data for training purpose, it is of great importance to 
process it in order to reduce the influence of the missing and 
inaccurate data on prediction. After the initial data processing, 
the second task has been carried out for training purpose in 
model in order to develop and analyse the prediction model. 
The paper is organized in following sections: Section II 
provides data processing and prediction model, Section III is 
giving prediction results of this model, which are illustrated 
and analysed and Section IV provides conclusion with future 
scope of work.   

II. FORECASTING MODEL DEVELOPMENT 
As mentioned earlier, the proposed model has two tasks: 

(i) data processing, and (ii) predictions based on neural 
network. The forecasting model and data processing are 
discussed in following sub sections. 

A. Forecasting Model 
There are many algorithms which can be adopted for 

prediction purpose and some of them are discussed in [5]. 
First, linear regression is considered for prediction, but the 
obtained results are not precise enough. It might have been due 
to nonlinear behaviour of the data. Therefore, a nonlinear 
algorithm is adopted. A few load forecasting methods are 
discussed in ref [5-6] and based on them a neural network is 
selected to establish a domestic power (active and reactive) 
consumption prediction model. Use of Levenberg-Marquardt 



 

 
 
 

algorithm can make the feed-forward neural network faster in 
training the data set [7].  A two layer feed-forward neural 
network with sigmoid hidden neurons and linear output 
neurons is selected to forecast the curve with multiple inputs 
and it is also reported in our earlier work of wind power 
forecasting [8]. 

The overall structure of the model is illustrated in Fig. 1. 
To establish a prediction model using the hourly power usage 
data, the input of this model is taken combination of time and 
power (active and reactive) usage data. In this work, through 
trajectories, the combinations of “month, hour, day of week, 
workday/holiday, last three hour’s power consumption, 
yesterday the same hour’s power consumption, and the 
average power consumption of last 24 hours” are taken as 
input data. By taking these 9 components as inputs, the highest 
average regression value R could be achieved by comparing 
with other input combinations. Regression value R is 
introduced here to evaluate and compare the prediction results. 
R measures the correlation between the power consumption 
prediction result and the practical / actual power usage. R=1 
means that a very close relationship exists between the 
prediction results and targets. In contrast, R=0 means random 
relationship.  

 

Fig. 1. The two-layer model of neural network 

B. Data Processing 
In the raw data that we used from a typical Southern 

Norwegian house (identified as house ID) has accumulative 
active and reactive power and the detection timing of the 
accumulative power (active, reactive power respectively) are 
with some errors. Hence, the raw data is required to be 
processed in a suitable way as inputs to the neural network. 
Through analysing the available raw accumulative data, two 
kinds of data errors are discovered. The first kind of error is 
named as reading error. For example, at a particular time 
point, the accumulative power consumption is read as 1582.2 
W. However, in the previous hour and the hour after that, the 
readings are 15680.2 W and 15684.3 W respectively. It is 
obvious that one digit is missing in 1582.2 W. To remove such 
type of of errors, the erroneous reading value is replaced by 
the mean of its two neighbours. In the previous example, 
1582.2 W is replaced by 15682.3 W. It is noted that there is an 
assumption that no adjacent error exists in the neighbouring 
data by using this method for handling reading errors. 

The second kind of error is named as missing data error, 
which means that part of data is missing between the two time 
points. For example, one missing data error is observed in 
available load data, in which 17 days are missing between the 
time points “10/09/2012 13:00:00” and “27/09/2012 
13:00:00”. To handle such type of missing data error, we have 
selected to ignore the missing data part and remove the 
corresponding forecast results (which are dependent on these 
missing data), since short term missing data do not have 
considerable influence to the prediction model output. In the 
raw data, the starting time point of active and reactive 
accumulation power are usually not the same. Moreover, 
errors for the two power types also arise randomly. Therefore, 
the error removing process is carried out for active and 
reactive power separately. 

III. PREDICTION RESULTS AND ANALYSIS 

A. Data Processing  
The hourly active and reactive power consumption data of 

a typical Southern Norwegian house for around two years are 
obtained and it is observed that there are some missing 
intervals. The hourly active and reactive power consumption 
data (without errors) of the house with ID “73500*** 
*****839” are illustrated in Figs. 2 and 3 respectively. 

 

Fig. 2. Active Power Consumption of the House 

 

Fig. 3. Reactive Power Consumption of the House 

B. Demand Prediction 
In this work, the number of hidden neurons for the neural 

network is configured as 100. Among all the data samples, 
70% of samples are used for training, 15% for the validation, 
and 15% for the testing. Using the input combinations with 
configuration discussed above, a power consumption 
prediction can be made to fit the power using pattern of the 
typical Southern Norwegian house. In the prediction of active 
power, data processing makes a certain level of contribution 



 

 
 
 

for improving the prediction performance. The data processing 
procedure improves the regression value R for active power 
prediction from 0.62888 to 0.79977 (Figs. 4 and 5). The 
performances of power consumption prediction without data 
processing are low. The reactive power prediction without data 
processing has R=0.082126 (Fig. 6), which has poor 
prediction. However, the reactive prediction with data 
processing performs much better (Fig. 7), and it has 
R=0.90159.  The prediction results of active and reactive 
power usage with data processing are illustrated in Figs. 8 and 
9 respectively. Fig. 10 illustrates the detail of the relationship 
between the power consumption predictions and targets. From 
this Fig. 10, it is obvious that the prediction is not precise 
enough. 

 

Fig. 4. Regression value of all samples for active power consumption 
prediction and target without data processing  

 

Fig. 5. Regression value of all samples for active power consumption 
prediction and target with data processing  

 

Fig. 6. Regression value of all samples for reactive power consumption 
prediction and target without data processing 

 

Fig. 7. Regression value of all samples for reactive power consumption 
prediction and target with data processing  

 

Fig. 8. Result of active power consumption prediction with data processing 
of a house  

 

Fig. 9. Result of reactive power consumption prediction with data 
processing of a house  

 

Fig. 10. Detail view of relationship between active power consumption 
predictions (with data processing) and targets 

After running the prediction model with data processing on 
several typical houses load profiles, the average R value for 
active / reactive power predictions are obtained. The average R 
of active power consumption predictions (with data 
processing) is 0.79286. And the average R value of reactive 
power consumption predictions (with data processing) is 
0.90269. The evaluation results show that both of these power 



 

 
 
 

consumption usages are not precise enough to utilize on 
forecasting peak or making / deciding peak-shift schedule. To 
make predictions more precise, it may be required to take into 
account several parameters as inputs. During this analysis only 
the power usage and time information are used. Therefore, the 
missing influential data as inputs should be some external 
parameters. When looking back to the active and reactive 
power consumption data (Figs. 2 and 3 respectively), a 
fluctuating phenomenon of the power consumption (especially 
for the active power usage) with time should be noticed. The 
power usage in the winter (hour No.0~2000; 8000~10000 
approximately) is normally larger than the power usage in 
summer (hour No.4000~6000; 12000~14000 approximately). 
It can be observed that there may be some influence of local 
weather condition (external parameters) on power usage and 
its predictions. It means that the prediction errors are needed to 
be improved by including the local external parameters (e.g. 
temperature, solar radiation, humidity etc.) into the power 
consumption forecasting model. 

IV. CONCLUSION AND SCOPE FOR FUTURE WORK  
In this paper, active and reactive power consumption 

prediction model is developed and analysed for a typical 
Southern Norwegian house for hourly power (active and 
reactive) consumptions and time information as inputs. Two 
kinds of error in raw data are discovered and accordingly they 
are processed. The forecasting results are presented and 
evaluated. It is observed that the possible reasons of prediction 
errors may be due to local external parameters (e.g. ambient 
temperature, moisture, solar radiation etc.). It may be required 
to include the analysis of these external parameters on 
domestic demand prediction model and it will be carried out in 
our further work. 

It is important to predict the demand peak level and its 
occurring timing. This information will be very useful for 
home energy management system for scheduling the operation 
of the non-critical power intensive loads with consideration of 
user behaviour/comfort. Change of load patterns after 
scheduling will be useful for forecasting the future domestic 
load patterns considering demand side management in the 
housing sector. This work will continue on developing / 
analysing domestic demand forecasting model and demand 
peak prediction model using neural network / artificial 

intelligence and / or with combination of genetic algorithm. 
The impact of external parameters (e.g. solar radiation, 
ambient temperature, humidity, etc.) will also be considered in 
this model for forecasting / analysing the domestic demand 
and peak predictions. 
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Abstract— A precise prediction of domestic demand is very 

important for establishing home energy management system and 
preventing the damage caused by overloading. In this work, 
active and reactive power consumption prediction model based 
on historical power usage data and external environment 
parameter data (temperature and solar radiation) is presented 
for a typical Southern Norwegian house. In the presented model, 
a neural network is adopted as a main prediction technique and 
historical domestic load data of around 2 years are utilized for 
training and testing purpose. Temperature and global irradiation 
(which illustrates the solar radiation level quantitatively) are 
employed as external parameters. From the results, the efficiency 
of predictions are evaluated and compared. It can be observed 
from the numerical results that predictions using historical 
power data together with external data perform better than the 
case where only power usage data are adopted. 

Keywords—Domestic load; forecasting; home energy 
management; environment parameters. 

I.  INTRODUCTION  
Predicting domestic demand in a precise manner is of great 

importance for reducing the damage caused by power 
overload and establishing home energy management system 
(HEMS) and even in using demand side management in 
virtual power plant. Active power prediction are required by 
the HEMS to reduce the power demand peaks for shifting the 
operating times of controllable power intensive non-critical 
loads from a potential power demand peak to an off-peak 
period. Active power prediction is required to manage power 
flow in the network, and forecasting of reactive power is 
required for managing the voltage profile in the network as 
well as for power factor improvement [1]. Therefore, domestic 
demand prediction of both active and reactive power is 
necessary for HEMS to schedule load operations for reducing 
peak demand and improving power factor in the distributed 
power network. 

There are numerous articles in literature for electric power 
prediction based on artificial intelligence. A neural network 
based power load model is reported in [2] and it has focused 
on establishing models for power components like heater, 
incandescent light and cooker, rather than at household-level 
prediction. In [3], a method of modelling dynamic aggregated 

power demand response of a group of thermostatically 
controlled loads is given to calculate the energy savings of 
these loads. The modelling method has provided an interesting 
way of building power usage model of a load by using 
aggregated data. In [4], a possible method of peak prediction 
is discussed and the forecasting potential peaks are mapped to 
a classical pattern recognition problem, but the prediction in 
general is not covered. The power consumption of an entire 
commercial building is reported in [5]. Several power usage 
prediction approaches are reviewed in [6], which are based on 
the regional power usage data in America. A short term power 
prediction for regional power data based on neural network is 
provided in [7]. A domestic power demand prediction method 
based on neural network using only historical power 
consumption data is proposed in [1], but without external 
environmental parameters.  

The surrounding environment of a household has an 
important impact on the power demand of a household. For 
example, heaters require more electric power to keep the room 
temperature within the comfortable range when temperature 
decreases, also, in cloudy or rainy days (when the solar 
radiation is lack), the dryer is more frequently used which 
leads more power demand. Therefore, considering 
environment parameters in domestic power prediction should 
be useful in helping the prediction accuracy. However, 
existing prediction models are usually based on historical 
power usage data alone to forecast the future demand. The 
study of using external data (environment parameters) on 
neural network based power prediction is still limited. In this 
paper, a prediction model for active and reactive by using 
historical power usage data together with environment 
external data (temperature and solar radiation) is developed 
using neural network and it is analysed for the load profile of a 
typical southern Norwegian house with the environment 
parameter data of the city that house located. 

In order to establish a prediction model based on neural 
network, data processing and model configuration are two 
main tasks that should be solved. Since the available data have 
different detection interval, it is necessary to integrate the data 
interval before training. Also, measurement errors and missing 
segments in the integrated data also should be processed to 
reduce the negative impact caused by the inaccurate and 



missing data. Then, the neural network should be configured 
and trained by historical power usage data combining with 
external temperature and global solar irradiation (GSI, which 
reflects the solar radiation level quantitatively) data. The 
remainder of this paper is organized as follow. Section 2 
presents the model configuration and data processing. In 
Section 3, the results of prediction with external data are given 
and compared with the prediction without external data. 
Analysis of the comparison of prediction with external 
temperature and prediction with both external temperature and 
GSI is also given in Section 3 before we conclude the work in 
Section 4. 

II. DEMAND PREDICTION MODEL AND DATA PROCESSING 

A. Demand prediction model 
Numerous load prediction methods are discussed in [7-8], 

in which neural network is considered as a fitting method to 
predict power usage. Moreover, [1] provides a feasible input 
combination of power usage data, which is utilized by load 
input portion in this work. 

As mentioned in [1, 7-8], multi-layer feed-forward neural 
network using back-propagation training is able to fit non-
linear function well, if the input data is correct and enough 
hidden neurons are given [7], [9]. In this work, a two-layer 
feed-forward neural network is selected to forecast the active 
and reactive power demand. The two layers are denoted as 
hidden layer and output layer. Neurons in the hidden layer 
receive the combination of processed input data and then each 
neuron sends its action to the output layer neuron based on its 
activation level. There is only one neuron in the output layer. 
It is in charge of synthesis the actions of all the hidden layer 
neurons and giving the demand prediction. The structure of 
this prediction model is illustrated in Fig. 1. In each neuron, 
transfer function is calculated firstly. Transfer function is the 
weighted summations of each input combination and the bias 

values of the neuron and it denotes the number of input data 
component as n and the number of hidden layer neuron as m. 
Components of each data are denoted as combination i.e. xi, 
where i=1, 2, 3...n. The bias values of each neuron is denoted 
as Tj, where j=1, 2, 3...m. To denote each neuron, the weight 
of each input component as ωij is considered. Then, the 
transfer function of each neuron could be expressed as 

. After obtaining the weighted summation, 
activation function is utilized by each neuron to decide the 
action. In hidden layer neurons, hyperbolic tangent sigmoid 
function is utilized as activation function and in the output 
layer neuron, linear function is selected [10]. The load usage 
prediction of next hour (next step) is obtained using (1), where 

 (j=1,2,…m) and  expresses the weight and bias value of 
the output layer neuron respectively.  

 
The weights and bias values of each neuron are adjusted in 

each training repetition to obtain lower error between 
prediction and practical power usage. In this work, Levenberg-
Marquardt algorithm is utilized on data training, since this 
algorithm can make training period shorter [11]. 

In order to train the domestic demand prediction model, a 
combination of power usage data and external environment 
(temperature and GSI) data can be selected as input. It is 
observed that the power usages of a day follow some basic 
regulars. Generally, in work days, people seldom stay in their 
house at work time. However, in holidays, people can either 
stay in their house or go out travelling. Thus, the date 
information (month, day of week and work day / holiday) is 
important for prediction. Since the power demand in different 
periods of a single day is also regulated, the “hour” 
information is required. In addition, previous power usage 
data is required to forecast the demand of next hour. “Last 

.
                             

 (1) 

 
Figure 1 The structure of prediction model. 



three hour’s power consumption, yesterday the same hour's 
power consumption, and the average power consumption of 
last 24 hours” are chosen to reflect the previous hourly power 
usage information. Thus, based on our trajectory work in [1], 
the combinations of “month, hour, day of week, workday / 
holiday, last three hour’s power consumption, yesterday the 
same hour’s power consumption, and the average power 
consumption of last 24 hours” are taken as input data of power 
usage portion. Although plenty of power data combinations 
are able to be utilized in the prediction, the combination 
shown above is more proper for our prediction. In addition, 
the combinations of “temperature of previous hour and GSI of 
previous hour” are taken as the external portion data. 

To analyse and evaluate the prediction model, two 
evaluation methods are introduced to evaluate prediction 
result. Regression value R is one evaluation method which is 
utilized in this work to evaluate and compare the prediction 
results. R∊ [0, 1] measures the correlation between the power 
consumption prediction result and the target power usage. A 
larger R illustrates a closer relationship existing between the 
prediction results and targets. In contrast, a less R means a 
more randomly relationship. One other evaluation method 
utilized in this work is mean absolutely percentage error 
(MAPE), which is denoted as M. M measures the accuracy of 
a method for calculating the average absolute occurred errors.  

By taking the hourly active and reactive power 
components and external data components described above as 
inputs, the power demand of the next hour is to be predicted. 
The forecasting results are evaluated and analysed by R and 
M. 

B. Data processing 
In order to utilize the raw data into the prediction model, it 

is necessary to integrate the time intervals of data firstly. 

Temperature and GSI are considered as the external 
parameters in this work. The data of GSI and air temperature 
of the city the house located are obtained and used in 15 
minutes' time interval. The temperature samples are taken at 
the 0th, 15th, 30th, and 45th minute of each hour, and the GSI 
data is taken at the 11th, 26th, 41st, and 56th minute of each 
hour. Also, the interval of power usage data of a typical 
Southern Norwegian house and external data are not the same. 
The interval of power usage data is 1 hour. It means that one 
power usage sample corresponds with 4 external data samples. 
In order to integrate the time interval, for temperature data, the 
sample taken at 0th minute of an hour is used to express the 
sample of the whole hour. And for GSI data, the sample taken 
at the 56th minute of an hour is utilized to express the sample 
of the hour. In this way, the power usage data and external 
data have same time interval which is one hour. 

Missing segments in the integrated data are considered in 
ref [1]. To handle missing segment errors, it has been 
considered to ignore the missing data in the training and 
validation sets. Make sure that the missing periods wouldn't 
appear in the test set. It is because that short term missing data 
does not considerable influence to the accuracy of prediction 
model.  

Figure 4 Active Power Consumption of the House. 

Figure 5 Reactive Power Consumption of the House. 

 
Figure 2 Result of active power demand prediction with both external 

temperature and GSI data of a house. 

 
Figure 3 Result of reactive power demand prediction with both external 

temperature and GSI data of a house. 



  

III. PREDICTION RESULTS AND ANALYSIS 

A. Data processing 
The processed hourly active and reactive power 

consumption data of a typical Southern Norwegian house 
about two years are illustrated in Fig. 2 and Fig. 3 
respectively. The hour number is ranked at x-axis from the 
beginning hour (0) to the ending hour (about 11400), in which 
the missing segments are ignored. Since the missing segments 
take place in active and reactive data separately, the number of 
hours in Fig. 2 and Fig. 3 are different. 

B. Prediction Results and Analysis 
All the data combination samples are divided using 

random uniform sampling into three sets. 70% of data 
combination samples are utilized on training the neural 
network, 15% of samples are utilized on validation and the 
remaining 15% are utilized on testing the network 
performance.  

The configuration about the number of neuron in the 
hidden layer, m, is a compromise of accuracy and computation 
amount. Since m=10 is not enough to obtain a precise forecast, 
and m=1000 is too much to be calculated fast, the number of 
hidden neurons for the neural network based prediction model 
is configured as 100.  

Using the combination of the historical power usage data 
and the external data (temperature and GSI) with 
configuration discussed above, the power demand prediction, 
based on power and environmental parameters, is made to fit 
the power using pattern of the typical Southern Norwegian 
house. The remaining parts of this section are organized as 
follow. Firstly, prediction based on historical power usage 

data and temperature data are trained. The forecasting results 
are compared with the prediction without using external data. 
Then, the prediction results based on power data and both 
temperature and GSI data are presented and analysed. The 
active and reactive power prediction results using temperature 
and GSI data are shown in Fig. 4 and Fig. 5 respectively.  

In the situation of using external temperature data in active 
power prediction, it has R=0.80226 (Fig. 6) and M=49.4703. 
And the reactive power prediction using external temperature 
data has R=0.90371 (Fig. 7) and M=48.6966. For the 
predictions without using external data, the active power 
prediction has R=0.79977, M=87.2701, and reactive power 
prediction has R=0.90159, M=49.5252. It is able to observe 
that by introducing temperature data into the prediction, 
regression value R has a little advantage comparing with the 
results of without external data prediction. However, MAPE in 
the power and temperature based prediction decreases a lot. 
These results illustrate that although the correlation between 
prediction result and practical usage does not become closer, 
the absolute value distance between prediction result and 
practical usage reduces a lot.  

In the predictions of using power data and both 
temperature and solar radiation data in active power 
prediction, it has R=0.80025 (Fig. 8) and M=46.9245. The 
reactive power prediction using temperature and solar data has 
R=0.90588 (Fig. 9) and M=48.3425. It can be observed that 
there is no significant improvement by introducing solar 
radiation data into the prediction model. The meteorological 
data and load data may not be from the same location and due 
to that significant improvement is not observed in the 
forecasting. The obtained temperature and GSI data is the 
comprehensive record of the city, where the household is 
located. Temperature variation within city may not be 

 
Figure 8 Regression value of all samples for active power consumption 

prediction with external temperature and GSI data and target. 

 
Figure 9 Regression value of all samples for reactive power consumption 

prediction with external temperature and GSI data and target. 

 
Figure 6 Regression value of all samples for active power consumption 

prediction with external temperature data and target. 

 
Figure 7 Regression value of all samples for reactive power consumption 

prediction with external temperature data and target. 



significant. It is noticed that ambient temperature has 
significant impact on active power prediction. 

However, the solar radiation data is a different story. Since 
the different locations, the solar radiation level of two 
households could be widely different from each other. Thus, 
the GSI of the city can hardly represent the solar radiation 
level of a household. Therefore, introducing GSI into the 
prediction does not significantly improve the forecasting 
accuracy. To make predictions more precise, it may be 
required to have more precise external environmental data for 
the household surrounding area.  

IV. CONCLUSION 
In this paper, the impact of external data on active and 

reactive power demand prediction is discussed. The load 
(active and reactive) predictions have been done using 
available load data and considering external environmental 
parameters i.e. temperature and GSI are done. The accuracy of 
the predictions are evaluated and compared by regression 
value R and MAPE M. As a result, the prediction based on 
power and temperature data reduces the value M compare with 
the prediction without considering external data. And the 
prediction based on power and both temperature and solar 
radiation data does not have significant improvement compare 
with the prediction based on only power and temperature data. 

One possible reason of prediction errors may be non-
availability of site specific external environmental data. In 
further work, combination of neural network / artificial 
intelligence and / or with genetic algorithm will be considered 
for load prediction. The work is continuing and also going to 
consider use of outputs in finding peak predictions with 
timing, which is required for HEMS. 
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