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Preface 

This thesis presents the scientific contributions of the author in the field of civil 

and structural engineering. It is organized as an article-based thesis that consists of 

five appended papers prepared by the author and co-workers, which are currently 

published or in the process of being published. In addition, synopsis chapters are 

referenced to outline how the research was conducted in order to provide a 

continuous and coherent description of the entire process. 

The work described in this thesis has been carried out at the University of Agder, 

Faculty of Engineering Sciences during 2018–2022. It has been conducted under 

the supervision of my principal supervisor, Associate Professor Dmitry 

Vysochinskiy, and co-supervisor Associate Professor Zhiyu Jiang, both of whom 

are from the University of Agder. This thesis has been submitted in partial 

fulfillment of the requirements for the degree of Doctor of Philosophy (Ph.D.). 
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Summary 

Nowadays, modern computers have made advanced computational resources 

accessible to analysts engaged in the field of structural engineering. Through these 

advancements, the role of numerical modeling has increasingly become more 

significant in both research and engineering projects. In addition, improved testing 

facilities and measuring instruments like digital image correlation (DIC) have 

made material testing more informative than before, and engineers can calibrate 

more complicated material models to simulate complex phenomena such as 

plasticity and fracture. 

All developed testing and numerical modeling techniques come together to form a 

numerical failure assessment framework for steel structures. Due to the distinct 

advantages of numerical modeling over full-scale testing, this framework is well-

developed in many applications (e.g., elastic analyses). However, in many other 

applications, numerous involved phenomena and their interactions with each other, 

as well as additional factors (e.g., corrosion), call for more development both in 

material testing and numerical techniques to customize the framework to better 

suit the final application. 

This thesis has focused on the failure assessment of steel components under the 

coupled effect of extensive plasticity and pitting corrosion. A framework was 

developed based on experimental material calibration and stochastic numerical 

modeling approaches.  

To establish the assessment framework, a large portion of this thesis has been 

devoted to material scale testing and modeling, in which an alternative approach 

was proposed to calibrate ductile fracture criterion (i.e., void growth model) based 

on the DIC technique. The proposed method makes calibration feasible for welding 

and heat-affected zones and mitigates the inaccuracies typically associated with 

the common calibration process.  

In addition, the failure of practical steel members with pitting corrosion under 

excessive plastic deformations was predicted on the component scale. In this 

connection, proper details in finite element modeling, such as element type, mesh 

size, and material model, must be selected appropriately to take advantage of the 

computational ability and to determine the stress and strain fields on the 

microstructural scales. These finite element models must also consider the pitting 

corrosion uncertainties and be applicable to complicated geometries. Based on 

these two objectives, this thesis aimed to investigate existing finite element 
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techniques and to propose improvements accordingly. For this purpose, the 

corrosion uncertainties were explicitly involved in developing the concept of 

fracture-based fragility curves at the component level. This was done through 

micromechanics-based modeling of different random pitting morphologies at a 

given intensity level of pitting corrosion. In this connection, a mesh carving 

technique with distinct features was introduced and validated to implement the 

random pitting morphologies into numerical models. The proposed fragility curves 

resulting from the failure assessment framework can address the effect of pitting 

corrosion in terms of the probability of failure, which is an important parameter 

for the risk-based corrosion management in steel structures located in corrosive 

environments. 

Furthermore, the accurate prediction of localized material behavior due to pitting 

corrosion needs to be efficiently linked to component scales. For this purpose, this 

thesis discusses relevant challenges and proper solutions in terms of applying the 

micromechanical modeling to a large-scale and complicated geometry, e.g., a steel 

beam-to-column joint. In this connection, two-level numerical modeling was 

proposed as a solution to reduce the complexity of the problem for a practical 

structural application.  

In general, this thesis provides a developmental path from a material to a 

component scale to establish a failure assessment framework and to push different 

aspects of it towards the final application that is predicting the effect of pitting 

corrosion in steel structures under extreme loads. Based on the outcomes of such 

a framework, decision-makers can utilize risk management methods and assess the 

most critical scenarios in terms of principal criteria, e.g., health and safety, 

economy, and environment, and accordingly update protection and retrofit plans 

to extend lifetime of the steel structures. 
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Summary in Norwegian 

Moderne datasystemer gjør at betydelige beregningsressurser er tilgjengelig for 

analytikere innenfor konstruksjonsteknikk. Som følge av dette blir numerisk 

modellering stadig viktigere i både forsknings og ingeniørprosjekter. I tillegg har 

forbedrede testfasiliteter og måleinstrumenter som DIC (Digital Image 

Correlation) gjort materialtesting mer informativ enn før, og ingeniører kan 

kalibrere mer kompliserte materialmodeller for å simulere komplekse fenomener 

som plastisitet og brudd. 

Utviklede testmetoder og numeriske modelleringsteknikker kan sammen danne et 

numerisk rammeverk for å vurdere faren for sammenbrudd i stålkonstruksjoner. 

På grunn av de tydelige fordelene med numerisk modellering fremfor fysisk 

fullskala testing, er det numeriske rammeverket godt utviklet for mange 

bruksområder (f.eks. elastiske analyser). I mange andre applikasjoner krever 

imidlertid mange involverte fenomener og deres interaksjoner med hverandre, 

samt tilleggsfaktorer (f.eks. korrosjon), mer utvikling både innen materialtesting 

og numeriske teknikker for å tilpasse rammeverket for å passe bedre til det endelige 

bruksområdet. 

Denne avhandlingen har satt søkelys på vurdering av sammenbrudd av 

stålkomponenter under den kombinerte effekten av omfattende plastisitet og 

gropkorrosjon. Et rammeverk for å vurdere risikoen for brudd ble utviklet basert 

på eksperimentell materialkalibrering og stokastiske numeriske 

modelleringsmetoder. 

For å etablere rammeverket, har en stor del av denne avhandlingen vært dedikert 

til testing på materialnivå og modellering, der en alternativ tilnærming ble foreslått 

for å kalibrere duktilt bruddkriterium (VGM) ved hjelp av DIC. Den foreslåtte 

metoden gjør det mulig å kalibrere materialmodeller for sveiser og varmepåvirkede 

soner og redusere unøyaktighetene som vanligvis er forbundet med den vanlige 

kalibreringsprosessen. 

I tillegg ble sammenbrudd av stålelementer utsatt for gropkorrosjon og store 

plastiske deformasjoner modellert på komponentnivå. I denne forbindelse må 

riktige detaljer implementeres i finite element-modelleringen, slik som 

elementtype, elementstørrelse og materialmodellfor å utnytte beregningsevnen og 

for å bestemme spennings- og tøyningsfeltene på de mikrostrukturelle nivåene. 

Disse finite element modellene må også ta hensyn til usikkerheter knyttet til 

gropkorrosjon og være anvendelige på kompliserte geometrier. Basert på disse to 
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målene, tok denne avhandlingen sikte på å undersøke eksisterende finite element-

teknikker og foreslå passende forbedringer. For dette formålet ble usikkerhetene 

knyttet til korrosjon eksplisitt benyttet i utviklingen av konseptet med bruddbaserte 

kurver for å predikere sannsynligheten for sammenbrudd på komponentnivå. Dette 

ble gjort gjennom mikromekanikk-basert modellering av forskjellige tilfeldige 

grop-morfologier ved et gitt intensitetsnivå av gropkorrosjon. I denne forbindelse 

ble en mesh carving-teknikk med distinkte funksjoner introdusert og validert for å 

implementere de tilfeldige grop-morfologiene i numeriske modeller. De foreslåtte 

kurvene som er et resultat av rammeverket for vurdering av faren for sammenbrudd 

kan adressere effekten av gropkorrosjon når det gjelder denne sannsynligheten, 

som er en viktig parameter for risikobasert korrosjonshåndtering i 

stålkonstruksjoner i korrosive miljøer. 

Videre må den nøyaktige predikeringen av lokal materialadferd på grunn av 

gropkorrosjon være effektivt knyttet til komponentnivå. For dette formålet 

diskuterer denne avhandlingen relevante utfordringer og løsninger når det gjelder 

bruk av den mikromekaniske modelleringen på komponent/sammenføynings nivå 

og med komplisert geometri, for eksempel en stål-bjelke-til-søyle-forbindelse. To-

nivå numerisk modellering ble foreslått som en løsning for å redusere 

kompleksiteten til problemet i praktiske konstruksjoner. 

I sin helhet, presenterer denne avhandlingen utviklingen fra material- til 

komponentnivå for å etablere et rammeverk for vurdering av sammenbrudd og for 

å drive ulike aspekter av det mot det endelige bruksområdet som er modellering 

av effekten av gropkorrosjon i stålkonstruksjoner under ekstremlast. Basert på 

resultatene av et slikt rammeverk, kan beslutningstakere bruke 

risikostyringsmetoder og vurdere de mest kritiske scenariene i forhold til 

hovedkriterier, for eksempel helse og sikkerhet, økonomi og miljø, og følgelig 

oppdatere inspeksjon og vedlikeholdsplaner for å forlenge levetiden av 

stålkonstruksjoner.  
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1. Introduction 

This introduction begins with a background about the general context that the 

thesis aims contribute to. It also reviews the research significance of the thesis by 

describing some of the practical motivations behind the prediction of failure of 

steel components under the coupled effect of excessive plastic deformations and 

pitting corrosion. 

1.1 Background 

1.1.1 Failure prediction of steel structures  

Mild steel is a ductile material that can withstand extensive plastic deformations 

before fracture. Figure 1.1 shows a typical stress–strain behavior of mild steel 

when it is tested under tensile loads. The considerable fracture strain and 

significant toughness (area under the curve) indicate the ability of mild steel to 

absorb energy and deform plastically without fracturing [1]. To utilize this wide 

range of material behavior, realistic material characterization is essential to predict 

the failure of steel components. Subsequently, based on the predicted failure, 

minimum requirements and design configuration can be prescribed to ensure the 

proper functionality of a component and the safety of the global structure.  

In general, the term “failure” as used in this thesis refers to a situation in which 

a load-bearing component in a structural system ceases to perform its intended 

function to transfer loads to other connected elements [1].  In steel structures, 

component failure can be associated with various levels of material behavior 

highlighted in Figure 1.1, ranging from elastic to extensive plastic deformations. 

For components under monotonic loads, buckling of a slender component under 

compression loads is a failure with elastic material behavior, while ductile fracture 

of a tensile member is associated with considerable plastic material behavior. 

This change of behavior from elastic region to plastic and finally fracture also 

typically alters the scale of failure from a global to a very local scale. For the 

aforementioned examples, elastic buckling of a slender component can be 

characterized as a global instability failure, while ductile fracture is a highly 

localized material failure. This transition from elastic to large plastic behavior, and 

from a global to local perspective, can significantly affect the selection of the 

methods used to predict failure. It is worth mentioning that in some failure modes, 

the local material failure can occur under elastic or limited plastic loads, e.g., high-

cycle fatigue or cleavage fracture.  

https://www.designingbuildings.co.uk/wiki/Structural_failures
https://www.designingbuildings.co.uk/wiki/Defects
https://www.designingbuildings.co.uk/wiki/Loads
https://www.designingbuildings.co.uk/wiki/Component
https://www.designingbuildings.co.uk/wiki/Loads
https://www.designingbuildings.co.uk/wiki/Element
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Figure 1.1. Typical stress–strain curve of mild steel with the current development status of the numerical 

modeling in practical engineering. 

In this connection, design codes provide user-friendly, simplified, and empirical-

based approaches to predict failure, mainly in relation to more frequent and 

predictable cases. At the same time, highly uncertain phenomena (e.g., corrosion 

or weld defects) in real-world structures can affect structural performance and lead 

to complicated failures that cannot be generalized by a simplified empirical 

approach that is mainly established based on a limited database of large scale-tests 

[2]. Therefore, design codes prescribe preventive requirements in such cases to 

avoid challenging failures. For example, steel design codes [3, 4] address the 

plastic design and allow controlled plastification in the protected zone to dissipate 

input energy and to withstand external actions by assuming these zones as defect-

free zones [5]. To fulfill this assumption, they also define acceptable local defects 

and minimum material toughness and impose strict inspections and testing 

procedures to reduce the chance of a complicated failure due to defects and 

uncertain material behavior.  

However, past practical experience indicated that these quality control procedures 

did not work perfectly in many cases, or they lost their efficiency over time (e.g., 

coating for corrosion). For this reason, engineers need a complementary numerical 

modeling framework to assess failure in steel components when they are out of 

defined range or are subject to extreme and stochastic external actions not intended 

in the regular design. In this regard, well-developed numerical models can help to 

analyze test results and extrapolate them so as to explain the reasons behind the 

failure of steel structures [2]. 
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In general, numerical modeling is a rapid prototyping approach [6] based on 

computer-based modeling (e.g., finite element analysis (FEA)) that allows 

engineers to test, analyze, and design various structural systems as if they are 

physical prototypes. The distinct advantages of numerical modeling over physical 

prototyping (large-scale tests) have motivated both industrial and research 

communities to derive as much benefit as possible in running their businesses. 

These advantages are: 

Broad applicability: Numerical modeling can be applied to a wide range of 

structures under various external conditions. It can be utilized to assess the 

performance of a global system by using developed macro models or to predict 

extremely local responses by micromechanics-based models. Thanks to rapid 

advancements in computer technology, numerical modeling can now be used for 

prototyping large structures like ships [7] or tall buildings using a PC, whereas, in 

many cases, physical testing required large laboratories with rigid reaction walls 

and floors and expensive testing and measurement facilities, as shown in Figure 

1.2. In addition, multiphysics problems in which interactions between different 

environments are under investigation can hardly be tested physically. Therefore, 

numerical modeling plays a critical role in prototyping these problems.  

Considerable flexibility: Due to financial limitations, a small number of 

specimens with limited ranges of size and configuration are usually used to carry 

out physical prototyping. Consequently, the outcomes are more or less subjective 

and are valid for similar applications. For example, the American Institute of Steel 

Construction (AISC) 358-16 [8] prescribes some size limitations for prequalified 

steel connections, as the code is mainly based on experimental studies. In contrast, 

various influential parameters (size, material, loading, etc.) can be involved in 

numerical modeling and modified for more investigations. This ability is 

advantageous when time-variant problems like the aging effect are under 

investigation [9]. In those cases, engineers can continuously update numerical 

models for the current deterioration state and predict the structural responses for 

future events.  

Reliability: Physical testing is usually done in a deterministic way due to the 

limitation in the number of specimens. In contrast, numerical modeling can be 

coupled with probabilistic models to evaluate the reliability of structures 

considering different sources of uncertainties [10]. In such studies, several 

iterations of analysis can be easily carried out by changing the parameters in the 
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finite element models to involve different sources of uncertainties associated with 

the geometry, loads, materials, and environmental conditions. 

Cost saving: Numerical modeling is significantly cheaper and more available 

compared to physical testing. Various businesses that may vary in size and 

financial level can afford a numerical package based on their area of expertise.  

 

Figure 1.2. Extensive laboratory resources are required for large-scale structural tests: A steel beam-to-

column connection tested by the International Institute of Earthquake Engineering and Seismology [11]. 

Despite the above-mentioned advantages, numerical modeling does not mean a 

complete deviation from physical testing. In other words, in numerical modeling, 

computer-based simulations must be fed by precise material models that are 

calibrated by proper material testing and calibration procedures. Therefore, the 

testing focus is changing from large-scale component tests to more novel and 

accurate material testing and modeling. The more complex the material behavior, 

the more detailed and complicated modeling methods and calibration techniques 

must become.  

Figure 1.1 also highlights the current developmental status of numerical modeling 

in practical engineering for three distinct regions: elastic, pre-necking, and 

necking. As this figure shows, numerical modeling is currently well-developed and 

widely used in many applications in structural engineering where the elastic 

behavior of the structure is expected, e.g., models to analyze and design steel 

structures under gravity loads. In such models, steel elastic behavior is entirely 

characterized by Hooke's law based on Young's modulus (E) and Poisson's ratio 

(ν) [2]. Furthermore, in some other applications, the elastic analysis responses of 
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the structures are modified based on the code procedures to approximate the global 

nonlinear responses. For example, most of the seismic codes [4, 12] allow 

engineers to run the elastic analysis of the structures and evaluate the global 

nonlinear responses based on modification factors such as the response 

modification coefficient (𝑅) and the displacement amplification factor (𝐶𝑑).  

In many other applications, structural components are supposed to sustain a 

controlled plastification in which the strain is typically less than the ultimate tensile 

strength (UTS) shown in Figure 1.1. In these components, a constitutive model 

with more parameters (e.g., yield strength, hardening model) is required to more 

accurately describe the plastic behavior. Since plastic deformations are associated 

with damage on the microstructural scale [13], uncertainties in the plastic region 

are more considerable than in the elastic region. Many codes and guidelines 

prescribe the modeling procedures [14, 15] and specified material plastic 

characteristics [16] needed to simulate the material nonlinearity. When a macro 

model is employed, simplified material behaviors, like an elastic-perfectly plastic 

model or an elastic-linear plastic model, are often acceptable. On the other hand, 

for more detailed capacity analyses where local responses of steel components are 

under investigation, true stress–strain data from uniaxial tensile tests is preferred. 

These stress–strain relationships are illustrated in Figure 1.3. 

 

Figure 1.3. Various presentations of steel stress–strain curve up to UTS point: a) elastic-perfectly plastic 

model, b) an elastic-linear plastic model, c) true stress–strain data. 

The material behavior for strains greater than 𝜀𝑢 (at UTS) is even more 

complicated due to the interaction between geometrical and material 

nonlinearities, extensive damage accumulation, stress triaxiality, and strain 

localization followed by material failure (fracture). Since the micromechanical 

processes of void growth and coalescence are dominant mechanisms in steel 

ductile fracture, many aspects of numerical modeling are still under development 

to analyze the relationship between small-scale material behavior and practical 
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applications. It must be emphasized that plastic deformation beyond 𝜀𝑢 is not a 

conventional intention of the design but can occur due to accidental extreme events 

like a progressive collapse, a collision, or an explosion. In these applications, 

detailed simulations of local responses are essential to capture the effect of strain 

localizations and stress risers and to predict the fracture initiation properly.  

To predict this failure mode (i.e., ductile fracture of components), numerical 

models must be fed with adequate and accurate constitutive model and fracture 

criteria according to material type, loading rate, temperature, etc. Since prediction 

errors can be caused by both the inherent properties of the model and inaccurate 

calibrations, it is useful to distinguish between an adequate and an accurate model 

(an adequate material model refers to a model that can appropriately simulate 

different phenomena involved in the physical process of steel plasticity and ductile 

fracture, while an accurate model is an adequate model that has been properly 

calibrated and applied). 

So far, many studies have been conducted to develop different material models and 

numerical techniques for post-necking and ductile fracture modeling; however, 

more efforts are required to predict the ductile failure of steel structures under 

uncertain and complex conditions, such as structures located in corrosive 

environments. 

1.1.2 Failure of corroded steel structures  

In a corrosive environment, corrosion as an additional factor can affect the failure 

of steel structures by strength degradation (general corrosion) or extensive stress 

and strain localization (pitting corrosion). The latter is one of the main forms of 

corrosion that initiates and propagates locally in steel structures located in a 

corrosive environment [17, 18]. Due to the number of parameters involved, the 

nature of the pitting corrosion and its characteristics are extremely stochastic [17, 

18]. The penetration rate, depth, shape, and location of pits are all dependent on 

various environmental and material factors, including pH and chloride 

concentration, erosive environment, surface direction, metallurgical properties, 

surface roughness, temperature, UV radiation, and repeated wetting and drying 

(particularly in the splash zone of offshore structures) [17, 19]. 

On the other hand, the pitting corrosion rate and the pitting depth are independent 

of the metal thickness [20]. As a result, the consequences of pitting corrosion could 

be more serious for steel structures with thinner walls where corrosion can affect 

a large portion of metal thickness in a short time. 
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In corrosion science, a long-term evolution rule for different types of corrosion 

(i.e., general and pitting corrosion) is provided for a specific environment. 

Accordingly, the probability distributions of the corrosion characteristics, e.g., pit 

depth and shape, are estimated with respect to exposure times [21-25]. Figure 1.4  

illustrates an example of pit depth evolution by the exposure time measured for 

mild steel located in coastal seawater by Melchers [22]. 

 

Figure 1.4. Pit depth evolution rule measured for mild steel located in coastal seawater (from  Melchers 

[22] with permission).  

This data can be obtained by examining a historical survey of the corrosion 

properties (coating records, corrosion morphology, environmental situations, etc.) 

of the current or a similar structure located in a comparable environment [19]. 

Alternatively, experimental studies in the natural or artificial environment (salt 

spray test [26]) can be employed in cases lacking historical data. Based on the 

historical corrosion database and empirical corrosion modeling or complementary 

numerical analyses to model pitting corrosion kinetics [27, 28], the statistical 

properties of corrosion parameters can be estimated with respect to the time of 

exposure. In this connection, various corrosion evolution rules from simple linear 

[29] and bilinear [29] models to multiphase models [30] have been developed. 

Some of these models are reviewed in [28, 31]. It is worth mentioning that the 

corrosion science and its procedures used to calibrate the pitting corrosion 

evolution rule are out of the scope of this thesis. 
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1.1.2.1 Overview of standards and guidelines 

Due to the complexity of the corrosion phenomenon, current codes and guidelines 

[15, 32-34] mainly address the corrosion in the design phase structures by 

prescribing standardized protection methods to avoid corrosion for predetermined 

service life. They also define the maximum allowable thickness diminution in 

existing structures due to corrosion without quantifying the failure [35, 36]. A 

review of the definition of corrosion intensity presented by these codes indicates 

that they have ignored influential parameters of pitting corrosion for ductile 

fracture. For example, DNVGL-CG-0172 and DNVGL-CG-0182 [35, 36] mainly 

define the allowable thickness diminution based on the degree of pitting without 

considering pit aspect ratio and possible interactions between pits. Therefore, the 

specified acceptable thicknesses might primarily intend to prevent common failure 

modes like fatigue or buckling rather than ductile fracture. 

1.1.2.2 Modeling of pitting corrosion under plastic deformations 

The localized behavior of pits boosts the complexity in the simulation of the ductile 

fracture when it goes to application. In material modeling, pits act as notches that 

magnify stress triaxiality and localize plastic strains. The result is an accelerated 

failure of the components due to a higher rate of ductile fracture initiation. This 

notch effect must be adequately addressed in the failure prediction of corroded 

steel components under extreme loads. In numerical techniques, considering the 

stochastic nature of corrosion and its local effect is challenging. For this purpose, 

an efficient implementation approach of pitting corrosion in the geometry of the 

components is required. Therefore, the discretization of random pitting 

morphology with a reasonable computational time is also necessary.  In addition, 

the time-dependent aspect of corrosion calls attention to the life cycle assessment 

in which the performance of structures is continuously updated based on the 

current corrosion status. Considering the possible number of components in a 

structural system, using an updatable numerical technique can be beneficial in 

terms of modeling cost. In such an updatable framework, new features in the 

corroded surface can be implemented without redoing all modeling procedures.  

The first important parameter to implement pits on a steel member is the shape of 

the pits. As Table 1.1 shows, various assumptions and idealizations about pitting 

corrosion morphology have been made to implement pits in finite element models. 

Previous studies [37, 38] showed that when corrosion pits are significantly 

developed into the thickness of members, the pits can be simplified by semi-
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ellipsoids. Many researchers used this pit shape as an acceptable shape, 

particularly for mild steel in the marine environment [39-45]. 

As illustrated in Figure 1.5, besides the coordinates (x and y), one needs to specify 

pit depth (d) and aspect ratio (AR) to characterize a pit by a semi-ellipsoidal 

geometry. AR is defined as the ratio between the pit width (w) and the pit depth 

(AR=w/d). 

In addition to pit characteristics, the intensity of the pitting pattern also affects the 

performance of steel components. One of the widely used parameters that provides 

information about the intensity of pits is the degree of pitting (DOP), which is the 

ratio of the corroded area (𝐴𝑐) to the total area of the original member (𝐴𝑡) [28, 40, 

46] and can be written as follows: 

𝐷𝑂𝑃(%) =  
𝐴𝑐

𝐴𝑡
× 100% (1.1) 

 

Figure 1.5. The geometry of a well-penetrated pit resembles a semi-ellipsoid. 

Depending on the geometry of the pits, they can increase the plastic strain and 

stress triaxiality [39, 43, 45, 47-49]. These two parameters are known as influential 

parameters that accelerate ductile fracture initiation in metals [50, 51].  

The open literature related to the corrosion of steel structures mainly covers the 

numerical models and the influencing factors on structural degradation in terms of 

ultimate strength [28], while the ductile fracture and deformability of structural 

components under extreme events have been poorly documented. Table 1.1 

summarizes recent studies on the numerical modeling of steel components with 

pitting corrosion under extensive plastic deformations. 
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Table 1.1. Recent studies on the numerical modeling of ductile fracture of steel components with pitting 

corrosion. 
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Table 1.1. Recent studies on the numerical modeling of ductile fracture of steel components with pitting 

corrosion (continued). 
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The studies referenced in Table 1.1 investigated the effect of different 

characteristics of pits on the strength and ductility of steel components numerically 

and experimentally. Studies [37, 39] on butt-welded steel joints indicated strength 

and ductility reduction when the pitting corrosion was developed. Pit location, 

distribution, and geometry (i.e., pit depth and aspect ratio) were the most important 

factors that caused ductility degradation by local ductile fracture initiation and 

propagation [37, 39]. Numerical studies [39, 42, 55] also showed that the 

interaction of pits can change the notch geometry in a way that increases the stress 

triaxiality ratio and changes strain distribution so that ductile fracture can initiate 

with a smaller elongation. It is evident that by increasing the DOP the interaction 

between pits is more likely because of closer proximity. On the other hand, as 

illustrated in Figure 1.6, for an identical DOP, the various random pitting patterns 

can cause different interaction scenarios that must be properly addressed in the 

failure prediction of steel components for future corrosion.  

 

Figure 1.6. Various random pitting patterns with the same DOP can cause different interaction 

scenarios: a) no significant interaction, b) interaction between pits, c) interaction between pits and edges 

of the plate. 

Also, to determine the critical section for probable fracture initiation, the pitting 

corrosion factor was defined as the ratio of maximum pit depth to the average 

thickness at a corroded section [57]. Thus, sections with larger pitting corrosion 

factors are potential sections for fracture initiation.  

Despite the above-mentioned remarkable findings on the effect of pitting corrosion 

on ductile fracture of steel components, none of the studies listed in Table 1.1 

proposed a systematic numerical approach to deal with the stochastic feature of 

pitting corrosion for the prediction of failure. Some of these numerical models [41, 

53] were performed without a fracture criterion in their numerical models. As a 

result, these numerical models were limited to the plastic behavior of steel without 

explicit implementation of fracture. Many other of these studies [37, 39, 54] used 

predefined ordered pitting distributions in their numerical studies. Such numerical 

models cannot address the random nature of pitting corrosion properly, as they use 
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predefined pit distributions. Predefined pit distributions cannot model all possible 

scenarios of pit interactions because of fixed proximities between pits. On the other 

hand, studies [52, 53, 55, 56] that used real corroded morphologies of tested 

specimens based on scanning techniques only assessed the failure of current 

corrosion morphology. These studies did not develop a systematic approach for 

the prediction of possible failure scenarios of future corrosion. In addition, all the 

studies listed in Table 1.1 used numerical models limited to simple plates; 

however, in most applications, the effect of pitting corrosion must be considered 

in the failure prediction of complicated steel components like steel joints.  

In large-scale practical components, in most cases, no adequate information is 

available on the effect of localized corrosion on overall member performance. 

Large-scale tests are also less informative in this regard due to the uncertain nature 

of the future pitting corrosion. In addition, in-service testing for a current pitting 

morphology is impossible for a component involved in an existing structure. 

Therefore, the need for numerical modeling as an assessment tool is significant in 

this topic. Such a numerical failure assessment framework should include some 

features as follows:   

1. To calculate the stress and strain distribution in the corroded domain, 

numerical models must accurately take the three-dimensional effect of pits 

into account. Therefore, a high-resolution discretization of the corrosion 

geometry must be utilized in such numerical models to correctly predict the 

local responses on the pits and consider the interaction between them.  

2. To predict the structural failure properly, numerical models must be fed by 

adequate and accurate constitutive model and fracture criterion of the 

involved materials (i.e., base metal, weld, and heat-affected zone).  

3. The proposed numerical framework must have a linking ability between 

material scale and structural scale. Therefore, it must be extendable to 

complicated geometries like steel connections at a reasonable 

computational cost and without numerical difficulties.  

4. Because of the stochastic and time-dependent nature of corrosion in steel 

material, the failure assessment framework must consider the uncertainties 

associated with pitting corrosion in the process of failure prediction so that 

the result can be used through a comprehensive risk-based corrosion 

management framework [19].  

5. The numerical models used in the failure prediction must be progressively 

updatable and include the possibility to be coupled with real-time 
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monitoring systems or periodic inspections to ensure long-term structural 

integrity and safety based on life-cycle assessments [19]. In this connection, 

it is essential that numerical models be modifiable for sequential loads and 

corrosions. 

1.2 Objective and scope 

The present thesis addresses the numerical failure assessment framework to predict 

the failure of the steel components under the coupled effect of pitting corrosion 

and excessive plastic deformations. The thesis and the appended papers aim to 

improve the numerical modeling framework by modifying the procedure of 

material model calibration toward a more applicable and accurate calibration 

approach. This assembly also emphasizes linking small-scale micromechanics-

based modeling and large-scale component modeling to predict the failure of the 

steel components under such complicated and extreme scenarios. The uncertainties 

and time-dependent nature of pitting corrosion are involved in the proposed failure 

assessment framework to provide a realistic representation of pitting corrosion in 

the process of failure prediction. To achieve the above-mentioned objectives, five 

scientific papers were written, as described in Table. 1.2. These papers cover 

material characterization and modeling, structural failure under excessive plastic 

deformations, and numerical modeling of the interaction between excessive plastic 

deformations and pitting corrosion.  
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Table 1.2. Relation between the objectives of the appended papers and the general objective of the thesis.  
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P(I) 

Using numerical models to 

investigate the optimal 

configuration of steel beams and 

box columns joint under extensive 

cyclic plastic deformations.  

Scrutinizing the role of 

numerical modeling in failure 

prediction of steel components 

under extensive plastic 

deformations. 

P(II) 

Using numerical models to 

investigate the effect of the joint 

strength on the performance of 

ordinary moment-resisting steel 

frames under a progressive 

collapse situation based on a 

calibrated ductile damage model. 

Investigating the role of 

material testing and modeling 

in failure prediction of steel 

components under extensive 

plastic deformations. 

P(III) 

Proposing an alternative DIC-

based approach to calibrate the 

constitutive model and fracture 

criterion for weld and heat-

affected zone (HAZ) metals and 

mitigate calibration errors 

associated with the common 

calibration process.  

Improving steel ductile 

fracture modeling for the 

assessment of the corroded 

components by an alternative 

calibration approach.  
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s P(IV) 

Developing the concept of 

fracture-based fragility curves at 

the component level by 

micromechanics-based modeling 

to take the stochastic and time-

dependent nature of pitting 

corrosion into account for the 

integrity evaluation during risk-

based corrosion management 

studies. 

Implementing the random 

nature of the pitting corrosion 

to consider different 

interaction scenarios between 

pitting corrosion and extensive 

plastic deformations.  

Propose a rational failure 

evaluation approach to 

quantify the failure for life-

cycle assessments.  

P(V) 

Employing two-level numerical 

modeling to reduce the 

complexity involved in the 

modeling of pitting corrosion in 

complicated geometries.  

Linking micromechanics-

based modeling and large-

scale component modeling. 
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1.3 Industrial applications 

1.3.1 Examples of extreme events in corrosive environments 

According to the Norwegian Petroleum Safety Authority (PSA), 115 ship-to-

platform collisions have been reported on the Norwegian continental shelf in the 

period 1982–2010 with various degrees of severity [58]. Among these collisions, 

26 more recent ones occurred between 2002 to 2010 without casualties; however, 

significant economic consequences were reported [58]. As Figure 1.7 shows, four 

collisions occurred on average between ships and platforms annually. One of the 

recent collisions reported publicly is the collision between supply vessel PSV 

Sjøborg and Statfjord A platform that occurred in 2019. The vessel lost its position 

during loading/discharging operation and collided with the lifeboat structure, as 

shown in Figure 1.8. The accident was ranked with the highest degree of severity 

(Red1) according to Equinor’s classification matrix [59]. The consequences, like 

damage to the lifeboat structure by fracture of some structural members, were 

reported. Although the collision did not impair the structural integrity of the 

platform, 218 people were evacuated from the platform by helicopter [59]. This 

event could have led to more dramatic consequences if more severe damage on 

lifeboats occurred with an explosion and fire on the platform.  

So far, different types of platforms and infrastructures like bridges [60], offshore 

wind turbines [61], oil platforms [62], and fish farms [63] have been studied for 

such collision scenarios. 

Besides the ship collision, many infrastructures are prone to experience various 

other extreme events like different types of collisions, element removal due to a 

localized fire, an explosion in industrial facilities caused by gas pipe fracture, or a 

leakage of combustible liquids [64], and also impacts from dropped objects [65]. 

For instance, Figure 1.9 illustrates the topside structure of a jetty with corroded 

joints that experienced a column removal. Although these accidents could be 

different by unit type, geography, and accident type [23, 24], the final structural 

consequences can be similar, causing plastic deformations beyond the intended 

design limits.  
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Figure 1.7. Ship-to-platform collision statistics for the Norwegian continental shelf in the period 1982–

2010 [58]. 

 

Figure 1.8. Sjøborg supply vessel collided with the Statfjord A platform and caused damage to the 

lifeboat structure in 2019 [59, 66]. 

 

Figure 1.9. An illustration of the topside structure of a jetty subjected to column removal and pitting 

corrosion.  
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Figure 1.10. A corroded steel beam-to-column connection. 

On the other hand, based on the reports, a significant percentage of the world 

offshore facilities are past their theoretical design life [19]. Many of these 

constructed steel facilities are subjected to pitting corrosion [19] (see Figure 1.10 

as an example). Depending on the characteristics, pits can accelerate ductile 

fracture in metals [50, 51]. Ductile fracture initiation at the root or wall of a 

corrosion pit can be followed by ductile tearing that pushes the crack front at high-

stress levels and increases the chance of failure by cleavage fracture and unstable 

crack propagation [39, 67]. As a result, the effect of pitting corrosion must be 

appropriately addressed in steel structures as an adverse factor to the structural 

integrity. The owners and authorities must continuously demonstrate the integrity 

and safety of these facilities against extreme loads by considering the impact of 

corrosion. This demonstration can be performed through a comprehensive risk-

based corrosion management consisting of two phases: evaluating the structural 

integrity of currently corroded components and predicting the structural failures 

for potential future corrosion to keep these facilities in operation for a prolonged 

life beyond their design [19]. 

1.3.2 Risk-based corrosion management 

Based on recommended practice, risk-based corrosion management is a process to 

identify, assess, and prioritize the failure risks due to corrosion in order to 

minimize, inspect, and control the probability of disastrous events [19].  

Based on this definition, quantifying the probability of components failure and 

their consequences to the whole system plays a central role in performing risk-

based corrosion management [19]. Centered on such evaluated failure 

probabilities, the risk managers can identify the potential threats and consequences 
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of the current and future corrosion to the structural integrity. Accordingly, they can 

choose proper treatment techniques to retrofit existing structures to fulfill principal 

criteria, e.g., health and safety, economy, environment, etc. [19]. Table 1.3 shows 

an example of a risk matrix in which the risk level is determined based on the 

probability of failure and classified consequences of failure. It is worth mentioning 

that in risk-based corrosion management, assessments should cover both the risk 

of failure in local components and the sequent risk of global collapse [68]. For this 

purpose, the collapse probability of the global system due to a given component 

failure can be identified based on a conditional probability written as follows: 

   𝑃𝑔𝑙𝑜𝑏𝑎𝑙 𝑐𝑜𝑙𝑙𝑎𝑝𝑠𝑒 = 𝑃(𝑔𝑙𝑜𝑏𝑎𝑙 𝑓𝑎𝑖𝑙𝑢𝑟𝑒|𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝑓𝑎𝑖𝑙𝑢𝑟𝑒) (1.2) 

Furthermore, the risk evaluation of failure in the design phase of new structures 

subjected to corrosion is also essential to facilitate an optimal selection of 

corrosion prevention, inspection, and monitoring methods.  

The tasks included in risk-based corrosion management are typically performed in 

a life-cycle assessment, as schematically shown in Figure 1.11. First, based on a 

periodic inspection plan, the current corrosion status is obtained for critical zones. 

Then, based on numerical simulations, the failure of components based on the 

current status is evaluated. This evaluation can lead to an urgent remedy for 

extensively deteriorated components. Otherwise, the component failure and global 

collapse are predicted for future corrosion scenarios in terms of probability. Based 

on these probabilities of failure and predefined risk matrix (see Table 1.3 as an 

example), risk managers identify the possible life extension without repair or 

prescribe a retrofit plan. Since the defined life extension and the intensity of future 

corrosion are correlated, the process can be iterative to achieve an optimal solution.  

Table 1.3. An example of a risk matrix to define risk level based on the probability of failure (adapted 

from [68]). 

The consequence of failure (CoF) 

category 

Probability of failure 

(PoF) CoF Personnel Pollution Economy Reputation 1 2 3 4 5 

1 Classification 

according to 

no. of injuries 

and fatalities 

 

Classification 

according to, 

e.g., tons of 

spill to sea (of 

various types) 

Classification 

according to 

loss in million 

NOK, (e.g., due 

to repair and 

lost production) 

Specific 

classification 

to be defined 

L L L L M 

2 L L L M M 

3 L M M M H 

4 M M H H H 

5 M H H V

H 

VH 

Risk levels:  L= low; M= Medium; H= High; VH= Very High 
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Figure 1.11. Overview of life-cycle assessment of steel components subjected to corrosion. 
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2. Fracture modeling in structural steel 

2.1 Fracture modes of steel structures  

In general definition, a fracture is a forced separation of material into two or more 

parts. As a result, fracture forms new free surfaces in the material matrix. Based 

on the material microstructure, applied stress states, temperature, and 

environmental conditions, fracture in steel can occur in various modes, ranging 

from stable ductile fracture to abrupt unstable brittle fracture [69-71]. Therefore, 

to develop an adequate and accurate fracture criterion, the dominant mechanism 

behind these fracture modes must be understood correctly. This thesis focuses on 

ductile fracture mode based on microvoid nucleation, growth, and coalescence 

mechanisms caused by extensive plastic deformations. Other mechanisms such as 

cleavage, ductile-to-brittle transition, and intragranular fracture mechanisms are 

briefly reviewed to provide a thorough perspective regarding fracture.  

2.1.1 Ductile fracture 

Ductile fracture is one of the main material failure modes of steel structures 

accompanied by large-scale plasticity [72]. In contrast to brittle modes (i.e., 

cleavage and intergranular fracture) that have an extremely random nature, 

extensive plasticity before final material failure makes ductile fracture more 

predictable. This predictability enables engineers to avoid it successfully in the 

design phase under expected loads. Three sequential mechanisms driven by plastic 

deformation are responsible for ductile fracture initiation [70, 71]: 

Void nucleation: Depending on the applied stress, the interfacial bonds between 

secondary particles or inclusions in the steel matrix can be broken, and a void 

nucleates around the secondary particle as described in Figure 2.1(b) [70, 71]. If 

these second-phase particles are strongly bonded to the matrix, void nucleation 

typically controls the fracture properties of the material; otherwise, void growth 

and coalescence mechanisms, as described in the following, control the behavior 

[70].  

Based on continuum theory, Argon et al. [73] proposed that decohesion stress (𝜎𝑐) 

at a cylindrical particle can be approximated by summing the hydrostatic stress 

(𝜎𝑚) and the equivalent von Mises stress (𝜎) as follows [74]:  

𝜎𝑐 = 𝜎𝑚 + 𝑘𝜎 + 𝐶
𝑙0

𝑅0

 (2.1) 
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Where 𝑘 is a geometrical factor, 𝑙0 is the distance between particles, 𝑅0 is the 

particle radius, and 𝐶 is a numerical coefficient [74]. In addition, 𝜎𝑚 is the average 

of the principal stresses along three orthogonal axes calculated as follows: 

𝜎𝑚 =
𝜎1 + 𝜎2 + 𝜎3

3
 (2.2) 

In this equation 𝜎1, 𝜎2 and 𝜎3 are principal stress components. In addition, 𝜎 as 

equivalent von Mises stress can be calculated based on these stress components by 

the following expression:  

𝜎 = √
(𝜎1 − 𝜎2)2 + (𝜎2 − 𝜎3)2 + (𝜎3 − 𝜎1)2

2
 (2.3) 

The model proposed by Argon et al. [73] showed consistency with experimental 

observations that in a triaxial tensile stress field, the void nucleation can happen 

more quickly. Some other models [75, 76] were also established based on 

dislocation-particle interactions in crystalline materials that are mainly applied for 

particles with a diameter smaller than one μm [70]. More details about these 

models are provided in  [70, 74]. 

Void growth: As illustrated in Figure 2.1(b), after nucleation, applied stress and 

plastic strain cause the nucleated voids to grow. It is widely demonstrated in the 

literature [50, 51, 70, 77-79] that the void growth rate strongly depends on the 

stress triaxiality (𝜂) that is defined as the ratio of the hydrostatic stress (𝜎𝑚) to the 

equivalent von Mises stress (𝜎) as follows: 

𝜂 =
𝜎𝑚

𝜎
 (2.4)  

Void coalescence: The voids are small and independent of each other at the early 

stage of plastic deformations. Due to increasing plastic strain, the voids grow, and 

the ligament lengths between neighboring voids decrease, and they interact [71]. 

Eventually, plastic strain is concentrated along a particular plane of voids due to 

necking instabilities and deformation localization caused by the void growth, and 

suddenly a macroscopic fracture surface is formed, as described in Figure 2.1(b) 

[70, 71]. The coalescence process typically corresponds to an abrupt change in the 

slope of the local stress-strain curve [72]. 

This type of fracture is often observed in uniaxial tensile tests. As shown in Figure 

2.1(a), fracture morphology typically shows a cup-and-cone shape, consisting of a 

flat plane at the central region and a shear lip around it [70]. Due to the higher 
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stress triaxiality ratio at the center of the specimen, the void growth and 

coalescence occur at a higher rate [70]. The higher stress triaxiality allows the 

ductile mechanism of microvoid growth and coalescence to occur around large 

particles. This is compatible with the final fracture surface, which is usually 

coarsely dimpled at the center, as shown in Figure 2.1(d). On the other hand, due 

to low triaxiality and strain concentration in 45° deformation bands formed in the 

neck area, nucleation occurs around small particles in the lip (shear lip) [70]. Since 

the distribution of smaller particles is denser, the voids interact more significantly 

in this area [70]. The final consequence is a rapid coalescence and failure at the lip 

by a smoother and more shiny surface. Figure 2.2 present the fracture surface of 

mild steel under a scanning electron microscope with a low magnification. As it is 

apparent, only the fractured surface at the center of the specimen has a clear 

dimpled surface due to coarser nucleated voids. In contrast, dimples in shear lips 

are small, and to make dimples visible, a larger magnification is required.  

 

Figure 2.1. Ductile fracture of round bar tensile specimen: a) the cup-and-cone fracture surface, b) void 

nucleation, growth, and coalescence, c) high-level stress triaxiality at the canter, d) Coarsely dimpled 

appearance of the fractured surface at the center for S355J2 steel. 

The large plastic deformations before ductile fracture provide a good energy 

absorption capacity and significant warnings before the total failure of structures. 

Therefore, it is a desirable fracture mode in the design of steel structures under 

extreme loads. 
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Figure 2.2. The fracture surface at the center of the mild steel tensile specimen has larger dimples than 

the shear lip.  

2.1.2 Cleavage fracture 

Brittle fracture in metal usually refers to failures resulting from rapid crack 

propagation due to cleavage fracture or intergranular fracture [70]. From the 

microstructure perspective, cleavage fracture occurs due to a sudden separation of 

material along a crystallographic plane with a dense atomic structure with a limited 

number of active slip systems [70, 72]. This plane in metals with body-centered 

cubic (BCC) crystal structure like ferritic steel is (100) plane [70]. It is worth 

mentioning that the fracture path is transgranular, as illustrated in Figure 2.3(a). 

Since there could be a mismatch between plane orientation in neighboring grains, 

the orientation of the cleavage plane changes to adapt a new plane when it crosses 

grain boundaries [72]. This step forms patterns called “rivers”, as observed by 

fractography.  

On a macroscopic scale, shiny and faceted fracture surface normal to the maximum 

principal stress is formed in the cleavage fracture. In fracture mechanics 

terminology, this corresponds to mode I of fracture. 

Cleavage fracture requires stress larger than the cohesive strength of the material 

at the atomic level [70]. In this connection, sharp local discontinuity, like 

microscopic cracks, can act as local stress raisers and nucleate a crack. In mild 

steel, cleavage usually initiates at grain boundary carbides. In such situations, any 

plastic deformation is enclosed to the surrounding area of the crack tip, so there 

may be little sign of large-scale plasticity [69]. 
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Once the crack nucleates, two potential scenarios can happen. The crack can 

remain sharp, and applied loads push the crack front at high-stress levels causing 

rapid propagation and failure. The other possible scenario is that the crack is 

arrested at surrounding grains or in a steep stress gradient ahead of the macroscopic 

crack so that total fracture of the specimen or structure does not occur [70]. 

Cleavage fracture toughness is extremely uncertain because of the random location 

of the critical fracture-triggering particles [70]. Therefore, two identical specimens 

made from the same material may exhibit quite different toughness values because 

the distance between the critical fracture-triggering particles and the crack tip is 

different [70]. That is why many stochastic approaches for micromechanical 

modeling of cleavage have been developed. For more details about relevant 

mathematical models of cleavage fracture, please refer to Anderson [70] and 

Brocks [80].  

Although cleavage fracture is known as a brittle fracture, it can also be preceded 

by ductile crack growth (also called ductile tearing), as shown in Figure 2.4 [70]. 

 

Figure 2.3. Schematic illustration of two fracture mechanisms in metal: a) cleavage (transgranular) 

fracture, b) intergranular fracture  

 

Figure 2.4. Schematic illustration of cleavage fracture preceded by ductile crack propagation. 
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2.1.3 Intergranular fracture 

As described, ductile metals typically exhibit ductile fracture by the coalescence 

of voids formed at inclusions and second-phase particles or brittle fracture by 

transgranular cleavage. In both cases, metals do not fail along grain boundaries 

[70]. There are some special situations in which cracks can form and propagate 

along grain boundaries, as illustrated in Figure 2.3(b) [70]. This mode of fracture 

is named intergranular fracture. Precipitation of a brittle phase on the grain 

boundary, environmentally assisted cracking, intergranular corrosion, and grain 

boundary cavitation and cracking at high temperatures are some mechanisms for 

intergranular fracture [70]. For more details, refer to Anderson [70]. 

2.2 Modeling of ductile fracture 

The topic of ductile fracture has been studied for more than 50 years; however, 

modeling ductile fracture in structural applications and predicting consequent 

failures in steel structures subjected to plastic deformations is still an open research 

issue. This phenomenon is complex due to uncertainties related to physical 

micromechanisms of ductile fracture and challenges in proper modeling and 

interpreting them in structural applications [81, 82].  

Before the review of ductile fracture modeling, it is important to distinguish 

between continuum approaches and traditional fracture mechanics. Both these 

approaches are concerned with the behavior of the damage medium to evaluate the 

failure of metallic structures; however, their procedure of dealing with the problem 

is quite different [83].  

In continuum approaches, defects exist on a microscopic scale in the form of 

microvoids and microcracks that are assumed to be continuously distributed within 

the material [83]. Thus, the physical and mechanical properties of damaged 

material depend on the distribution of the micro-defects. In contrast, traditional 

fracture mechanics deals with a pre-existing macrocrack, where stress singularity 

exists at the crack tips with significant stress concentration [83]. Figure 2.5 

schematically describes the position of two approaches in evaluating the fracture 

in metallic structures. 
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Figure 2.5. The position of continuum approaches and traditional fracture mechanics approaches to 

assess fracture in metallic structures (adapted from [83]). 

It is widely accepted in related literature [71, 84-86] that the traditional fracture 

mechanics approaches such as stress intensity factor (KI), J-integral (JI), and crack 

tip opening displacement (CTOD) are not adequate to predict ductile fracture in 

large-scale plastification. Because these models are generally developed based on 

elastic or small-scale yielding on the tip of an existing crack, micromechanisms of 

ductile fracture are not explicitly considered in their formulation [71]. 

In addition, traditional fracture mechanics use the energy release rate as the main 

parameter that is related to the stress state, while in reality, the stress and strain 

state governs ductile fracture [70, 71]. Therefore, traditional fracture mechanics is 

an indirect means of quantifying fracture toughness and is unable to capture the 

physical ductile fracture process [71]. Moreover, in these approaches, a single 

geometry-independent parameter (e.g., KI, JI, or CTOD) is assumed to characterize 

the entire stress and strain field around the crack tip [70, 87, 88].  This assumption 

also cannot always remain true, especially in situations of nonhardening materials 

under fully plastic conditions, because the near-tip fields depend on the 

configuration [70, 71]. Hence, ensuring that sufficient constraint exists at the crack 

tip is important for the validity of single-parameter fracture mechanics [70].  In 

fact, the material in the near-tip field will contract perpendicular to the major stress 

axis [89]. This contraction is constrained by the surrounding material and induces 

an additional triaxial stress state in the crack tip, which promotes fracture initiation 

[89]. The amount of constraint effect depends directly on the specimen 

configuration [89]. The constraint effect is low in a small specimen due to a small 
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amount of surrounding material in the crack tip. In contrast, the constraint effect is 

high in large specimens because of the larger volume of the surrounding material 

[89].    

All these limitations motivated the research community to develop direct stress 

and strain field approaches for more realistic simulation of ductile fracture under 

situations such as large-scale yielding. Such approaches would aim to capture the 

stress and strain interaction and their influence on the microstructural features, 

which cause fracture. However, such modeling is extremely computationally 

intensive and could not be performed when traditional fracture mechanics were 

more common. Today, computers can model the stress and strain fields at the 

microstructural level using extremely detailed finite element analyses. 

These developed models that use stress and strain fields directly to predict fracture 

can be classified based on different terms. They can be classified as coupled and 

uncoupled models. In uncoupled models, the damage does not affect the 

constitutive equation, while in coupled models, the plastic flow and damage flow 

are coupled within the potential function to produce the softening effect [72, 83]. 

In addition, models can be divided into abrupt or continuous models. In the later, 

the fracture status is checked based on a continuous evaluation and integration of 

plastic strain and triaxiality through the loading history (e.g., void growth model 

and continuum damage mechanic). In contrast, in abrupt models, only an 

instantaneous check of involved parameters with critical values is done, such as 

Johnson and Cook (J-C) [79] and Stress Modified Critical Strain model (SMCS) 

[90]. Continuous models are more accurate when an involved parameter like 

triaxiality changes sharply; however, they need more computational resources 

compared to the abrupt models because of the continuous integration. In another 

common categorization, ductile fracture models can be sorted based on their 

physical foundation into two main categories: empirical criteria and 

micromechanics-based criteria. 

2.2.1 Empirical criteria of ductile fracture 

Empirical criteria phenomenologically calculate accumulated damage based on 

equivalent plastic strain adjusted by a proper triaxiality function to describe 

macroscopically observable degradation effects [80]. Bai et al. [91]; Bao and 

Wierzbicki [77]; Johnson and Cook [79]; Norris Jr et al. [92]; Marino et al. [93]; 

Hooputra et al. [94], Cockcroft and Latham [95] are some examples of well-known 

empirical models. In addition, some recent advanced empirical fracture models 
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(e.g., Bai and Wierzbicki [96]) can consider the effect of the Lode parameter (ξ ), 

which is a function of the third invariant of the deviatoric stress tensor. However, 

the increasing number of parameters in models raises the problem of their 

experimental identification. In some cases, the parameters cannot be directly 

calculated from measured data or need specimens with special configurations that 

are uncommon in structural application [80, 81]. In addition, previous studies on 

tensile fracture demonstrated that the effect of the Lode parameter is negligible for 

the high positive triaxiality (i.e., 𝜂 > 0.33) that is the case of tensile fracture [84, 

96]. This region is highlighted in Figure 2.6.  

 

 

Figure 2.6. Fracture strain is a function of stress triaxiality (𝜂) and Lode parameter (ξ ) (The effect of ξ 

can be neglected when 𝜂 > 0.33). 

2.2.2 Micromechanics-based criteria 

Micromechanics-based criteria have been developed based on the physical 

evolution of void growth and coalescence mechanisms. Several mathematical 

models to simulate these physical mechanisms have been proposed. Void growth 

models [50, 51, 90], Gurson-based models [97-100], and models based on 

continuum damage mechanics [101-103] are the most widely referenced. It is 

worth mentioning that in many widely used steel materials, void growth and 

coalescence govern the fracture process [71]. Therefore, some of these popular 

micromechanics-based models only consider these two mechanisms as the main 
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cause of the fracture and neglect the void nucleation that absorbs a small portion 

of the total damage [84]. 

2.2.2.1 Void growth model (VGM)  

McClintock [50] proposed an equation for the growth of single cylindrical voids 

in elastic-perfectly plastic material under plastic strain. Similar studies were 

carried out on spherical voids by Rice and Tracey [51]. Both studies identified that 

the void growth rate is exponentially related to the stress triaxiality ratio (𝜂). 

According to Rice and Tracey's result, the void growth rate for a spherical void 

can be defined as:  

𝑑𝑅

𝑅
= 𝐶𝑒

1.5
𝜎𝑚
𝜎𝑦 . 𝑑𝜀�̅� (2.5) 

Where R is the radius of a spherical void, 𝑑𝜀�̅� is the incremental form of equivalent 

plastic strain obtained as follows:  

𝑑𝜀�̅� = √
2

3
𝑑𝜀�̅�

𝑖𝑗 . 𝑑𝜀�̅�
𝑖𝑗

 (2.6) 

Where 𝑑𝜀�̅�
𝑖𝑗  denotes the incremental form of strain components. It is worth 

mentioning that Eq. 2.5 is limited to elastic perfectly plastic materials. To account 

for hardening behavior, the yield stress (𝜎𝑦) replaced by the equivalent von Mises 

stress (𝜎) [104] as follows: 

𝑑𝑅

𝑅
= 𝐶𝑒1.5

𝜎𝑚
�̅� . 𝑑𝜀�̅� (2.7) 

In this equation, the exponent of 1.5 was obtained based on theoretical derivations 

done by Rice and Tracey [51, 90]. Also, 𝐶 is a material-dependent parameter that 

controls the void growth rate. 

Then fracture is physically postulated to initiate when the size of voids exceeds a 

critical value [90]. Based on this postulation, the VGM fracture criterion can be 

formulated mathematically by the following expression [90]: 

𝑉𝐺𝐼 = ∫ 𝑒1.5𝜂 . 𝑑𝜀�̅�

�̅�𝑝

0

> 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 (2.8) 

The left-hand side of this expression is known as the Void Growth Index (VGI) 

that is an explicit integration of stress triaxiality ratio (η) with respect to equivalent 

plastic strain (𝜀�̅�) over the loading history. The critical void growth index 
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(𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) on the right-hand side is assumed to be a material property that can be 

calibrated based on the test results of Smooth-Notched Tensile (SNT) specimens 

and complementary finite element analyses [90]. The radius of the notch can 

change the stress triaxiality ratio at the notch section. The VGM model is well-

known in structural engineering; however, it has some disadvantages listed as 

follows:  

• The material parameter (𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) cannot be directly measured by 

material testing [82]. As a result, complementary finite element models are 

required to calibrate the model.  

• The model is uncoupled, and damage softening is not modeled. 

• The model needs more computational resources than abrupt models (e.g., 

SMCS) due to the continuous integration of strain and stress over the 

loading history.  

More related literature and details about calibration procedures of VGM and its 

applications are provided in P(III).  

2.2.2.2 Porous solid plasticity (Gurson-based) 

The Gurson-based models have been developed based on the porous plasticity 

constitutive model, which considers the effect of ductile damage by progressively 

shrinking the yield surface [81, 82, 97]. Porous plasticity is based on the fact that 

metals are not ideally dense but contain cavities at the microscale growing with 

hydrostatic tension [80]. The original Gurson model [97] was derived through 

modeling of a single spherical cavity in a cubic rigid-plastic matrix, where a perfect 

plastic von Mises homogeneous material was assumed. In this model, the only 

dimensional microstructural feature is the void volume fraction or porosity (𝑓) 

[72]. The yield surface is given by the following equation: 

𝑔(𝜎, 𝜎𝑚, 𝜎𝑦, 𝑓) = (
𝜎

𝜎𝑦

)2 + 2𝑓𝑐𝑜𝑠ℎ (
3

2

𝜎𝑚

𝜎𝑦

) − 1 − 𝑓2 = 0 (2.9) 

where 𝜎𝑦 is the yield strength. By assuming 𝑓 = 0, the Gurson model is identical 

to von Mises yield surface for an incompressible material [70]. Eq. 2.9 clearly 

shows that larger porosity (𝑓) shrinks the yield surface and produces the softening 

effect.  

The original Gurson model was based on the void growth stage only, and the 

proposed yield surface could not represent coalescence and fracture. In addition, it 
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was demonstrated by unit cell simulations that void growth rates were not 

accurately predicted in the original form [72]. Therefore, many researchers have 

proposed various modifications to this model over the years. The most widely used 

modification was proposed by Tvergaard and Needleman [100], known as the 

Gurson-Tvergaard-Needleman (GTN) model. Tvergaard and Needleman [100] 

replaced yield strength 𝜎𝑦 by the flow stress 𝜎𝑝(𝜀�̅�) of the matrix material. When 

von Mises yield criterion and isotropic hardening are used, the flow stress will be 

equal to equivalent von Mises stress. In addition, this modification introduced an 

equivalent porosity (𝑓∗) to model void coalescence [100]. Further, additional 

parameters (𝑞1, 𝑞2 and 𝑞3) were used to describe void growth rate more accurately 

as observed in unit cell calculations [100]. The modified yield surface is written as 

follows:  

𝑔(𝜎, 𝜎𝑚 , 𝜎𝑝, 𝑓∗) = (
𝜎

𝜎𝑦
)2 + 2𝑞1𝑓∗𝑐𝑜𝑠ℎ (

3𝑞2

2

𝜎𝑚

𝜎𝑝
) − 1 − 𝑞3𝑓∗2 = 0 (2.10) 

Based on the GTN formulation, the yield surface exhibits a hydrostatic stress 

dependence in contrast to classical plasticity [70]. In addition, unlike the Rice and 

Tracey model [51], the GTN model contains a failure criterion. Ductile fracture is 

postulated to initiate due to a plastic instability that produces a band of localized 

deformation [70]. However, the model is unable to predict the necking instability 

between voids due to neglecting discrete voids [70]. Similar to the void growth 

rate proposed by Rice and Tracy, the porosity evolution rule in GTN shows an 

exponential trend with respect to stress triaxiality [70, 84]. 

The model has gained its reputation in the research community; however, the 

model has been found to have disadvantages in applied fracture prediction, 

including [71, 81, 82]: 

• A large number of material parameters must be calibrated and fitted for a 

single material [71, 81, 82]. Identification of these parameters requires 

some expert knowledge; the results may be user-dependent, and there is no 

standard for this procedure [80].  

• The material parameters are not physically based and cannot be directly 

measured by material testing [82]. 

• Damage softening increases the mesh sensitivity of the model compared to 

uncoupled models [105]. 
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More details about the GTN model and parameters identification can be found in 

[100]. 

2.2.2.3 Continuum damage mechanics (CDM) 

Continuum damage mechanics (CDM) is another approach to simulate ductile 

fracture. This approach has been mainly developed from the concept of a 

macroscopic damage variable proposed by Kachanov [101]. Based on 

thermodynamics theories Chaboche [102] and Lemaitre [106] formulated the 

constitutive equations of CDM. Lemaitre assumed that macroscopic crack initiated 

when the damage variable (𝐷) reached a critical value (𝐷𝑐). One of the well-known 

CDM-based models is the Rousselier model [107]. Although the Rousselier model 

was developed from different bases, it has a similar yield surface formulation to 

the Gurson model given by: 

𝑔(𝜎, 𝜎𝑚, 𝜎𝑝, 𝐷) =
1

1 − 𝐷

𝜎

𝜎𝑝
+ 𝑐

𝜎1

𝜎𝑝
𝐷𝑒𝑥𝑝 (

1

1 − 𝐷

𝜎𝑚

𝜎1
) − 1 = 0 (2.11) 

Where 𝑐 and 𝜎1 are adjustable parameters. When the Rousselier model is properly 

calibrated, it can provide predictions as accurate as the Gurson model with the 

advantage of better capturing localization [72]. 

Different direct and indirect methods were proposed to measure the damage 

evolution of material in respect to plastic strain [108]. Direct measurement 

typically uses the measurement of the density variation by micrographic pictures 

to estimate the damage parameter. Indirect measurements can be destructive such 

as the measurement of the variations of the elasticity modulus, or non-destructive 

such as the measurement of the micro-hardness variation and of the electrical 

potential [108]. In the most common method, 𝐷 is identified based on the decrease 

of Young's modulus through cycles of loading and unloading tests [108].  

Different CDM-based formulations have been proposed so far to improve the 

application of CDM; however, these models also show limitations in practice [81, 

82] as follows: 

• Selection and measurement of damage evolution rule can be challenging 

and expensive due to many loading and unloading testing cycles. 

• Damage evolution rules are often validated only with experimental data 

obtained under uniaxial stress. Therefore, the validity of parameters in a 

multiaxial stress state is not always guaranteed. 
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• Similar to the porosity models, the CDM formulations are also subjected to 

high mesh sensitivity due to the coupled effect of plasticity and damage that 

causes softening. 

Although micromechanics-based ductile fracture models are based on physical 

micromechanisms of fracture behavior of steel and can provide an accurate 

prediction of fracture initiation, many of them require rigorous calibration and 

implementation procedures because of numerous involved material parameters 

(e.g., Gurson models) or using a coupled damage and plasticity models (e.g., CDM 

models). Based on the literature, among these physical-based models, VGM is 

more conventional and has been successfully used in civil and structural 

engineering applications. Numerous studies [85, 90, 109-111] demonstrated that 

VGM is an adequate model for the prediction of ductile fracture under tensile 

monotonic loads (i.e., 𝜂 > 0.33) in which the void growth and coalescence are the 

governing fracture mechanisms, and the effect of Lode parameter (ξ) is fairly small 

compared to the damage from the hydrostatic stress. 

On the other hand, VGM has only one calibration parameter (𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) that 

makes the calibration process less complicated than some other models like 

Gurson-Tvergaard-Needleman (GTN) [81]. As a result, VGM offers a good 

compromise between adequacy and complexity. In addition, this model uses the 

history of strain and stress to evaluate the fracture so that it would be a proper 

model for situations with large geometry or triaxiality variation in ductile materials 

[71].  

Based on the above-mentioned advantages, in this thesis, the VGM was selected 

as a micromechanics-based fracture criterion and was studied comprehensively 

through P(III) and applied in P(IV) and P(V) to establish a failure assessment 

framework for steel components with pitting corrosion under excessive plastic 

deformations.  

2.2.3 Representative volume element 

In classical mechanics, a material element is defined as an infinitesimal 

neighborhood of a material point that its volume 𝑑𝑉 = 𝑑𝑥𝑑𝑦𝑑𝑧 → 0 [80]. Material 

properties and responses (stress and strain) are assumed as homogeneous in this 

volume. By this definition, micromechanics-based models face a challenge to 

express the constitutive equations based on quantities that characterize the 

microstructure and its properties because these quantities can be significantly 

different in the neighborhood.   
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To solve this problem, the representative volume element (RVE) is defined as a 

material volume that can be considered statistically representative for the 

microstructure of the material and represents the neighborhood of a material point 

[80]. RVE can contain a number of cavities, cracks, particles, or inclusions [80]. 

Then, the constitutive behavior is described on a mesoscale (also called a unit cell) 

by mesoscopic stress and strain fields defined by averaging over the RVE. The 

RVE size must be small enough to avoid smoothing of high gradients but large 

enough to represent an average of the microstructural properties [112]. For 

experimental purposes and numerical analysis of metals, a volume of 0.1 mm3 is 

recommended [112].  

With a similar idea, characteristic length parameter (ℓ∗) is defined to make ductile 

fracture modeling feasible. The ductile fracture behavior of materials is 

significantly affected by the characteristic microstructural length, which may be 

related to the average voids spacing [113]. To quantify ductile fracture initiation 

as a global behavior and release from single point behavior, a length-scale 

parameter needs to be defined to collect multiple single-material point failures 

[71]. Thus, a characteristic length parameter (ℓ∗) is specified. In fact, the 

occurrence of the ductile fracture is triggered once the fracture criterion exceeds 

the critical value over the characteristic length. The choice and determination of 

this length scale are based on microstructural measurements (based on 

fractography) as well as finite element analyses [71]. This parameter was reported 

from 0.1 to 0.4 mm for structural steel [90, 110].  
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3. Methodology 

3.1 Overall methodology 

Figure 3.1 illustrates the final failure assessment framework proposed in this 

thesis, which consists of experimental and numerical techniques to predict the 

failure of steel components under the coupled effect of excessive plastic 

deformations and pitting corrosion. 

 

Figure 3.1. Outline of the investigation methodology. 
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Based on this figure, the input of the framework is a long-term evolution rule of 

pitting corrosion associated with the probability distributions of the corrosion 

characteristics, e.g., pit depth and aspect ratio. By giving this input data, the 

numerical framework is supposed to produce fracture-based fragility curves as the 

final result, which provides the probability of failure of a component with respect 

to a determined demand parameter, e.g., axial elongation.  

Therefore, the proposed framework is responsible for linking inputs and outputs 

by performing stochastic numerical analyses in which the material fracture and 

ductile failure of the components are predicted by finite element techniques while 

considering the stochastic implementation of the pitting morphology. It is again 

worth mentioning that experimental studies are almost uninformative on this topic, 

and numerical studies play a prominent role in scrutinizing the effect of random 

pitting corrosion and predicting possible failure scenarios. 

Based on this overview, the employed numerical framework requires a stochastic 

pit implementation technique to apply random morphologies on steel components 

at a reasonable computational cost to take advantage of the computational ability 

and determine the stress and strain fields at the corroded domains. 

The framework also needs adequate and accurate constitutive and fracture models 

of mild steel to predict the ductile fracture initiation and possibly propagation in 

the studied components. Furthermore, this material modeling must be applicable 

to all involved materials, i.e., base metal, weld and HAZ. Finally, the numerical 

framework must be extendable to larger components such as steel joints with 

complicated geometries. Each of these three main features was studied through 

different publications, which are appended to this thesis. 

For this purpose, to predict the ductile fracture of mild steel, an alternative 

calibration approach for the ductile fracture criterion based on techniques, was 

proposed. This calibrated material model was employed to develop a stochastic 

modeling technique of pitting corrosion and introduce the idea of fracture-based 

fragility curves. Finally, to extend the numerical models to large-scale 

applications, the challenges and solutions regarding evaluating the failure in 

practical steel components with complicated geometries were addressed by linking 

large and local scales. 

3.2 The material model calibration approach 

Due to numerous involved factors (e.g., pit locations and characteristics, the 

interaction between pits, etc.), the ductile fracture initiation locus is unknown 
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under random pitting corrosion. Therefore, a micromechanics-based fracture 

criterion is necessary to assess the structural integrity under these conditions. In 

contrast to traditional fracture mechanics that rely on a predefined crack or defect, 

micromechanics-based models can be used without such an assumption about the 

fracture locus.  

As presented in Chapter 2, the void growth model (VGM) as a micromechanics-

based model possesses unique features that make it interesting for structural 

applications. However, the model still requires the development of a reliable and 

advanced calibration procedure. 

As a common approach, uniaxial tensile tests are used for the calibration of the 

constitutive model and notched tensile specimens are used for the calibration of 

the VGM parameter (i.e., 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙). However, using standard uniaxial specimens 

is not practical when the constitutive model of a weld or HAZ metal in a 

perpendicular direction to the weld line is intended due to the finite length of the 

material. 

In addition, the common calibration process of the VGM relies on complementary 

finite element modeling. Therefore, the calibration accuracy substantially depends 

on the applied constitutive model and other numerical properties (e.g., mesh size, 

element type, etc.). In this connection, using standard uniaxial specimens for 

calibrating constitutive models can increase the potential of nonunique calibration 

due to the inhomogeneous stress state and its interaction with geometrical 

nonlinearity (necking) in large plastic strains [114]. It was demonstrated that 

different combinations of material parameters can produce the same goodness of 

fit between numerical and experimental force-displacement curves, while the local 

responses such as plastic strains can be varied up to 50% compared to the actual 

material strain [114]. Moreover, calibrating a pressure-independent constitutive 

model by uniaxial specimens and applying it for notched specimens with different 

stress triaxialities ignores the possible effect of hydrostatic pressure [96, 115-118]. 

In addition to these points, using the material model calibrated by the common 

approach to simulate notched specimens can add the error of natural variation in 

steel material properties and increase the uncertainties associated with testing and 

measuring facilities (testing and measuring must be done for both uniaxial and 

notched specimens).  

Therefore, an alternative approach was proposed to increase the applicability of 

the VGM and also enhance the calibration accuracy of the model. In the proposed 

approach, both the constitutive model and the VGM are calibrated simultaneously 
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on notched specimens using digital image correlation full-field strain 

measurement. For this purpose, a two-segment exponential function was employed 

to simulate the hardening evolution rule, as depicted in Figure 3.2. Previous studies 

on similar hardening models (e.g., two-term Voce model [119] or extended Voce 

hardening) showed that using more segments for the hardening rule provides more 

flexibility in calibration and more accurate matching between experimental and 

numerical results [120-124]. As illustrated in Figure 3.2(c), these two segments of 

the hardening evolution function ( 𝐻(𝜀�̅�)) intersect each other at a point that is 

named the transitional strain ( 𝜀(𝑇𝑟𝑎𝑛𝑠)). This strain hardening evolution function 

can be written as follows: 

   𝐻(𝜀�̅�) = {
   𝑘1𝑒−𝑛1�̅�𝑝          𝑓𝑜𝑟   𝜀�̅� ≤ 𝜀(𝑇𝑟𝑎𝑛𝑠)   

𝑘2𝑒−𝑛2�̅�𝑝          𝑓𝑜𝑟   𝜀�̅� ≥ 𝜀(𝑇𝑟𝑎𝑛𝑠)

 (3.1) 

where 𝑘1 and 𝑛1 and 𝑘2 and 𝑛2 are considered as material calibration parameters 

for the first and second segments, respectively. These parameters can be adjusted 

based on an iterative optimization process to find the best match between 

numerical and experimental force-displacement curves. In accordance with the 

form of the force-displacement curves for the smooth-notched specimens, the 

transitional strain (𝜀(𝑇𝑟𝑎𝑛𝑠)) was phenomenologically assumed to be equal to the 

strain corresponding to the cap point of the curves measured by DIC. This 

assumption is consistent with Zhang et al. [125]’s findings that the true strain at 

maximum load is independent of the notch geometry.   

As shown in Figure 3.2(b), for smooth-notched round bar specimens there is only 

one strain value in the minimum section due to axisymmetric geometry. However, 

for double-edge-notched flat specimens, the strain will be distributed non-

uniformly over the notch cross section. Thus, the strain measured by DIC must be 

averaged as the transitional strain (see Figure 3.2(b)).  

Figure 3.3 illustrates the progressive iterative optimization process used to 

calibrate the material parameters for two segments of the hardening rule. First of 

all, the elastic modulus and yield stress of each specimen were estimated by 

assuming a simple elastic-perfectly plastic constitutive model. Then, as also shown 

in Figure 3.3(a),  𝑘1 and 𝑛1 were adjusted based on a simple shifting and reducing 

of initial boundaries in the space of the variables until the mean absolute 

percentage error (MAPE) becomes smaller than an acceptable error (e.g., 1% 
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matching error in this thesis). MAPE is calculated based on the force-displacement 

curves that resulted from the test and FEM as follows:  

𝑀𝐴𝑃𝐸 =
1

𝑁
∑ |

𝐹𝑡𝑒𝑠𝑡 − 𝐹𝐹𝐸𝑀

𝐹𝑡𝑒𝑠𝑡
|

𝑁

𝑖=1

 (3.2) 

where 𝐹𝑡𝑒𝑠𝑡 and 𝐹𝐹𝐸𝑀 are experimental and numerical forces for a given 

displacement point. N also denotes the number of displacement points where the 

curves are discretized for comparison, and it was assumed to be 25 points for each 

segment (50 points for the overall curve). 

Once the iterations were converged to a solution for the first segment, the plastic 

flow curve was fixed for the first segment up to the transitional strain (𝜀(𝑇𝑟𝑎𝑛𝑠)). 

Then, the material parameters 𝑘2 and 𝑛2 were adjusted for the second segment 

using a similar approach, as described in Figure 3.3(b). Once the second segment 

was calibrated, the whole plastic flow curve was determined for the specimen, as 

shown in Figure 3.3(c). 

Conversely, as illustrated in Figure 3.4, for the common approach, the constitutive 

model for uniaxial specimens can be obtained directly based on the test results up 

to the ultimate tensile strength point (before necking). For this purpose, the true 

uniaxial strain can be expressed as [13]: 

𝜀𝑡 = 𝑙𝑛 (1 + 𝜀𝑒) (3.3) 

In addition, by presuming the volume constancy and uniform distribution of strain 

along the gauge length, the true stress also can be calculated by [13]: 

𝜎𝑡 = 𝜎𝑒(1 + 𝜀𝑒) (3.4) 

where 𝜎𝑡 and 𝜀𝑡 are true uniaxial stress and strain, respectively. 𝜎𝑒and 𝜀𝑒 also 

refer to the engineering values of stress and strain.  
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Figure 3.2. An alternative approach for calibrating the constitutive model based on notched specimens 

proposed in P(III). 
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Figure 3.3. The iterative optimization process used in the calibration of the two-segment hardening rule 

based on the mean absolute percentage error (MAPE) for notched specimens. 
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Figure 3.4. An illustration of the calibration process of a material constitutive model based on uniaxial 

specimens.  

However, these assumptions are not valid for the post-necking region. Therefore, 

the hardening rule must be calibrated for the post-necking region by a similar 

iterative optimization process used for notched specimens, as illustrated in Figure 

3.4. The hardening rule for the post-necking region can be written as an 

exponential function with two parameters as follows:  

𝐻(𝜀�̅�) = 𝑘0𝑒−𝑛0�̅�𝑝 (3.5) 

where calibration parameters k0 and n0 are selected in the calibration process. It 

is worth mentioning that this exponential form of hardening evolution, which has 

been proposed by Voce [119], can provide a better fit for materials when the stress 

reaches a saturation stress at large strains [126, 127] and when compared to 

unsaturated models like Hollomon's power law [128]. 

Because of the extensive iterative optimization process used in the calibration of 

the constitutive model, the computational effort could be considered the most 

challenging issue. Therefore, a solution established on an adaptive meshing 

technique [129] was employed to reduce the mesh sensitivity in numerical models 

and utilize a larger mesh size to reduce the computational time of the calibration 

process.  

The mesh size is more important when an explicit solver is employed in which the 

stable time increment is directly connected to the minimum size of the elements. 

This adaptive technique combines the features of pure Lagrangian and Eulerian 

analyses [129]. For this purpose, over a specified time interval, it creates a new 

mesh and remaps the solution variables from the old mesh to the new mesh with 
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an advection process to maintain the quality of the mesh and avoid a large element 

distortion in the necked area, as depicted in Figure 3.5.  

 

Figure 3.5. Mesh quality and element distortion of standard uniaxial round bar specimens in the neck 

area: a) undeformed mesh, b) deformed mesh without adaptive meshing technique and c) deformed mesh 

with adaptive meshing technique (for 0.5 mm of initial mesh size). 

3.2.1  Material study 

The proposed failure assessment framework was validated through numerical and 

experimental case studies that were presented in the appended papers. All these 

studies concentrated on the S355J2 steel grade, which is known as a variant of 

S355 that absorbs a minimum of 27J of energy at low temperatures (-20°C) based 

on the V-notch impact tests (Charpy impact test). This grade is one of the most-

used steel grades for industrial and offshore applications. Table 3.1 presents the 

chemical composition and basic mechanical properties of S355J2 based on EN 

10025–2:2004 [16]. This table provides the material properties only for 

thicknesses smaller than 40 mm that were used in this thesis. For other thicknesses, 

the reader can refer to [16].  

Table 3.1. Chemical composition and basic mechanical properties of S355J2 [16]. 
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S355J2 

 
Nominal thickness 

Temperature 

Min. (°C) 

Absorbed 

energy (J) 

t≤40 All thicknesses t≤16 
16<t 

≤40 

3< t 

≤100 

3< t 

≤40 
-20 27 

0.20 1.60 0.55 0.030 0.030 0.55 355 345 
470– 

630 
22 

* Elongation is measured based on a gauge length equal to 5.65 times the square root of the gauge area (5.65√𝑠0). 
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To demonstrate the applicability of the proposed approach for calibration of the 

constitutive model and the VGM, the calibration was performed on two sets of 

material specimens in both the round and flat configurations. For this purpose, 

round bar specimens were taken from a 16 mm S355J2, while flat specimens were 

taken from an IPE 200 steel beam with the same material. All specimens were 

taken in the rolling direction.  

In addition, the test setup and displacement rate were different for these two sets. 

For round bar specimens, the tests were carried out by a 30 kN machine (see Figure 

3.6) with a 0.02 mm/s displacement rate, while for the flat specimens a 0.1 mm/s 

displacement rate was imposed by a 250 kN testing machine, as described in P(III).  

Figure 3.7 shows the uniaxial and notched specimens in the round configuration. 

Tables 3.2 and 3.3 also present the test matrix of uniaxial and notched round bar 

specimens, respectively. As these tables show, six uniaxial and nine smooth-

notched tensile specimens with three different notch radius sizes (NR=12 mm, 6 

mm and 3 mm) were tested. The same information can be found in P(III) for the 

flat configuration.  

 

Figure 3.6. Test setup configuration for round bar specimens. 

For numerical simulation of the tested specimens, one quarter of their geometry 

was modeled due to symmetry. C3D8R eight-node brick elements with a reduced 

integration point were used to discretize the geometry of the specimens. The only 

integration point of the C3D8R element is located at the middle of the element 

[31]. To calibrate the constitutive model, the uniform gauge length of the uniaxial 

specimens and the notches in the notched specimens were meshed with the 0.5 mm 

mesh size. In addition, an extra 0.2 mm mesh size was employed to investigate the 

mesh sensitivity of the models. The mesh configurations for these specimens are 
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presented in Figures 3.8 and 3.9. Once the models were used to calibrate the VGM, 

the mesh size in the notches was selected as 0.2 mm, which is comparable with the 

characteristic length (ℓ∗) of the mild steel [90, 110].  

As described before, to ensure the mesh quality in the strain-localized places 

(necks in the uniaxial tensile specimens and notches in the notched specimens), 

mesh size was controlled and updated during the analyses by using the adaptive 

meshing technique.  

When the calibration of the constitutive model and VGM criterion was carried out 

based on both the proposed and common approaches, their accuracy was validated 

by predicting the failure of four pull-plate tests with the configurations illustrated 

in Figure 3.10. More details of the numerical models employed to simulate ductile 

fracture initiation and propagation in the pull-plate tests are provided in P(III). 

It is worth mentioning that to implement the VGM as a fracture criterion, USDFLD 

and VUSDFLD user subroutines were developed for Abaqus implicit and explicit 

solvers, respectively. These codes are appended to this thesis for further 

application.  

 

Figure 3.7. The geometry of round bar specimens taken from a 16 mm plate (S355J2): a) uniaxial tensile 

specimen and b) smooth-notched tensile specimens with 12 mm, 6 mm and 3 mm notch radius sizes (all 

dimensions are in mm and the total length of the specimens was 170 mm). 
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Figure 3.8. Mesh configurations used for uniaxial specimens’ discretization with 0.2 mm and 0.5 mm 

element sizes.  

 

 

Figure 3.9. Mesh configurations used for smooth-notched specimens’ discretization with 0.2 mm and 0.5 

mm element sizes. 
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Table 3.2. Uniaxial round bar tensile specimens test matrix. 

Specimen 

Nominal 

diameter* 

(mm) 

Gauge 

length 

(mm) 

Elastic 

modulus 

(MPa) 

Yield 

stress 

(MPa) 

Ultimate 

true 

stress 

(MPa) 

Ultimate true 

strain (mm/mm) 

U1 

6.5 25 

213966 442.7 629.2 0.148 

U2 187685 427.1 603.8 0.139 

U3 210804 448.8 628.0 0.140 

U4 202943 444.4 628.9 0.142 

U5 198961 458.6 631.8 0.133 

U6 201015 457.8 633.0 0.139 

* The actual diameters were measured for each specimen individually. 

 

Table 3.3. Smooth-notched round bar tensile specimens test matrix. 

Specimen 
Nominal notch diameter* 

(mm) 

Radius of notch 

(mm) 

Gauge length 

(mm) 

HR12(1) 

6.5 

12 

25 

HR12(2) 12 

HR12(3)** 12 

HR6(1) 6 

HR6(2) 6 

HR6(3) 6 

HR3(1) 3 

HR3(2) 3 

HR3(3) 3 

* The actual diameters were measured for each specimen individually. 

** This test failed due to an incorrectly selected data logger channel.  

 

 

  

Figure 3.10. Configuration of the pull-plate test specimens tested and simulated by calibrated numerical 

models.  
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3.3 Stochastic analysis of pitting corrosion 

When the integrity of steel structures is under assessment for future pitting 

corrosion, the stochastic and time-variant natures of corrosion in steel material 

must be addressed properly to assess the probability of failure. In P(IV), the 

concept of fracture-based fragility curves was developed at the component level to 

consider these random effects on the probability of failure for steel components.  

Fracture-based fragility curves can be obtained by micromechanics-based 

modeling of different randomly generated pitting morphologies for a predefined 

intensity level of pitting corrosion. Pitting morphologies also can be created 

randomly based on the probability distributions of pit characteristics at a certain 

time of exposure. Figure 3.1 schematically presents a fracture-based fragility curve 

as the outcome of the stochastic analyses.  

Based on the definition of fragility curves, the probability of failure for a 

determined engineering demand parameter (𝑒𝑑𝑝1) can be written as follows:  

𝐹(𝑒𝑑𝑝1) =  𝑃𝑓(𝐸𝐷𝑃 > 𝑒𝑑𝑝1|𝐼𝑀 = 𝑖𝑚1) (3.6) 

where 𝐹(𝑒𝑑𝑝1) implies the probability of failure when engineering demand 

parameter (EDP) exceeds 𝑒𝑑𝑝1. EDP is selected as a structural response quantity 

that typically controls the failure or damage state of a component [130]. The right-

hand term 𝑃𝑓(𝐸𝐷𝑃 > 𝑒𝑑𝑝1|𝐼𝑀 = 𝑖𝑚1) is a cumulative probability distribution 

function fitted on the failure results obtained from the stochastic analyses of the 

structural component that was subjected to a set of random pitting morphologies 

generated for a predefined level of intensity measure (𝐼𝑀 = 𝑖𝑚1) for a given time 

of exposure (𝑡1). The intensity measure parameter (IM) defines the severity of 

future corrosion based on the most influential parameters of pitting corrosion.  

3.3.1 Intensity measure of corrosion 

Intensity measure is defined as a parameter that indicates the severity of future 

corrosion in the assessment process. For uniform corrosion, the most important 

parameter that can specify the intensity of corrosion is the average diminished 

depth, while in pitting corrosion, using only one parameter cannot adequately 

address the intensity level of the corrosion.  

One of the typical IMs is degree of pitting (𝐷𝑂𝑃), which characterizes the surficial 

intensity of pits by determining the ratio of the corroded area (𝐴𝑐) to the total area 

of the member (𝐴𝑡) [28, 40, 46], as expressed in Eq. 1.1. 
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Figure 3.11 illustrates 5%, 10%, and 30% 𝐷𝑂𝑃 in a rectangular plate. As this figure 

shows, larger 𝐷𝑂𝑃𝑠 reduce the pit proximity and increase the likelihood of pit 

interactions.  

 

Figure 3.11. Illustration of three different DOPs (adapted from [35]). 

In addition, the pit depth was shown as another influential parameter on the 

deformability of the tensile components [37, 57]. Therefore, in this study, an 

integrated intensity measure was used that consists of both 𝐷𝑂𝑃 and average 

pitting depth (𝑑𝑎𝑣𝑔), which can be specified as 𝐼𝑀[𝐷𝑂𝑃,  𝑑𝑎𝑣𝑔]. This definition is 

also consistent with the standard procedures [131, 132] proposed for the rating of 

pitting corrosion.  

3.3.2 Engineering demand parameter 

The selection of a proper EDP depends on the kind of load and the probable failure 

mode of the component [130]. For instance, when the fracture of a tensile member 

is under investigation, axial elongation controls the failure and can be considered 

as an EDP. However, for other types of components (e.g., steel joints under 

bending or a compressive member), the EDP must be selected accordingly. In these 

components, joint rotation and compressive load can be considered as structural 

responses that describe the component failure or damage state. 
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3.3.3 Random pit sampling 

By assuming semi-ellipsoid as an acceptable geometry of pits, the characteristics 

of each pit can be generated through a Monte Carlo random sampling approach. In 

this approach, the location, depth and aspect ratio parameters of each pit are 

randomly generated based on their probability distributions. As illustrated in 

Figure 3.12, this random procedure was repeated for an assumed time of exposure 

(𝑡1) so that the intensity of the corrosion is 𝐼𝑀[𝐷𝑂𝑃(𝑡1),  𝑑𝑎𝑣𝑔(𝑡1)]. In each iteration, 

a new pit is generated until the DOP reaches the target value (e.g., 10%).  

 

Figure 3.12. The algorithm of random pitting pattern generation for 𝐼𝑀[𝐷𝑂𝑃(𝑡1),  𝑑𝑎𝑣𝑔(𝑡1)]. 
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3.3.4 Discretization of random pitting patterns  

The meshing technique and proper type of elements to implement pitting corrosion 

depend on the type of failure. For steel members under compression loads where 

the main failure is a global or local buckling, shell elements are adequate [28, 133-

135]. Then, the effect of random pitting geometry can be implemented by varying 

the thickness of the shell element in the location of the pits [28, 133-135]. 

Conversely, when the component is under tensile load, and the ductile fracture and 

material separation is the most dominant failure mode, using solid elements with 

fine mesh is necessary to predict the fracture initiation. In contrast to shell 

elements, solid elements can sufficiently capture the effect of triaxiality and model 

different interactional scenarios between pits.  

Despite the accuracy of solid elements, implementing a random pattern of semi-

ellipsoidal pits in the geometry of components is a demanding task. When the 

geometry is complicated and hexahedral elements are utilized, the standard 

meshers provided by numerical software solutions often need manual partitioning 

and seeding to generate a proper mesh quality. These manual meshing techniques 

are inefficient for implementing a random pitting morphology with many different 

random pits. In most cases, these meshing techniques can cause divergence or a 

poorly meshed geometry. This can prove quite problematic for this thesis in which 

multiple random patterns are under investigation. One alternative is to use 

tetrahedral elements that support fully automatic tetrahedral meshers [129]. 

However, for the same degree of freedom and amount of discretization layers 

through the thickness of a member, more tetrahedral elements are required for 

discretization compared to hexahedrons [56]. 

Moreover, the first-order tetrahedral elements are not accurate enough for 

structural calculations under large plastic deformations [129]. As a consequence, 

the second-order formulation must be chosen, which dramatically increases 

computational demand. In contrast, developed reduced integration hexahedral 

elements can significantly increase computational efficiency without considerably 

losing accuracy [129]. Therefore, various attempts have been made to implement 

random pitting corrosion with hexahedral elements [28, 53, 56]. However, these 

previously used techniques are mainly developed based on third-party software or 

code that might be inaccessible to the community. In addition, as mentioned in the 

previous chapter, these approaches lack some essential features that limit using 

them in a life-cycle assessment of structures under pitting corrosion.  
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Therefore, P(IV) proposes a carving technique to implement random pitting 

patterns into the numerical models. This meshing technique allows the 

implementation of a random pattern of pits with arbitrary morphology into the 

geometry of components by using solid hexahedral elements and removing 

elements from an intact mesh, as depicted in Figure 3.13.  

 

Figure 3.13. An illustration of the mesh carving technique used in P(IV) to implement pit 

geometry on the intact mesh. 

For this purpose, the critical locations of the components were determined and 

discretized with eight-node brick elements with reduced integration (e.g., C3D8R 

in Abaqus). Then, the pits were implemented by removing nodes and associated 

elements located inside the pits that were generated randomly.  

The proposed technique possesses some unique features when compared to 

conventional meshing techniques: 

• It can reasonably simulate the three-dimensional local effect of pits.  

• It is progressively updatable for new pits or intensified general corrosion 

so that the corrosion morphology can be modified without redoing all 

modeling steps. 

• Because it is updatable, it can efficiently be coupled with real-time 

monitoring systems or periodic inspections and assess long-term 

structural integrity and safety based on life-cycle assessments, as 

illustrated in Figure 1.11, which was presented in the first chapter. 

• The proposed numerical models are adjustable for sequential loads and 

corrosions. 

For the micromechanics-based modeling of the ductile fracture, a fine mesh size 

comparable with the characteristic length (ℓ∗) of the mild steel is required to 

calculate the local response and the fractured state accurately [90, 110]. This mesh 
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refinement must be used over the most critical region of the component due to the 

unknown locus of the fracture initiation. By using such fine mesh, a stepwise 

representation of pits created by carving on the intact mesh can predict relatively 

similar local results compared to pits implemented by geometry. This was tested 

in P(IV) through a standard mesh sensitivity analysis for a single pit penetrating 

the component.  

3.3.5 Study on single-sided corroded plate 

The proposed stochastic numerical approach was employed to analyze steel 

components under pitting corrosion coupled with excessive plastic deformations. 

For this reason, a pull plate was selected as a single-sided corroded plate to develop 

the idea of the fracture-based fragility curves and predict the probability of failure. 

As Figure 3.14 indicates, the critical area of the specimen was 30 mm uniform 

length, which was studied for the predefined pitting corrosion intensity measures 

listed in Table 3.4.  

 

Figure 3.14. The geometry of the intact tensile plate from S355J2 steel material (all dimensions are in 

mm and the thickness of the plate is 7.4 mm). 

Table 3.4. Matrix of predefined levels of intensity measure of pitting corrosion 𝐼𝑀[𝐷𝑂𝑃, 𝑑𝑎𝑣𝑔]. 

  𝑑𝑎𝑣𝑔 

   1 mm 2 mm 3 mm 

𝐷𝑂𝑃 

5% IM[5%, 1 mm] IM[5%, 2 mm] IM[5%, 3 mm] 

10% IM[10%, 1 mm] IM[10%, 2 mm] IM[10%, 3 mm] 

30% IM[30%, 1 mm] IM[30%, 2 mm] IM[30%, 3 mm] 
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Random pit generation was executed based on the probability distributions of the 

pit characteristics adapted from the relevant literature. The position vector (x, y) of 

each pit center was generated based on uniform distribution [136], as illustrated in 

Figure 3.15. In this connection, overlapping of the pits was also allowed to 

implement the intersection of pits and create a larger area of wall thinning. 

Statistical analyses on naturally and artificially corroded structures showed that the 

pit depth and aspect ratio follow lognormal distribution [133, 136], as depicted in 

Figures 3.16(a) and 3.16(b). The average pit depth is a time-dependent parameter 

evaluated for a specific environment and expected exposure time. As listed in 

Table 3.4, three different average pit depths were assumed (𝑑𝑎𝑣𝑔 =1, 2 and 3 mm). 

The logarithmic standard deviation of the depth of the pits (𝜎ln(𝑑)) was observed 

from 0.1 to 0.5 without an apparent trend of change during the time of exposure 

[136]. Therefore, a 0.3 fixed logarithmic standard deviation of pit depth was 

considered for all average pit depths in this thesis. The AR is also time variant, so 

that during the time of exposure the pit shapes change from shallow-wide pits 

(AR=60) to deep-narrow pits (AR=5) [136]. Since the deepest pits are the most 

influential pits on ductile fracture [37, 39], a 5:1 width-to-depth ratio was assumed 

as the average aspect ratio (𝐴𝑅𝑎𝑣𝑔) with a 0.6 logarithmic standard deviation 

(𝜎ln(𝐴𝑅)) [136]. It is worth mentioning that the logarithmic standard deviation of AR 

was also reported unchanged during the exposure time [136]. It is also important 

to emphasize that although the selected averages and standard deviations do not 

imply a specific real situation, they are reasonable values adopted to expand the 

methodology into an application. In an actual project, as mentioned before, the 

target level of pitting corrosion is defined and updated based on the corrosion 

evolution rule determined for a project, periodic inspections and an expected 

design life. 

For each defined intensity measure, fifty random morphologies were generated 

based on the above-described probability distributions and applied on the intact 

mesh of the uniform length by using the carving method, as illustrated in Figure 

3.17. All of the generated morphologies were analyzed to predict the failure of the 

pull plate under the tensile load and boundary conditions shown in Figure 3.17. 

For this purpose, the elongation in the uniform length was considered as an EDP, 

and the failure elongation was determined as an elongation in which the strength 

of the plate dropped sharply. 
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Figure 3.15. Uniform distribution to generate the location of random pit. 

 

 

                                  (a)                                                              (b)  

Figure 3.16. Lognormal distribution of pit characteristics: a) pit depth with different average values and 

b) pit aspect ratio.  
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Figure 3.17. Implementation of random pitting morphology by carving on the intact mesh of the uniform 

length. 

3.4 Linking local and global scales 

Steel components used in structural systems typically have complicated 

geometries, especially around joints that are supposed to transfer applied loads to 

adjacent members. Different types of fasteners (e.g., welds or bolts) and various 

involved materials (e.g., base metal, bolts, welds, HAZ) intensify the complexity 

of these problems. In addition, a reduced cross-section area due to bolt holes or 

weld access holes, and additional stiffness of the adjacent members (constraints), 

concentrate most of the imposed plastic deformations in steel joints. This 

plastification typically has a complicated distribution, so that various locations in 

a steel joint are prone to experience excessive plastic deformations. Conversely, 

when pitting corrosion is under study in such geometries, micromechanics-based 

modeling of pitting corrosion in full-scale components is challenging in terms of 

meshing and computational effort, especially when different scenarios (e.g., 

various random patterns) must be studied. In this regard, using tetrahedral elements 

that support fully automatic tetrahedral meshers is computationally inefficient due 

to the reasons pointed out before. In addition, using refined mesh in a local pitting 

domain significantly increases the stable time increment for the whole model when 

an explicit solver is used.   

In P(V), a two-level numerical modeling procedure was investigated to deal with 

complicated geometries and reduce the complexity of the problem. In this 

technique, as described in Figure 3.18, a nonlinear finite element analysis of the 
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components is performed at the global level without pit implementation. Then, 

based on the outcomes of this model and submodeling technique, critical regions 

of the global model were studied for fracture modeling and pit existence. 

Submodeling is a technique to analyze a local region with a more refined mesh 

based on the interpolation of the solution from a relatively coarse mesh in the 

global model [137-141].  

 

 

Figure 3.18. An illustration of two-level finite element modeling.  

There are two common submodeling techniques. In the displacement-based 

method, nodal displacements are extracted from the global model and applied as 

boundary conditions of the submodels. The alternative method is stress-based 

submodeling in which stresses or tractions from the integration points are 

transmitted to the submodels as boundary conditions. The displacement-based 

submodeling method is preferred for large displacement problems because 

boundary conditions calculated using displacement can converge faster than the 

stress field [142]. In addition, Narvydas and Puodziuniene [139] demonstrated that 

displacement-based submodeling is less sensitive to the mesh density of the global 

model and can provide higher accuracy than the stress-based method. 

In P(V), the limitation of this technique and different sources of numerical errors, 

including discretization and boundary condition errors, were discussed. 

Discretization errors are inherent in the determination of responses with the finite 

element method [143]. Since using a fine mesh in submodels is controlled by 

micromechanics-based modeling, the discretization errors in the submodels might 

be less critical. As a result, most of the discretization errors originated from the 
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global model and must be restricted to calculate boundary responses accurately for 

the submodels [141]. This error can be controlled by refining the mesh until further 

refinement causes no considerable variation in the nodal displacement output of 

the global model [141, 143].  

It is worth mentioning that submodeling is a one-directional boundary condition, 

exchanging from the global model to the submodel with no feedback from the 

submodel to the global model [139, 144, 145]. The only link between the submodel 

and the global model is the transfer of the time-dependent values of the variables 

to the relevant boundary nodes of the submodel, as illustrated in Figure 3.18. 

Therefore, for displacement-based submodeling, it is essential to ensure that the 

stiffness of the submodel is the same as the corresponding region in the global 

model during the analysis [139]. However, in some cases, the stiffness can be 

different due to several reasons including mesh refinement, a material separation 

that is not modeled on the global scale and extensive degradation effects that 

change the stiffness of the studied area significantly. This change of stiffness must 

be treated before using the submodeling results or properly addressed in the global 

model.  

As indicated in Figure 3.18, mesh refinement in the submodels also creates 

additional degrees of freedom at the boundaries that do not exist in the global 

model [142]. The global solution only provides displacements at the nodes of the 

original coarse mesh. Consequently, the displacement boundary conditions for 

new nodes in the submodels must be derived based on the shape function of the 

original elements in the global model [142]. This interpolation can induce error in 

the boundary condition of the submodels. However, for areas with a low nonlinear 

gradient in responses, this error is negligible. Therefore, the global mesh size 

adequacy must be checked for the proper transmission of displacements into the 

submodels. In order to evaluate the amount of these errors, the boundary responses 

of the submodels are compared to the corresponding region in the global model. 

All of the above-mentioned errors can be limited by selecting a proper mesh 

density for global models and submodels through mesh sensitivity analyses. 

In this connection, P(V) investigates the application of the two-level numerical 

modeling through a parametric numerical study performed on a typical welded 

steel beam-to-column joint with an isolated corrosion pit and under a column 

removal scenario. Fracture initiation in the joint was studied for different pitting 

scenarios, which varied in pit location, depth and aspect ratio. Then, the critical 
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pitting scenarios were identified by comparing the fracture initiation of the 

corroded joint with the intact joint (uncorroded).  

3.5 Study of a full-scale steel joint 

A real scale steel joint was numerically investigated for the effect of pitting 

corrosion under excessive plastic deformations. For this purpose, two-level 

micromechanics-based simulations were employed to link local and large scales to 

predict the fracture initiation of the joint. Figure 3.19 shows the joint sub-

assemblage composed of two half-span beams and one column that moves 

vertically in the middle. This configuration has been widely used in different 

numerical and experimental studies [64] to simulate the effect of an interior 

column removal scenario. More structural details about the joint are presented in 

P(V). 

 

 

Figure 3.19. The configuration of joint sub-assemblage under a column removal scenario. 

The joint was studied for different scenarios of a single pit that was penetrated in 

critical regions. The critical regions in the flange and the web of the beam were 

determined based on the equivalent plastic strain demand obtained from the FEA 

of the intact joint.  

All studied pits were classified into three categories based on the pit location 

relative to the free edge of the web or flange plate. In the edge pit category, the pit 

cut the free edge of the plates, and it was assumed that the pit center coincided with 

the edge line. In the near-edge category, the pit penetrates close to the free edge of 

the plates, so that a ligament is formed between the pit and the edge. In this 

category, the effect of the edge ligament was studied for three different ligament 

lengths (𝑙𝑒 = 𝑡/12, 𝑡/6 and 𝑡/4), where 𝑡 is the plate thickness. The rest of the pit 
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scenarios are in the far-edge category in which the pit is located far from the free 

edges of the plates.  

All these pit categories were also examined for different geometrical parameters 

such as various depth and aspect ratios. Table 3.5 presents the pit characteristics 

matrix studied in P(V). These isolated pits were moved into critical areas according 

to the predefined grids shown in Figures 3.20 and 3.21. Based on the above-

described pitting matrix, P(V) studied 582 pitting scenarios that differ in terms of 

location, depth and aspect ratio. 

Table 3.5. Isolated pit characteristics matrix. 

notation pit depth (𝑑) location pit aspect ratio (𝐴𝑅) edge ligament length (𝑙𝑒) 

P1 𝑡/2 

far-edge 

2 - 

1 - 

0.5 - 

near-edge 

2 t/12, t/6, t/4 

1 t/12, t/6, t/4 

0.5 t/12, t/6, t/4 

edge 

2 - 

1 - 

0.5 - 

P2 𝑡/4 

far-edge 

2 - 

1 - 

0.5 - 

near-edge 

2 t/12, t/6, t/4 

1 t/12, t/6, t/4 

0.5 t/12, t/6, t/4 

edge 

2 - 

1 - 

0.5 - 

𝑡 is 12.7 mm for the flange plate and 8 mm for the web plate. 

 

 

Figure 3.20. Pit location grid on the flange of the beam (all dimensions are in mm). 
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Figure 3.21. Pit location grid on the web of the beam (all dimensions are in mm). 

To carry out the submodeling technique and assess the fracture initiation of each 

pit scenario, the numerical model of the joint was performed in global model and 

submodels, as described in Figure 3.22. The appropriate mesh size of the global 

model and submodels was selected based on sensitivity analyses, as presented in 

P(V). More detailed information about the numerical models and boundary 

conditions is provided in this paper.  

Finally, to assess the degradation of the corroded joint, the joint vertical 

displacement corresponding to the fracture initiation of the intact submodel 

(uncorroded) was considered as the benchmark value. Then, the corroded 

submodels with different described pit scenarios were investigated up to this 

displacement. By doing so, if a corrosion pit could initiate fracture by a less vertical 

displacement of the joint, it was considered as a degrading factor in terms of ductile 

fracture initiation.  
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Figure 3.22. Finite element modeling details: a) a global model of the joint and applied boundary 

conditions, b) mesh refinement in the global model, c) a submodel from the beam flange, d) a submodel 

from the beam web, e) an intact submodel and mesh configuration, f) mesh configuration of an edge pit, 

g) mesh configuration of a near-edge pit and h) mesh configuration of a far-edge pit. 
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4. Results and discussion 

4.1 Material calibration results 

Since the proposed approach for the calibration of the steel material model relies 

on the DIC measurement, it is essential to ensure the DIC system is well calibrated 

and the measurements are accurate for the application. For this purpose, the 

engineering strain of uniaxial specimens measured by physical and virtual 

extensometers was compared for both test configurations (i.e., flat and round sets). 

Examples of this validation are shown in Figure 4.1 for U1 and U5 round bar 

specimens (see Table 3.2). As this figure indicates, the strains measured by DIC 

have overlapped the curves obtained from the physical extensometer up to the 

ultimate tensile point. After the ultimate point and necking, the result is dependent 

on the gauge length of the extensometers and the curves having diverged. Indeed, 

defining a virtual extensometer with equal length to a physical extensometer was 

impossible because of the holding arms of the physical extensometer. Therefore, 

in the DIC, virtual extensometers were defined with smaller gauge lengths, as 

expressed in Figure 4.1. Similar validation results can be found for flat specimens 

in P(III). 

 

Figure 4.1. The DIC validation for round bar uniaxial specimens U1 and U5. 

Figure 4.2 compares the numerical and experimental force-displacement curves of 

the six tested uniaxial round bar tensile specimens. Similar figures are presented 

in P(III) for the flat specimens.  

These curves demonstrate that for selected steel grades (i.e., S355J2) the 

exponential post-necking hardening rule can simulate the force-displacement 
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response of the round and flat specimens accurately (MAPE<0.01). The calibrated 

values of 𝑘0 and 𝑛0 also are shown in this figure.  

In addition, a comparison between the numerical curves obtained by the two 

different mesh sizes (0.5 mm and 0.2 mm) reveals that the force-displacement 

response of the specimens as a global response is almost nonsensitive to the mesh 

size. Thus, although using a 0.2 mm mesh size changed the MAPE values slightly, 

it remained smaller than the predefined accepted value (0.01) for almost all 

specimens. The same trend can be drawn for the local strain in the neck area. As 

Figures 4.3 and 4.4 indicate for round and flat uniaxial specimens, using a 0.2 mm 

mesh size instead of 0.5 mm made a very slight variation on the surface true 

longitudinal strain at the fracture displacement of the specimens. It can be 

concluded that a 0.5 mm mesh size along with the adaptive meshing technique can 

be utilized to reduce the computational time of the calibration process of the 

constitutive model without a considerable loss of accuracy. However, the obtained 

numerical fracture strains show large differences from the DIC strains.  

As Figures 4.5 and 4.6 show the local strains obtained by DIC and FEM for 

uniaxial specimens, numerical models could provide an accurate prediction of 

surface true longitudinal strain at ultimate displacement with a 3.6%–3.7% error 

on average. In contrast, they predict surface true longitudinal strain at the fracture 

displacement with a 22%–26% error on average. In other words, despite a good 

agreement between the numerical and experimental force-displacement curves that 

show MAPE<0.01, the numerical models could not provide accurate local 

responses for the after-necking region of the tested uniaxial specimens. It is worth 

mentioning that true longitudinal strain is the total true plastic and elastic strain 

along the loading direction. These results confirm the study published by Cooke 

and Kanvinde [114] in which the non-uniqueness and loss of accuracy of the 

constitutive model calibration were demonstrated. However, the effect of this 

inaccuracy on the final fracture criterion calibration must be studied in terms of 

the fracture prediction of smooth-notched specimens as well as in the evaluation 

of component failure.    
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Figure 4.2. Numerical and experimental force-displacement curves for uniaxial round bar specimens. 
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Figure 4.3. The DIC and numerical surface true longitudinal strain at the fracture displacement of 

uniaxial round bar specimens U1 and U5. 

 

 

 

Figure 4.4. The DIC and numerical surface true longitudinal strain at the fracture displacement of 

uniaxial flat specimens UF(2) and UW(2). 
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Figure 4.5. The surface true longitudinal strain at the ultimate and fracture displacements of uniaxial 

round bar specimens. 

 

Figure 4.6. The surface true longitudinal strain at the ultimate and fracture displacements of uniaxial flat 

specimens. 

For each notched specimen, the transitional strain (𝜀(𝑇𝑟𝑎𝑛𝑠)) was measured by the 

DIC for the cap point of the corresponding force-displacement curve, as reported 

in Table 4.1. Figure 4.7 shows the field of true longitudinal strain in the notch area 

of the tested round bar specimens corresponding to the cap and fracture 

displacements. This figure indicates that smaller notches exhibited lower fracture 
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strain due to higher triaxiality. The transitional strain was obtained for the flat 

specimens by averaging the strain profile at the minimum section of the specimens, 

as presented in P(III). In addition, for the flat specimens, a sensitivity analysis with 

respect to 𝜀(𝑇𝑟𝑎𝑛𝑠) was conducted; detailed results are provided in P(III). The 

results of the sensitivity analysis demonstrated that by a ±15% variation in 𝜀(𝑇𝑟𝑎𝑛𝑠), 

the MAPE was changed negligibly, and for almost all specimens, it remained under 

the maximum allowable value (0.01) defined in the calibration procedure. 

Table 4.1. Calibration outputs of the proposed and common calibration approaches for round bar 

specimens. 

Specimen 

Hardening parameters (proposed approach) 𝜀(𝑇𝑟𝑎𝑛𝑠) 

measured 

by DIC 

Total MAPE 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 

𝑘1 𝑛1 𝑘2 𝑛2 
Proposed 

approach 

Common 

approach 

Proposed 

approach 

Common 

approach 

HR12(1) 4250 14.375 803.5942 2.25 0.183344 0.0085 0.0345 3.38 
2.51 

HR12(2) 4000 14 823.034 2 0.154843 0.0036 0.0299 3.29 
2.69 

HR6(1) 4250 14.67188 808.0445 2.25 0.180815 0.0022 0.0318 3.23 
2.64 

HR6(2) 4250 14.71582 812.4246 2.125 0.165556 0.0048 0.0306 3.20 
2.65 

HR6(3) 4265.6 14.37598 800.6514 2 0.19751 0.0067 0.0289 3.19 
2.76 

HR3(1) 4000 14.25 819.1672 2 0.190948 0.0034 0.0323 3.15 
2.77 

HR3(2) 3750 14 802.593 2.25 0.161231 0.0066 0.0279 3.17 
2.68 

HR3(3) 3750 14 818.75 1.984375 0.186489 0.0081 0.0266 3.17 
2.67 

Mean 

(CV%) 

4064.45 

(5.5) 

14.30 

(2.04) 

811.0 

 (1.06) 

2.11 

(5.98) 

0.178 

(8.59) 

0.0054 

(42.3) 

0.0303 

(8.4) 

3.22 

(2.3) 

2.67 

 (3.0) 

 

The calibrated parameters of the proposed hardening rule for the smooth-notched 

round bar specimens are listed in Table 4.1. Figure 4.8 also compares the numerical 

and experimental force-displacement curves for two-thirds of the smooth-notched 

round bar specimens as examples. As this figure shows, the numerical models in 

which the material hardening evolution was calibrated based on the proposed 

approach showed a close agreement with the experimental curves (0.0054 total 

MAPE on average). In contrast, although in the common approach the constitutive 

model was calibrated accurately to simulate the force displacement of the uniaxial 

specimens, the results for the notched specimens showed deviations from the 

experiments (0.0303 MAPE on average). Such deviations also can be seen between 

the experimental and numerical curves obtained by other researchers [3, 5].  

As shown in Figure 4.9 for the notch local strain, the common and proposed 

approaches provided an almost similar fracture strain by a 3.2% and 5.1% error 

relative to the DIC, respectively. Similarly, for the flat notched specimens, the 

numerical models based on the common and proposed approaches could predict 
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DIC strains at the middle of the specimens by a 5.6% and 5.4% error, respectively 

(see Figure 4.10). As a result, the main difference between the two calibration 

approaches is evaluating the equivalent stress. Based on the obtained curves and 

also validation tests, the common method overestimated the equivalent stress in 

the post-necking region. Figure 4.11 compares the average plastic flow curves, 

which were calibrated based on two approaches for both flat and round test 

configurations.   

 

Figure 4.7. Transitional and fracture strains measured by DIC for three smooth-notched round bar 

specimens.  

Once the constitutive model was calibrated by the two described approaches, the 

VGI for the material points of each notched specimen was calculated based on Eq. 
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2.8 by using the developed user subroutines. Table 4.1 lists the calibrated 

𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 for round bar specimens based on constitutive models that resulted from 

the proposed and common approaches. These values were the maximum VGI at 

the notch section in a displacement corresponding to the test fracture displacement 

(∆𝑓). For all smooth-notched round bar and flat specimens, the maximum VGI 

occurred at the center of the specimen except for the double-edge-notched flat 

specimens with a 3 mm notch radius, which the fracture initiated at a point between 

the center and the notch root. 

As Table 4.1 shows, the mean value of the 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 calibrated by the proposed 

approach for the round set is 3.22, which is about 21% more than the average 

𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 calibrated by the common approach (2.67). P(III) shows a more 

significant difference for the flat set, so that the 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 calibrated based on the 

proposed approach was about 48% more than the 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 obtained by the 

common approach. These results can be understood as the nonunique calibration 

of the VGM and demonstrate that the calibration of the VGM and the constitutive 

model are correlated. In other words, the 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 calibrated based on each 

approach must be used by the corresponding constitutive model to have an accurate 

prediction of the fracture.  

When round bar configuration was used for the specimens, the common and 

proposed approaches provided almost the same coefficient of variation for the 

𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 (see Table 4.1). In contrast, for flat specimens that lack axisymmetric 

geometry, the 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 calibrated by the common approach exhibited about 18% 

dispersion, while the proposed approach led to an 8% coefficient of variation. 

These values demonstrate that the proposed calibration approach is more efficient 

in reducing calibration errors and uncertainties for the flat configuration rather than 

the round bar specimens, which provide almost the same statistical results with 

both approaches. This enhancement of the calibration accuracy was validated to 

predict the failure of four pull-plate specimens (see Figure 3.10). The detailed 

validation results are provided in P(III). The comparison between experimental 

and numerical force-displacement curves demonstrated that the proposed approach 

could better predict validation tests, particularly in terms of failure force.  

Based on the results presented in P(III), the proposed calibration approach was 

considered as an alternative for the calibration of the VGM. This approach would 

be particularly useful in cases where the production of uniaxial tension specimens 

is difficult, e.g., to calibrate the material models of weld and heat-affected zone. 
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Figure 4.8. Numerical and experimental force-displacement curves of smooth-notched round bar 

specimens. 
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Figure 4.9. The surface true longitudinal strain at the fracture displacement of smooth-notched round bar 

specimens. 

 

 

Figure 4.10. The surface true longitudinal strain at the fracture displacement of double-notched flat 

specimens at the middle point. 
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Figure 4.11. Average plastic flow curves calibrated for two sets of specimens based on the proposed and 

common approaches. 

4.2 Stochastic analyses results 

To select the size of the intact mesh for the single-sided corroded plate (see Figure 

3.14), a standard mesh sensitivity analysis for a single pit with a 3 mm depth 

penetrated at the center of the plate was carried out and then validated for other pit 

depths. The pit was implemented by carving on the intact mesh with different sizes 

(0.7–0.3 mm) in addition to direct implementation of the geometry of the pit, as 

shown in Figure 4.12. The VGI distribution in the pit was selected as the local 

response that determines the fracture initiation in the material. 

The results presented in Figure 4.12 indicate that by decreasing the mesh size from 

0.4 mm to 0.3 mm, the maximum VGI demand changed less than 1%. This slight 

variation implies that mesh size is converged, and that using a 0.4 mm mesh size 

is sufficient to discretize the pit and evaluate the local response in the pit domain. 

Conversely, the element size must also be comparable with the typical 

characteristic length (ℓ∗) of mild steels, which is reported to be from 0.4 mm to 0.2 

mm [90, 110]. Based on these two factors, a 0.3 mm mesh size was selected for 

the discretization of the intact uniform length of the case study specimen. 

Figures 4.12, 4.13 and 4.14 provide the VGI obtained from the carved pits and the 

pits implemented by geometry for 3 mm, 2 mm and 1 mm depths, respectively. 

Based on these figures, the maximum VGI obtained from the two approaches 

shows a 7%–8.7% difference. It must be understood that using an ideal smooth 
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semi-ellipsoidal is a simplification of the overall geometry of the pits. However, 

the natural pits can have irregular surfaces. Therefore, this difference should not 

be considered as an absolute error but indicate that the carving pits can predict the 

local effect of a pit well enough. It is also worth mentioning that although the 

carved pit could capture the maximum VGI observed in the pit, the VGI 

distribution fluctuates due to the stepwise nature of the carving approach. Since 

the maximum VGI controls the fracture initiation, the form of distribution is less 

influential on the final pit fracture behavior.  

 

Figure 4.12. Sensitivity of the VGI to the mesh size for a 3 mm single pit carved at the center of the plate 

(7% difference in the maximum VGI for the 0.3 mm mesh size). 

 

Figure 4.13. VGI evaluation for a 2 mm single pit carved at the center of the plate using the 0.3 mm mesh 

size (7% difference in the maximum VGI). 



77 

 

 

Figure 4.14. VGI evaluation for a 1 mm single pit carved at the center of the plate using the 0.3 mm mesh 

size (8.7% difference in the maximum VGI). 

For each of the nine intensity measures listed in Table 3.4, the intact mesh of the 

specimen was modified and analyzed for fifty randomly generated pitting 

morphologies. For example, Figure 4.15 shows carved mesh for some of the 

random pitting morphologies generated for a 2 mm average pit depth and three 

different DOPs.  

Figures 4.16 and 4.17 show the force-elongation curves for 1 mm and 3 mm 

average pit depths and different studied DOPs. The ultimate and failure points of 

each curve are marked in these figures. In addition, the failure elongation of the 

intact specimen is provided for better comparison.   

The variation of the highlighted points indicates that different random pitting 

morphologies with an identical intensity measure could change the capacity and 

deformability of the specimen. Statistical parameters for ultimate load and failure 

elongation are listed in P(IV). The effect of random pitting on the ultimate load 

and the failure elongation were also discussed in P(IV) based on correlation 

analyses.  

Based on the results, the ultimate load of the specimen was subject to a low rate of 

dispersion (6.5%), indicating that the details of pitting corrosion have a negligible 

effect on the ultimate load variation. The average reduction in the ultimate load 

was also 23.5% at the maximum intensity (i.e., IM[30%, 3mm]). The correlation 

analyses demonstrated that the ultimate capacity of the specimen is correlated with 

both the 𝑑𝑎𝑣𝑔 and DOP by -0.52 and -0.72 correlation coefficients, respectively. 
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Conversely, the failure elongation experienced 12.6%–30.2% dispersion due to a 

variation of pitting morphology. This dispersion explains the effect of pitting 

details on the ductility of the specimen by initiating the fracture and propagation 

in different modes. It is worth mentioning, as shown in Figures 4.16 and 4.17, the 

corroded specimen exhibited a reduced failure displacement for all analyzed 

random patterns except a few generated samples in IM[5%,1mm]. Figure 4.18 

indicates two of these cases in which patterns with shallow pits occurred outside 

of the critical area of the specimen. In such patterns, corrosion only increased the 

flexibility without directly affecting the fracture initiation. 

 

Figure 4.15. Carved mesh for random pitting morphologies generated for a 2 mm average pit depth and 

three different DOPs. 
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Figure 4.16. Force-elongation curves for a 1 mm average pit depth and different DOPs. 
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Figure 4.17. Force-elongation curves for a 3 mm average pit depth and different DOPs. 

 

  

Figure 4.18. Some random patterns in IM[5%, 1 mm] increased the flexibility of the specimen without a 

direct effect on the fracture initiation. 
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Figure 4.19 illustrates the most dominant modes in which pitting affected fracture 

initiation and propagation. The interaction of two pits, the interaction between pits 

and the edge of the plate, and the existence of a well-penetrated pit are the most 

dominant modes in which corrosion pits accelerate the ductile fracture initiation. 

However, by increasing the DOP, the fracture accelerated due to a combination of 

these modes, which cannot be easily classified into a specific mode.  

 

 

 

 

 

Figure 4.19. Different modes in which pits accelerate the ductile fracture initiation: a) interaction 

between neighboring pits, b) occurrence of a depth pit, c) interaction between pits and edges of plates 

and d) a combination of the described modes.  

The empirical cumulative distribution function was calculated based on the fifty 

failure elongations obtained for each intensity measure. Figure 4.20 shows these 

fragility curves for a given DOP and different 𝑑𝑎𝑣𝑔 (1 mm, 2 mm and 3 mm). 
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Large differences between these curves denote the significant effect of pitting 

characteristics on the deformability of the specimen. 

 

Figure. 4.20. Fragility curves obtained for various DOP and 𝑑𝑎𝑣𝑔 (dotted curves denote fitted lognormal 

distributions). 

The two-sample Kolmogorov–Smirnov (K–S) nonparametric test on the failure 

elongations indicated that Lognormal distribution can better describe the fragility 

curves than Normal and two-parameter Weibull distributions. In addition, the 

effect of the number of random morphologies on the fragility curves was 

investigated by two-sample K–S tests. As Table 4.2 shows, using twenty random 

morphologies was sufficient to describe the fragility curves of the studied 

specimen in all intensities. In this connection, the performed K–S tests did not 
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reject the null hypothesis that the data from twenty samples were describing the 

same distributions from fifty samples. However, this number can vary by specimen 

configuration. 

Table 4.2. Two-sample K–S test results for different intensity measures and various amounts of samples 

compared to the distribution obtained from fifty samples. 

 Number of random samples 

Pitting intensity  10 20 30 40 

IM[5%, 1 mm] NR NR NR NR 

IM[5%, 2 mm] NR NR NR NR 

IM[5%, 3 mm] NR NR NR NR 

IM[10%, 1 mm] NR NR NR NR 

IM[10%, 2 mm] R NR NR NR 

IM[10%, 3 mm] R NR NR NR 

IM[30%, 1 mm] NR NR NR NR 

IM[30%, 2 mm] R NR NR NR 

IM[30%, 3 mm] R NR NR NR 

NR: Did not reject the null hypothesis (same distributions) 

R: rejected the null hypothesis (different distributions) 

 

4.3 Results of the large-scale joint 

In P(V), mesh sensitivity analyses were done to select a proper mesh configuration 

for the submodeling technique. For this purpose, a 3 mm mesh size was examined 

for the global model with different numbers of layers through the thickness of the 

plates. As Figure 4.21(a) indicates, by increasing the number of layers from seven 

to nine, the nodal displacements in the global model (at the boundary of the 

submodels) only changed by 0.22%. As a result, seven layers were considered to 

extract the boundary displacements for the submodels. Then, the von Mises 

stresses in the global model and submodels were compared for a displacement 

corresponding to the fracture initiation of the intact joint. The curves presented in 

Figure 4.21(b) show about a 3% difference in boundary stress, which means the 

mesh refinement and boundary condition errors were negligible for the selected 

mesh configuration.   
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Figure 4.21. Mesh sensitivity analysis results at the boundary of the submodel region: a) longitudinal 

nodal displacement of the global model converged by using seven layers of elements through the 

thickness of the plates and b) stress values obtained from the global model and submodel. 

The selected joint was studied for all predefined pit scenarios by comparing the 

joint vertical displacement corresponding to the fracture initiation of the corroded 

and intact joint. Based on the presented result in P(V), none of the edge pits was 

fractured before the intact joint fracture. As a result, such pits can be considered 

noncritical for the ductility of the joint. Far-edge pits close to the butt welds in both 

the flange and web exhibited the fracture initiation earlier than the intact joint. 

However, as shown in Figure 4.22, the reduction in fracture displacement was 

small (11% maximum). As a result, such isolated pits also can be skipped due to 

their insignificant effect. In contrast, the near-edge pits were identified as the most 

critical pits that can accelerate the fracture initiation of the joint, particularly when 

they formed a narrow ligament between the pit and the free edge of the plates. The 

result shown in Figure 4.23 demonstrates that the fracture initiation displacement 

of the intact joint could be reduced by about 25% when near-edge pits existed. If 

the initiated ductile crack propagates in the form of ductile tearing and unstable 

crack propagation, it can significantly reduce the joint ductility. These results 

highlight the importance of inspection, monitoring and treatment of near-edge pits 

or far-edge pits that can change into a near-edge pit during the exposure time. 

Regarding geometrical parameters, the results presented in P(V) showed that when 

the aspect ratio decreased (narrower pit) or the pit's depth increased, there was an 

increased tendency to fracture. 
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These results suggest that two-level numerical modeling is a capable technique to 

facilitate micromechanical simulation of pitting corrosion in complicated 

components under excessive plastic deformations. Based on this technique, 

engineers can scrutinize the behavior of corroded real scale joints to find a proper 

treatment strategy.  

 

 

 

Figure 4.22. The ratio of fracture initiation displacement of the joint subjected to an isolated far-edge pit 

(the dashed line denotes the average ratio). 

 

Figure 4.23. The fracture initiation displacement ratio of the joint subjected to an isolated near-edge pit 

(the dashed line denotes the average ratio). 
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5. Conclusions, delimitations and future work  

5.1 Conclusion  

This thesis set out to develop a failure assessment framework, including testing 

and modeling approaches linking different scales (material and structure) to predict 

the failure of steel components under the coupled effect of large-scale plasticity 

and pitting corrosion.   

On the material scale, the void growth model (VGM) was chosen as a 

micromechanics-based ductile fracture criterion. The common calibration 

approach of the VGM is not well suited to situations where the material length is 

insufficient, e.g., welds and heat-affected zone. It also can be subjected to various 

sources of calibration error. This thesis presented an alternative approach to 

increase the applicability of the VGM and mitigate possible calibration errors. The 

proposed approach simultaneously calibrates the constitutive model and fracture 

criterion based on the DIC full-field strain measurement. Based on the results 

presented in the thesis, the following conclusions were drawn: 

• The proposed calibration approach can be used as an appropriate alternative 

for characterizing the plastic and fracture behavior of weld and HAZ metals. 

The result showed that both common and proposed approaches similarly 

predicted the fracture strain in notched specimens with reasonable errors 

(4.8% on average). 

• The proposed calibration approach was successfully used with both round 

and flat configurations of specimens. However, it led to fewer calibration 

errors and uncertainties in the flat configuration. 

• The proposed approach could better estimate the post-necking equivalent 

stress compared to the common approach. As a result, it could predict the 

fracture force of the tested pull-plate specimens more accurately than the 

common approach.   

• Furthermore, because the proposed approach synchronizes the calibration 

of the constitutive model and fracture criterion, it can accurately capture the 

correlation between them to address the material variation in probabilistic-

mechanical analyses. 

In addition to accurate material modeling, the assessment framework requires 

developed numerical modeling in which the three-dimensional local effects of pits 

and their stochastic and time-dependent natures are addressed properly.  
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To explicitly take these factors into account, the concept of a fracture-based 

fragility curve was developed at the component level by micromechanics-based 

modeling of different random pitting morphologies. For a predefined intensity 

level of pitting corrosion, random pitting patterns were generated according to the 

probability distributions of the pit characteristics (location, depth and aspect ratio). 

A unique meshing technique was employed to implement these random pitting 

morphologies in numerical models. This meshing technique was established based 

on carving the volume of random pits on an intact mesh at the critical zone of 

components. Analysis of the computed results show the following conclusions: 

•  The variation of the pitting morphology by a random procedure could 

meaningfully affect the failure elongation of the tensile steel components 

due to different modes of triggering ductile fracture initiation. However, the 

variation of corrosion morphology affected the ultimate capacity of the 

components slightly.  

• Based on the comprehensive sensitivity analysis, it was shown that a mesh 

size in the range of the steel characteristic length (e.g., 0.3 mm) could 

reasonably predict the local responses in the carved pits with different 

penetration depths.  

• The correlation analyses on the predicted failure elongations demonstrated 

that both the degree of pitting (DOP) and average pit depth must be included 

in the definition of the intensity measure of the pitting corrosion when 

components are studied under excessive plastic deformations.  

• In addition, the proposed mesh carving method is progressively updatable 

by nature. As a result, current surface morphology can be modified for new 

penetrated pits or the development of existing pits without redoing all 

modeling processes. Because of this feature, it can be efficiently coupled 

with real-time monitoring systems to assess long-term structural integrity 

and safety based on life-cycle assessments. 

Since the proposed fracture-based fragility curves were developed based on 

micromechanics-based modeling, they encounter difficulties in engineering 

applications, mainly regarding implementing pitting morphology on large-scale 

components. Therefore, two-level numerical modeling as a solution was discussed 

to reduce the complexity of the problem. In this technique, submodels with refined 

mesh are used to perform micromechanics-based simulations and assess the 

fracture initiation in steel components for different pitting scenarios based on 
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boundary conditions extracted from a global model. This approach was applied to 

study a selected beam-to-column joint under different pitting scenarios, and some 

important conclusions are noted and summarized below: 

• It was concluded that the employed modeling approach is capable of 

optimally assessing pitting corrosion in complicated components under 

excessive plastic deformations.  

• The results obtained for the moment-resisting joint demonstrated that an 

isolated pit could initiate ductile fracture of the joint by 25% less joint 

vertical displacement. However, the level of degradation depended on the 

pit location and geometry. 

• The employed two-level numerical modeling approach can identify the 

most critical regions of the steel joint for pitting corrosion. Based on these 

regions, periodic inspections can be performed to ensure structural safety 

under extreme events. 

In general, the compilation of papers presented in this thesis can provide valuable 

sequential developments from the material to the component level to establish a 

failure assessment framework and push different parts of it towards the final 

application, which is predicting the effect of pitting corrosion in steel structures 

under extreme loads. Based on the outcomes of such an assessment framework, 

decision-makers can utilize risk management methods and assess the most critical 

scenarios in terms of principal criteria (e.g., health and safety, economy and the 

environment) and accordingly prescribe remedies for an expected lifetime. 

5.2 Delimitations 

Fracture simulation involves many parameters in its numerical models. Taking all 

of these parameters into consideration is challenging due to the lack of 

experimental data and uncertainties that affect the analysis. Therefore, it is the 

analyst’s  responsibility to select essential features of the studied problem and 

simplify the problem in the other aspects accordingly based on available tools and 

resources. Consequently, the following delimitations and simplifications were 

considered in this thesis:  

• The material fracture mode was limited to a tensile monotonic ductile 

fracture with high positive triaxiality (i.e., 𝜂 > 0.33) in which the effect of 

the Lode parameter is negligible. Other types of fractures that occur in shear 
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or compressive loads where the Lode parameter is more influential were not 

discussed.  

• All deformations were considered quasi-static so that the material behavior 

can be assumed to be independent from the strain rate. This assumption is 

reasonable, particularly for ship collisions that occur at a low speed [7].  

• Only base metal was studied for pitting corrosion, and other involved metals 

such as welds and heat-affected zones were assumed uncorroded.  

• All tests and numerical simulations were performed at room temperature. 

However, for applications with low or high temperatures, the fracture 

behavior of steel material must be adjusted accordingly.  

• All aspects of a physical structure, including material, load and geometry, 

can be subjected to uncertainties. However, this thesis only investigates the 

uncertainties related to pitting corrosion.  

• Finally, this research considers semi-ellipsoidal shape as pit geometry. 

Other possible pit geometries, such as narrow crack-shaped pits or 

phenomena such as corrosion fatigue that increase the chance of brittle 

fracture, are out of the scope of this thesis. 

5.3 Future work 

This thesis aimed to create a foundation for a failure assessment framework mainly 

in terms of material characterization and numerical modeling. However, there is 

ample space to make it more applicable based on state-of-the-art techniques listed 

in the following:   

• Linking the failure assessment framework to other techniques such as real-

time monitoring or inspection techniques to boost the applicability of the 

framework, particularly within a life-cycle assessment. In this connection, 

a data-transferring module must be established to transfer corrosion data 

from the monitoring module to the numerical module.  

• Developing a material model calibration procedure based on only a few 

uniaxial tensile specimens with a small number of iterations by using DIC 

measurements.  

• Involving machine learning methods to reduce the computational time and 

provide rapid insight into the structural integrity. In this regard, a proper 

machine learning framework must be trained to estimate the failure of the 
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components based on the morphology of the corrosion without performing 

numerical models.  

• Developing a demand-capacity framework based on multiscale approaches, 

e.g., virtual-hybrid simulations to consider a two-directional data transition 

between the global and components’ behavior.  
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Appended codes 

USDFLD subroutine developed to implement Void Growth Model fracture 

criterion in Abaqus/Implicit. 

 

C ---------------------subroutine variables ----------------------- 

      SUBROUTINE USDFLD(FIELD,STATEV,PNEWDT,DIRECT,T,CELENT, 

     1 TIME,DTIME,CMNAME,ORNAME,NFIELD,NSTATV,NOEL,NPT,LAYER, 

     2 KSPT,KSTEP,KINC,NDI,NSHR,COORD,JMAC,JMATYP,MATLAYO, 

     3 LACCFLA) 

C 

      INCLUDE 'ABA_PARAM.INC' 

 

      CHARACTER*80 CMNAME,ORNAME 

      CHARACTER*3  FLGRAY(15) 

      DIMENSION FIELD(NFIELD),STATEV(NSTATV),DIRECT(3,3), 

     1 T(3,3),TIME(2) 

      DIMENSION ARRAY(15),JARRAY(15),JMAC(*),JMATYP(*), 

     1 COORD(*) 

 

C --------------------------- Current values of variables ----------------------- 

 

C --------------------------- Call current values of PEEQ------------------------       

      CALL GETVRM('PE',ARRAY,JARRAY,FLGRAY,JRCD,JMAC,JMATYP, 

     1 MATLAYO,LACCFLA) 

C      EPL is element's PEEQ that is ARRAY(7)  

       EPL = ARRAY(7) 

C --------------------------- Call current values of stress---------------------- 

       CALL GETVRM('S',ARRAY,JARRAY,FLGRAY,JRCD,JMAC,JMATYP, 

     1 MATLAYO,LACCFLA) 

      

C      Sij is element's stress components         

       S11 = ARRAY(1) 

       S22 = ARRAY(2) 

       S33 = ARRAY(3) 

       S12 = ARRAY(4) 

       S13 = ARRAY(5) 

       S23 = ARRAY(6) 

        

C      Hydrostatic Pressure  

       PT = -(ARRAY(1)+ARRAY(2)+ARRAY(3))/3.0 

        

C      Von Mises stress 
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       MS = SQRT( 0.5*((ARRAY(1)-ARRAY(2))**2+(ARRAY(1)-ARRAY(3))**2+(AR 

     1 RAY(2)-ARRAY(3))**2+6*(ARRAY(4)**2+ARRAY(5)**2+ARRAY(6)**2))) 

       

          

C      Triaxiality only for tensile elements (MS>0) 

         IF(MS .GT. (0))THEN 

               

              TR = -PT/MS 

C             Save triaxiality in Solution-dependent state variable (2)  

              STATEV(2)=TR 

         ELSE 

C             For compression element DVGI is zero so triaxiality is not important assume to be 0  

              TR=0 

              STATEV(2)=TR 

         ENDIF   

 

C ------------------------Calculate increment of values------------------------- 

 

C     call PEEQ from previous time increment of analysis 

      CALL GETVRM('SDV',ARRAY,JARRAY,FLGRAY,JRCD,JMAC,JMATYP, 

     1 MATLAYO,LACCFLA)        

       

 

         IF(EPL .GT. (0))THEN 

C             DEPL is the increment in PEEQ 

C             STATEV(1) is PEEQ from previous time increment of analysis          

              DEPL=ABS(EPL-STATEV(1)) 

C             Save PEEQ in Solution-dependent state variable (1)  

              STATEV(1)=EPL 

C             If triaxiality is positive (tension)        

              IF (TR .GE. (0))THEN 

C             DVGI is the increment in VGI           

              DVGI=DEPL*exp(1.5*ABS(TR)) 

C             save VGI in Solution-dependent state variable (3)   

C             STATEV(3) is VGI from previous time increment of analysis               

              STATEV(3)=STATEV(3)+DVGI 

               

              ELSE 

C             If triaxiality is negative (compression)  

C             No change in VGI   

              DVGI=0 

C             save VGI in Solution-dependent state variable (3)                 

              STATEV(3)=STATEV(3)+DVGI 

              ENDIF 
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         ELSE 

C             If the plastic strain was 0 then the VGI is zero. 

C             save VGI in Solution-dependent state variable (3)           

               STATEV(3)=0 

                

         ENDIF     

          

C ----------------------------- Element removal ------------------------------------- 

 

C          If VGI>VGIcritical=3.09 (this value must be calibrated for material)          

             IF(STATEV(3) .GT. (3.09))THEN 

C              set field variable (1)=1                

               FIELD(1) = 1 

C              save Solution-dependent state variable (4) =0 that means removal of the element    

               STATEV(4) = 0 

                

             ELSE 

C              set field variable (1)=0                 

               FIELD(1) = 0 

C              save Solution-dependent state variable (4) =1 that means the element is not removed 

               STATEV(4) = 1 

           

            ENDIF     

       

      RETURN 

      END 
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VUSDFLD subroutine developed to implement Void Growth Model fracture 

criterion in Abaqus/Explicit. 

 

  C ---------------------Subroutine variables -----------------------    

      subroutine vusdfld( 

     1   nblock, nstatev, nfieldv, nprops, ndir, nshr,  

     2   jElem, kIntPt, kLayer, kSecPt,  

     3   stepTime, totalTime, dt, cmname,  

     4   coordMp, direct, T, charLength, props,  

     5   stateOld,  

     6   stateNew, field ) 

C 

      include 'vaba_param.inc' 

C 

      dimension jElem(nblock), coordMp(nblock,*),  

     1          direct(nblock,3,3), T(nblock,3,3),  

     2          charLength(nblock), props(nprops),  

     3          stateOld(nblock,nstatev),  

     4          stateNew(nblock,nstatev), 

     5          field(nblock,nfieldv) 

      character*80 cmname 

C 

C     Local arrays from vgetvrm are dimensioned to  

C     maximum block size (maxblk) 

C 

      parameter( nrData=6 ) 

      character*3 cData(nblock,nrData) 

      dimension rData(nblock*nrData), jData(nblock*nrData) 

      dimension eqps(nblock) 

      dimension stress(nblock*nrData) 

      dimension stresses(nblock,nrData) 

      

      

C --------------------------- Current values of variables ----------------------- 

 

C --------------------------- Call current values of PEEQ------------------------ 

      call vgetvrm( 'PEEQ', eqps, jData, cData, jStatus ) 

C --------------------------- Call current values of stress---------------------- 

      call vgetvrm( 'S', stress, jData, cData, jStatus ) 

      stresses = reshape(stress, (/nblock, nrData/)) 

 

C -- A loop to obtain PEEQ, stress, pressure, and triaxiality for each element---- 
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       do k = 1, nblock 

              

C      EPL is element's PEEQ  

       EPL = eqps(k) 

 

C      Sij is element's stress components   

       S11 = stresses(k,1) 

       S22 = stresses(k,2) 

       S33 = stresses(k,3) 

       S12 = stresses(k,4) 

       S13 = stresses(k,5) 

       S23 = stresses(k,6) 

C      Hydrostatic Pressure  

       PT = -(stresses(k,1)+stresses(k,2)+stresses(k,3))/3.0 

        

C      Von Mises stress 

 

       MS = SQRT( 0.5*((stresses(k,1)-stresses(k,2))**2+(stresses(k,1) 

     1  -stresses(k,3))**2+(stresses(k,2)-stresses(k,3))**2+6* 

     2  (stresses(k,4)**2+stresses(k,5)**2+stresses(k,6)**2))) 

       

C      Triaxiality only for tensile elements (MS>0) 

 

         IF(MS .GT. (0))THEN 

               

              TR = -PT/MS 

C             Save triaxiality in Solution-dependent state variable (2)  

              stateNew(k,2)=TR 

         ELSE 

C             For compression element DVGI is zero, so triaxiality is not important assume to be 0  

              TR=0 

              stateNew(k,2)=TR 

         ENDIF   

 

C ------------------------Calculate increment of values------------------------- 

 

C        For elements in the plastic range  

         IF(EPL .GT. (0))THEN 

C             DEPL is the increment in PEEQ 

C             stateOld(k,1) is PEEQ from previous time increment of analysis 

              DEPL=ABS(EPL-stateOld(k,1)) 

C             Save PEEQ in Solution-dependent state variable (1)                

              stateNew(k,1)=EPL 
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C             If triaxiality is positive (tension)                

              IF (TR .GE. (0))THEN 

C             DVGI is the increment in VGI               

              DVGI=DEPL*exp(1.5*ABS(TR)) 

C             save VGI in Solution-dependent state variable (3)   

C             stateOld(k,3) is VGI from previous time increment of analysis 

              stateNew(k,3)=stateOld(k,3)+DVGI 

 

              ELSE 

C             If triaxiality is negative (compression)  

C             No change in VGI                

              DVGI=0 

C             save VGI in Solution-dependent state variable (3)                

              stateNew(k,3)=stateOld(k,3)+DVGI 

              ENDIF 

 

         ELSE 

C             If the plastic strain was 0 then the VGI is zero. 

C             save VGI in Solution-dependent state variable (3)  

              stateNew(k,3)=0 

                

         ENDIF     

          

C ----------------------------- Element removal ------------------------------------- 

 

C          If VGI>VGIcritical=3.09 (this value must be calibrated for material) 

             IF(stateNew(k,3) .GT. (3.09))THEN 

C              set field variable (1)=1             

               field(k,1) = 1 

C              save Solution-dependent state variable (4) =0 that means removal of the element               

               stateNew(k,4) = 0 

 

             ELSE 

C              set field variable (1)=0              

              field(k,1) = 0 

C              save Solution-dependent state variable (4) =1 that means the element is not removed  

              stateNew(k,4) = 1 

               

            ENDIF    

             

       end do 

 

      RETURN 

      END 
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Appended papers



 

 

Paper I: 

Performance of welded flange plate joints between steel beams and 

box columns without continuity plates 
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EFFECT OF THE JOINT STRENGTH ON THE PERFORMANCE OF
ORDINARY MOMENT-RESISTING FRAMES UNDER A
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Abstract. In standard design procedures of steel structures, buildings are usually designed
for gravity and seismic load rather than a progressive collapse situation. When a structure is
located in a low seismic zone, the codes have dictated fewer requirements regarding the beam-
to-column strength ratio and the panelzone strength. In this study, a frame subassembly from
an 8-story ordinary steel moment-resisting structure with different strength of exterior joints
was investigated by numerical models under a column removal situation. The results revealed
that although the beam-to-column strength ratio and the panelzone strength are generally less
critical parameters in the seismic design of ordinary moment-resisting frames, they can have a
notable effect on the fracture pattern and the capacity of the structure under a progressive
collapse. Hence a special consideration about the joints strength is needed when a structure is
aimed to be designed for a progressive collapse situation.
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1 INTRODUCTION

Progressive collapse is known as a rapid dynamic process that usually initiates from a local
failure and propagates element-by-element to a global or partial collapse of the structure [1-4].
When a column is removed within a story of a steel structure, several sequential mechanisms
act against the unbalanced vertical load. At very early stages, the beams and connections are
under shear actions. In a subsequent stage as vertical displacement increases, the flexural mo-
ment at the beams becomes the dominant resisting mechanism in the frame. Finally, if the con-
nections are ductile enough to undergo large deformations and adapt to a new configuration,
the catenary action will be activated as the last resisting mechanism [1-3]. Since catenary action
plays the main role in the frame resistance in progressive collapse, enough ductility of steel
joints is required to develop catenary forces in the beams; otherwise, the premature global col-
lapse of a multi-story steel structure might occur.

On the other hand, the standard design procedures of steel structures have been developed
mostly for other dynamic loads like seismic load rather than a progressive collapse situation.
Although the design methodology for seismic load and the progressive collapse is different, the
seismic details in the steel structures would influence the performance of the connections and
structures under a progressive collapse situation.

Two critical parameters of the seismic design of moment-resisting frames are the beam-to-
column strength ratio and the panelzone strength. The codes [5, 6] have determined a maximum
level of beam-to-column strength ratio to prevent plastic hinge formation in the columns and
reduce the potential of the column-sway collapse. This limit is not obligatory for low-dissipa-
tive structures (ordinary moment frames) that are usually designed in a low-seismic zone [5, 6].

So far, the progressive collapse of steel structures has been investigated in many experi-
mental and numerical studies [3, 7-16]; however, there are a few research studies to focus on
the effect of the beam-to-column strength ratio and the panelzone strength, especially in ordi-
nary moment frames that the strong-column-weak-beam criterion is usually neglected.

Kim and Kim [17] studied moment-resisting structures with both weak and strong panel-
zones by using macro-scale numerical models. The results of the nonlinear dynamic analyses
showed that the influence of panelzone is dependent on the location of the removed column.
The panelzone deformation could be notable if an exterior joint is engaged in the progressive
collapse mechanism, while when all joints are interior, the effect of the panelzone deformation
on the performance of the frame is not significant. For structures designed for high seismic load,
it was also indicated that the panelzone consideration had little effect on the overall performance
of the structure. In contrast, the performance of low-rise structures designed only for gravity
loads could significantly be affected by the deformation of the panelzones, especially at the
exterior bays. It was also reported that excessive panelzone distortion decreased the ductility
demand of the beams in some cases.

In a similar study, Kordbagh and Mohammadi [18] investigated special moment-resisting
frames under corner and middle column removal scenarios. The results revealed that consider-
ing panelzone in the structure with I-section columns notably increased the maximum and per-
manent vertical displacement of the frame, especially when the removed column was an exterior
one. As a general conclusion, the panelzone effect must be considered for progressive collapse
evaluation of moment-resisting structures if the panelzones were designed only for minimum
requirements recommended by building codes.

Most of the previous studies used macro-level models to evaluate the effect of the beam-to-
column strength ratio and the panelzone strength. Such models are not able to provide details
about other level phenomena like the joints fracture mode and local plastic deformations.
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2 OBJECTIVE AND SCOPE

In this paper, a frame subassembly from an exterior bay of an 8-story moment-resisting
structure located in a low-seismic zone was studied under a column removal situation. In such
structures, the beam-to-column strength ratio limit is usually ignored due to low seismic hazard.
Therefore, two configurations of the selected subassembly with different beam-to-column
strength ratios (and different panelzone strength) were investigated by nonlinear finite element
simulations. A calibrated plasticity model in conjunction with a ductile damage initiation crite-
rion was used to predict the performance of the subassemblies. These two subassemblies were
compared in terms of the capacity and the pattern of ductile fracture.

3 DESCRIPTION OF THE FRAME SUBASSEMBLIES

An 8-story building with a steel moment-resisting system designed for a low-seismic area
(e.g., Norway) with 0.1g design ground acceleration was selected as a case study. In terms of
geometry, the structure was considered with four equal bays of 5 m (see Fig. 1(a)). Also, each
story was assumed to be 3m in height. Besides seismic loads, the structure was designed for 30
kN/m and 12 kN/m uniformly distributed dead and live loads, respectively. The frame was
designed according to EC8 [6] for a low ductility class with a behavior factor (q) equal to 2. In
this ductility class controlling the strong-column-weak-beam criterion is not obligatory. It is
worth mentioning that in the design process of this frame, strength criteria were dominant in
the design of the sections, and the size of the beams was constant over the height of the building.
All elements were selected from S355J2 structural steel with 355 MPa nominal yield strength.
Welded Unreinforced Flange-Welded web (WUF-W) connections described in Fig. 1(c) were
employed as the moment-resisting connections to resist lateral seismic loads. The weld access
holes with the geometry adapted from AWS D1.8, 2016 [19] was implemented in the web of
the beams to provide enough space for the flange Complete Joint Penetration welds (CJPs).

Figure 1: Configuration of a) the studied 8-story moment-resisting frame b) the subassembly c) Welded Un-
reinforced Flange-Welded web (WUF-W) connections.
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Since analyzing the whole of the structure at the micro-level is challenging in terms of com-
putational time and effort, a subassembly of the frame located at the first story as shown in
Fig.1(b) was chosen for the finite element analyses. As it is apparent in this figure, this subas-
sembly included three joints (J1, J2, and J3) connected by beams and columns with boundary
conditions applied at the interface points between the subassembly and the rest of the frame.
This subassembly was selected because the asymmetric strength of the joint J1 and J3 can also
provide more detailed information regarding the effects of the beam-to-column joint strength.
The previous studies also indicated that in this scenario, the panelzones have the most influence
[17].

All design sections were the same in two subassemblies except the left column cross section
that varies between HE180B and HE240B to study the effect of the beam-to-column strength
ratio and the panelzone strength of the exterior joint. It should be noted that Subassembly-1 is
from the original design of the frame that HE180B section was adequate as the left column for
applied loads. On the other hand, in Subassembly-2, HE240B as the left column is a conserva-
tive design compared to the original frame.

4 NUMERICAL MODELS

4.1 Material model

Ductile fracture is known as a continuous process in which nucleation, growth, and coales-
cence of microvoids in ductile metals lead to form a new free surface in the material. Based on
the prior studies [20-24], ductile fracture initiation is a function of equivalent plastic strain,
stress triaxiality, strain rate, and Lode angle; however, the later one is less important when the
structure is under tension load (positive triaxiality) [24, 25]. So far, several fracture models
have been developed and utilized for predicting and evaluating the ductile fracture in steel
structures. Some of these models are more complicated to be implemented (e.g., the Gurson-
Tvergaard-Needleman model has over ten parameters for a single material [26]). Some other
models (e.g., Johnson-Cook [20] and Bai-Wierzbicki [25] ) are more appropriate for engineer-
ing applications where the uniaxial test is a standard test.

In this study, a phenomenological ductile damage model for predicting the onset of ductile
fracture [27, 28] was used to investigate the fracture pattern of the studied subassemblies. In
this model, it is assumed that the equivalent plastic strain at the onset of damage ( ), is a 
function of stress triaxiality and strain rate [27]:

(1)

Where is the stress triaxiality, is hydrostatic pressure and is Mises
equivalent stress. also denotes the strain rate. Based on this definition, the damage variable 
can be defined as follows [7]:

(2)

This damage variable is an incremental state variable that increases monotonically with plas-
tic deformations ( ) to reach D=1 which indicates the fracture initiation. To use this model, a 
fracture strain curve in the space of -η is needed. This curve was obtained by performing
uniaxial tests under different triaxiality states for steel grade S355J2, as shown in Fig. 2. The
described ductile fracture criterion was used in conjunction with the Mises plasticity and a lin-
ear isotropic hardening rule as the material model. To calibrate the stress-strain behavior of the
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S355J2 material, five round smooth samples were tested under the uniaxial tensile test. Fig.3
shows the geometry of the samples.        

Figure 2: Fracture strain curve for S355J2 at different triaxiality.The curve adapted from [29].

Figure 3: The geometry of round smooth tensile specimens.

All specimens were taken from a flat plate with 25mm thickness in the rolling direction. It 
should be noted that the effect of the strain rate was outside of the scope so that all tests were 
conducted at a strain rate of 0.002 mm/mm/s.

A 50mm axial extensometer and a digital image correlation system (DIC) were used to meas-
ure the elongation of the gage length. Using DIC can provide the fracture strain of each sample 
precisely. For example, as shown in Fig. 4, the fracture strain was 1.047 and 1.075 in sample 
MU1 and MU4, respectively. The engineering stress-strain curves for all tested samples are 
illustrated in Fig. 5.

To calibrate the ductile damage model an average fracture strain of all five samples (
) was used. The point corresponding to the average fracture strain and triaxiality of the 

samples is plotted in Fig. 2 to validate the curve at least at one point. Since the stress triaxiality 
is varying after the necking of the samples, an average value was obtained ( ) from the 
numerical simulation. Fig. 2 indicates a good agreement between the curve and experimental 
results for round smooth bar samples (plotted by a red circle).
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Figure 4: Fracture strain of samples MU1 and MU4 extracted from DIC.

Figure 5: Engineering stress-strain curves for tested round smooth bar samples.

To use the test data in the material plasticity model, true stress-strain curves are required.
Before the necking that the uniaxial state is governed, the true strain and stress can be obtained
as follows:

(3)

Where and are true strain and stress respectively, while and denote engineering 
values.

After necking, these relations are invalid due to stress triaxiality and strain localization.
Therefore, a linear transition was assumed between the ultimate and the fracture point. The
fracture strain could be obtained by DIC; however, the equivalent true fracture stress also

MU1

MU4
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should be calculated to consider the triaxial stress state. Bridgman proposed an approximate
conversion from a triaxial stress state into an equivalent stress σeff by using the geometry of the
samples as follows [30]:

(4)

Where D is the diameter of the sample, and  R is the radius of curvature at the fracture point.
These two parameters can be measured at the fracture point by image processing (e.g., See Fig.
6 for sample MU1).

Figure 6: The diameter of the sample and the radius of curvature at the fracture point for sample MU1.

The calibrated material plasticity and damage model verified by numerical models. For in-
stance, Fig. 7 compares the experimental and numerical force-displacement curves for the MU1
specimen. As this figure shows, there is a good agreement between numerical and experimental
curves.

Figure 7: Ductile damage model verification for sample MU1.

4.2 Finite element models of the subassemblies

To predict the ductile fracture of two pre-described subassemblies, nonlinear finite element
models were created in Abaqus/CAE. The explicit solver was employed due to its efficiency in
conducting and converging extreme nonlinear behavior, particularly when a fracture and mate-
rial separation are simulated. The simulations were implemented as a quasi-static to find the
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capacity of the subassemblies and track the fracture behavior of the components under incre-
mental displacement imposed at the point of the removed column.

For all nonlinear parts around the beam-to-column joints, the eight-node solid brick elements
with reduced integration points (C3D8R) with a fine mesh were applied for the discretization
of the models (see Fig. 8). These fine-meshed domains were assumed to have a length at least
equal to the depth of beam or column that is known as the most probable place for plastic hinges
formation. In these areas, the thickness of beams flanges and webs divided into at least four
layers of element.

On the other hand, the middle parts of the beams and columns were modeled by a coarse
mesh to reduce the time of analyses. To make an appropriate transition between the fine-meshed
and the coarse-meshed areas a combination of C3D8R and six-node wedge element (C3D6)
was used as shown in Fig. 8. It is worth mentioning that in numerical models, the properties of
the welds were ignored.

An incremental displacement was applied to the removed column at joint J2, and the bound-
ary conditions were defined as shown in Fig. 1(b). Also, it was supposed that beams flanges
and columns at the joint level are laterally braced due to the slab system and secondary beams.

Figure 8: Finite element discretization of subassemblies with a fine mesh around the joints.

5 RESULTS

Fig. 9 compares the force-vertical displacement of two described subassemblies. Comparing
of the subassemblies can be done in different aspects and parameters. In terms of yielding
strength, both subassemblies provided approximately similar global yielding strength; however,
due to the panelzone distortion in the Subassembly-1 with HE180B column, the panelzone in
J1 was the first component that experienced plastic deformations, while the beam in this joint
had a limited plastic strain even at the last step of the analysis. Moreover, this panelzone dis-
tortion imposed the maximum equivalent plastic strain (PEEQ) in the upper column of the joint
J1. Forming plastic hinge and excessive lateral deformation of the column can increase the
potential of post-yield buckling of the column under axial loads. In contrast, in the other sub-
assembly (with HE240B column) the panelzone yielded after some plastification in the beam
so that in the last step of the analysis, the maximum PEEQ occurred in the beam area while the
upper column exhibited a low amount of plastic deformations.

Before any fracture initiation in the subassemblies, the Subassembly-2 with stronger joint J1
provided significantly more vertical strength. For example, in the vertical displacement of
877mm that is corresponding to the onset of fracture in the bottom flange of the joint J2 in the

J1 J2 J3
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Subassembly-2, the vertical strength of this subassembly was about 44% more than Subassem-
bly-1.

Figure 9: Vertical force-displacement curves for two studied frame subassemblies.

Figure 10: Distribution of ductile damage variable (D) at different joints in Subassembly-1 (ductile fracture
initiated and developed firstly in J3)

In terms of ductile fracture initiation pattern, as shown in Fig.10 for the Subassembly-1, due
to unbalanced stiffness and catenary action in the two sides beams, the fracture firstly initiated
at the top flange of the beam in J3 joint and then developed to the web of the beam. When the
right beam lost some amount of its stiffness, the fracture also initiated at the bottom flange in
the other side beam in the joint J2.

On the other hand, the Subassembly-2 exhibited a vice-versa fracture initiation pattern. In
other words, due to the stronger J1 joint, the stiffness and catenary action is more balanced than
the Subassembly-1. As Fig.11 indicates the fracture initiated at the left beam of the joint J2. By
developing the crack in the beam web and decreasing the beam stiffness, the J3 joint finally
experienced the fracture at the top flange of the beam.

An interesting trend can be drawn from Fig.9 although the complete fracture of beams for
both subassemblies happened in joint J3 and the cap vertical forces of both subassemblies are
approximately similar, the Subassembly-1 exhibited larger vertical displacement than the Sub-
assembly-2. This extra displacement caused by the excessive distortion of joint J1 (less stiffness)
that delayed the activation of the catenary action in the beams. As a result, a weak panelzone

J1 J2 J3
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can significantly increase the vertical displacement demand of the frames and have to be con-
sidered in the frame analysis.

In addition, if the maximum vertical displacement demand obtained from the nonlinear dy-
namic analysis of the frame under similar column removal scenario was less than vertical dis-
placement corresponding to ductile fracture initiation of subassemblies (in the capacity curves),
using a simplified material model like a bilinear model can provide valid results in nonlinear
dynamic analysis of the frame.

All these conclusions were made based on the assumption that welds material possesses
higher toughness than base metal and the welds are without defects and significant stress and
strain concentration.

Figure 11: Distribution of ductile damage variable (D) at different joints in Subassembly-2 (ductile fracture
initiated and developed firstly in J2)

6 CONCLUSIONS

A frame subassembly from an 8-story ordinary steel moment-resisting structure was studied
for a column removal situation. The capacity and the fracture pattern of the subassembly ob-
tained for different exterior joint strength. Based on the results from numerical models, the
following conclusions can be drawn:

The strength of the exterior joints in outer bays of such structures can significantly affect
the fracture pattern and the capacity of the frame under a column removal situation.

When an exterior weak joint was used, excessive plastic deformation of the panelzone led
to an unbalanced state in catenary action so that the asymmetric force induced the fracture
at the end of the right beam near to the interior joint. In contrast, when a stronger exterior
joint was used, the rigidity of the panelzone led to make a balanced state in catenary action
so that the fracture occurred at the left beam near to the middle joint that the column was
removed.

Before any fracture initiation, the vertical strength of the specimen with a stronger exterior
joint showed about 44% more strength than the model with a weaker exterior joint; how-
ever, the maximum resisted vertical force for both models was approximately similar.

J1 J2 J3
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In general, although the beam-to-column strength ratio and the panelzone strength usually
are less critical in the standard procedure of design of moment-resisting structures in a low
seismic zone, special consideration is needed when such structures are also designed for a
progressive collapse situation.
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1. Abstract 

In the case of ductile fracture modeling, the common calibration procedure 

typically utilizes uniaxial tensile tests to calibrate the constitutive model and 

employs notched tensile specimens to calibrate the fracture criterion. However, in 

many situations, e.g., weldments, the production of uniaxial specimens can be 

challenging due to the limited length of the test material or complicated geometry. 

In addition, the digital image correlation (DIC) technique is becoming more widely 

available and can provide engineers with more informative material testing. The 

presented paper proposes a DIC-based approach that allows calibrating both the 

constitutive model and the fracture parameters from a single set of flat notched 

specimens. To validate the proposed approach, the void growth model (VGM) was 

selected as the fracture criterion. Then the results from common and proposed 

calibration approaches were compared using tested specimens manufactured from 

S355J2 structural steel as a case study. Results showed that the material model 

calibrated by both approaches could successfully predict experimental fracture 

strain in notched specimens. However, the proposed approach could estimate the 

equivalent stress with higher accuracy than the common approach, particularly at 

large plastic deformations. It was also indicated that the proposed approach 

calibrated the critical void growth index with lower dispersion. The experimental 

and numerical studies carried out in this paper supported the proposed approach as 

a viable alternative to calibrate ductile fracture parameters without producing 

uniaxial specimens. 

KEYWORDS 

Digital image correlation; ductile fracture; weld; constitutive model; void growth 

model 

 

 



 

 

2. Introduction 

To simulate the structural failure under excessive plastic strain (ductile fracture), 

finite element (FE) simulations require both adequate and accurate constitutive 

models and ductile fracture criteria of all involved materials (i.e., base metal, weld, 

and heat-affected zone). Since the prediction errors can be caused by both the 

inherent properties of the model as well as inaccurate calibration, it is useful to 

distinguish between an adequate and an accurate model. Simply put, an adequate 

material model refers to a model that can appropriately simulate different 

phenomena involved in the physical process of steel plasticity and ductile fracture, 

while an accurate model is an adequate model that has been properly calibrated, 

implemented, and validated. 

Previous studies (Kanvinde and Deierlein 2006; Kanvinde and Deierlein 2007; 

Kiran and Khandelwal 2014; Liao et al. 2012; Liao et al. 2015; Wang et al. 2011) 

demonstrated that void growth model (VGM) as a micromechanical fracture 

criterion is an adequate model to predict the ductile fracture of steel structures 

under monotonic tensile loads (i.e., stress triaxiality ratio (𝜂) > 0.33). Since the 

VGM uses the history of strain and stress to evaluate the fractured state, it is also 

a preferred model for situations with significant geometry changes or triaxiality 

variation (Kanvinde and Deierlein 2004; Kiran and Khandelwal 2014). Because of 

this feature, VGM is better suited to simulate material separation through finite 

element removal technique in comparison to the basic critical strain criterion 

(Saykin et al. 2020). At the same time, VGM has only one calibration parameter 

(critical void growth index, 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) which makes the calibration process less 

complicated than other advanced models, e.g., Gurson-Tvergaard-Needleman 

(GTN), which requires several parameters for a single material (Tvergaard and 

Needleman 1984).  

To calibrate the VGM, complementary finite element models of tested smooth-

notched tensile (SNT) specimens should be analyzed up to the test fracture 

elongation (∆𝑓). Since the final calibration of 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 is based on the numerical 

responses, the accuracy of the constitutive model can play a substantial role. The 

constitutive model includes the elastic properties, yield stress, and a strain 

hardening evolution rule to define the equivalent stress (𝜎 ) as a function of 

equivalent strain (𝜀)̅. 

The constitutive model of steel material is usually calibrated based on standard 

uniaxial tensile tests (hereafter is called common approach); however, in many 



 

 

situations, the production of uniaxial specimens can be impractical due to the 

limited length of test material and complicated part geometry, e.g., weldments.  

To the best of the authors' knowledge, there are few studies (Murata et al. 2018; 

Shi and Chen 2018; Tu et al. 2016; Tu et al. 2017; Wang et al. 2011; Zhang et al. 

2002) in the literature that deal with the calibration of true stress-strain curves 

without uniaxial specimens. In these studies, notched specimens were typically 

used through an inverse analysis to calibrate the true stress-strain curves. In 

notched specimens, plastic deformations only develop in the notched zone taken 

from a specified metal region like a weld. Although these investigations reported 

many interesting results, they are limited to the round bar configuration of test 

specimens. However, the flat configuration is more desirable in many structural 

applications, particularly for plate-shaped and hollow steel sections. 

In this study, an alternative approach was proposed in which both the constitutive 

model and VGM were calibrated based on a single set of flat notched specimens. 

In this approach, a two-segment exponential strain hardening evolution rule was 

fitted on each notched specimen individually. To make this fitting feasible, a 

transitional strain point between two segments was introduced, which can be 

measured by a digital image correlation (DIC) system. Then, the constitutive 

model and VGM fracture criterion were calibrated based on both proposed and 

common approaches for mild steel S355J2. In addition, pull-plate tests and 

simulations were performed as local representatives of the bolted and reduced 

beam section (RBS) connections to qualify the proposed approach as an alternative 

calibration procedure to calibrate the ductile fracture in steel structures.  

3. Void Growth Model  

In the fracture process of many conventional steel materials, void growth and 

coalescence are the most dominant phases of fracture initiation. In contrast, the 

effect of the nucleation process is negligible (Anderson 2005; Kanvinde and 

Deierlein 2004). Rice and Tracey (1969) developed an analytical relation for the 

void growth rate of a spherical void in an elastic-perfectly plastic material under 

plastic strain and a triaxial stress state as follows: 

𝑑𝑅

𝑅
= 𝐶𝑒1.5𝜂𝑑𝜀�̅�   (1) 

where R is the radius of a spherical void, 𝜀�̅� and 𝜂 are the equivalent plastic strain 

and the stress triaxiality ratio, respectively. The stress triaxiality ratio is defined as 

the ratio of hydrostatic stress (𝜎𝑚) to equivalent stress (𝜎). In this relation, the 



 

 

exponent of 1.5 was obtained based on theoretical derivations done by Rice and 

Tracey (1969). Also, C is a material-dependent parameter that controls the void 

growth rate. Then fracture is physically postulated to initiate when the size of voids 

exceeds a critical value (Kanvinde and Deierlein 2006). Based on this postulation, 

the VGM fracture criterion can be formulated mathematically by the following 

expression (Kanvinde and Deierlein 2006): 

𝑉𝐺𝐼 = ∫ 𝑒1.5𝜂𝑑𝜀�̅�
�̅�𝑝

0
> 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙    (2) 

The left-hand side of this expression is an explicit integration of 𝜂 with respect to 

𝜀�̅� over the loading history, which is named void growth index (VGI). The critical 

void growth index (i.e., 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 ) on the right-hand side is assumed to be a 

material property that can be calibrated based on the test results of SNT specimens 

and complementary finite element analyses (Kanvinde and Deierlein 2006). Once 

the displacement of SNT specimens in FE models reaches the fracture 

displacement observed in the test (∆𝑓), the integral gives 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 (usually at the 

center of the specimen). Therefore, in the VGM calibration procedure the 

constitutive model must be calibrated in advance.  

In FE simulations, a numerical integration method such as the trapezoidal rule 

must be utilized to implement Eq. 2 in models. Therefore, enough small 

incremental time steps are required to ensure accuracy in the VGI evaluation. 

Otherwise, the trapezoidal integral might give inaccurate results, especially when 

the stress triaxiality changes at a high rate due to geometrical nonlinearity. Since 

explicit solver usually enforces small incremental time steps, this solver can do the 

numerical integration accurately.    

In addition, to quantify ductile fracture initiation as a global behavior and release 

from single point behavior, a length-scale parameter needs to be defined to collect 

multiple single-material point failures (Kanvinde and Deierlein 2004). For this 

reason, the characteristic length (ℓ∗) is defined as a length scale, and ductile crack 

is assumed to initiate once the VGI exceed 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 over this length (Kanvinde 

and Deierlein 2006). ℓ∗ for a specific steel material can be determined based on 

fractography, but a common range of 0.1 to 0.4 mm has been reported by other 

researchers (Kanvinde and Deierlein 2006; Kiran and Khandelwal 2014; Liao et 

al. 2012). 

 

 

 



 

 

4. Constitutive model calibration 

For continuum mechanical modeling of solid structures, the material behavior 

must be implemented in numerical models in terms of the constitutive model that 

defines stress (𝜎) as a function of strain (𝜀) (Öchsner 2016).  

𝜎 = 𝑓(𝜀)     (3) 

In the linear elastic region, this relation can be defined by Hooke's law in 3-

dimensional space, while for the plastic region, the constitutive model is described 

by a yield criterion (e.g., von Mises) and a strain hardening evolution rule that 

reflects the influence of material hardening on the yield condition (Öchsner 2016). 

The strain hardening evolution ( 𝐻(𝜀�̅�) ) rule can be described mathematically as 

the derivative of equivalent stress (𝜎) with respect to the equivalent plastic strain 

(𝜀�̅�) as follows: 

𝐻(𝜀�̅�) =
𝑑𝜎(�̅�𝑝)

𝑑�̅�𝑝
    (4) 

In this study, the constitutive model was calibrated based on two approaches. In 

the first approach (i.e., common approach), the calibration was done based on 

standard uniaxial tensile tests. However, in the proposed approach, SNT specimens 

were employed to calibrate the true stress-strain curve. 

4.1.  Common approach 

As shown in Fig. 1, before the onset of necking in a uniaxial tensile specimen, the 

stress is in a uniaxial state, and strain is distributed uniformly within the gauge 

length. As a result, the true stress and strain before the necking of the specimen 

can be directly calculated based on the engineering stress and strain obtained from 

the test. The true uniaxial strain can be expressed as: 

𝜀𝑡 = 𝑙𝑛(1 + 𝜀𝑒)     (5) 

and by assuming volume constancy and uniform distribution of strain along the 

gauge length, the true stress can be calculated by: 

𝜎𝑡 = 𝜎𝑒(1 + 𝜀𝑒)     (6) 

where 𝜎𝑡  and 𝜀𝑡  are true uniaxial stress and strain, respectively. 𝜎𝑒and 𝜀𝑒  also 

refer to the engineering values of stress and strain.  



 

 

 

Fig. 1. An illustration of the calibration process of the material constitutive model based on uniaxial 

specimens. 

After the ultimate elongation (∆𝑢) neck geometry changes the stress state to a 

triaxial state (see Fig. 1). Therefore, assumptions made for Eqs. 5 and 6 are no 

longer valid, and an equivalent stress-strain relationship is required for the post‐

necking simulation. Several methods such as analytical approaches and 

experimental-numerical iterative techniques were proposed to characterize the 

post-necking hardening rule for uniaxial specimens. Bridgman correction 

(Bridgman 2013) is an analytical method that proposes a stress correction factor 

based on the stress triaxiality in the necked area. The correction factor is 

determined by the neck geometrical features like minimum cross-sectional radius 

and the radius of the neck curvature. Previous studies on metal demonstrated that 

Bridgman's correction is not very accurate to identify the stress flow under large 

strains (Barton et al. 1991; Tu et al. 2020), and the corrected stress using this 

method showed overestimated results compared to stress obtained by an inverse 

analysis (Murata et al. 2018). It was also concluded that the ability of Bridgman's 

method to predict stress triaxiality depends on the material properties (Alves and 

Jones 1999). Last but not least, Bridgman's correction has been developed for 

round bar specimens, while flat specimens are more applicable for structural steel 

members that are usually produced in the form of rolled flat sections (plates, I, and 

H beams). That is why the experimental-numerical iterative techniques have been 

developed to calibrate the material post-necking hardening evolution rule in ductile 

metals. In such methods, material parameters are calibrated in an iterative 

optimization process to find the best match between numerical and experimental 

quantities like force-displacement curves (Tu et al. 2020). However, due to the 

inhomogeneous stress state and its interaction with geometrical nonlinearity 



 

 

(necking) in large plastic strains, using this method on standard uniaxial specimens 

can increase the potential of nonunique calibration (Cooke and Kanvinde 2015). 

In other words, different definitions of the material model can produce the same 

goodness of fit between numerical and experimental global results, while the local 

responses like plastic strains can be varied up to 50% compared to the actual 

material strain (Cooke and Kanvinde 2015). 

As described later, since the flat specimens were used in this study, an 

experimental-numerical iterative technique was employed to calibrate the post-

necking hardening evolution rule on uniaxial specimens. For this purpose, an 

exponential post-necking strain hardening evolution rule was used in which the 

hardening can be written in the form of an exponential function of equivalent 

plastic strain (𝜀�̅�) as follows: 

𝐻(𝜀�̅�) = 𝑘0𝑒
−𝑛0�̅�𝑝     (7) 

where two calibration parameters k0  and n0  were adjusted in the calibration 

process. It is worth mentioning that this exponential form of hardening evolution, 

which has been proposed by Voce (1948), can provide a better fit for materials 

when the stress reaches a saturation stress at large strains (Jun et al. 2017; Tu et al. 

2020) and when compared to unsaturated models like Hollomon's power law 

(Hollomon 1945). 

To evaluate the accuracy of each iteration, the Mean Absolute Percentage Error 

(MAPE) was calculated based on the force-displacement curves, which were 

resulted from the test and FE models. The MAPE is expressed as follows:  

𝑀𝐴𝑃𝐸 =
1

𝑁
∑ |

𝐹𝑡𝑒𝑠𝑡−𝐹𝐹𝐸𝑀

𝐹𝑡𝑒𝑠𝑡
|𝑁

𝑖=1     (8) 

where 𝐹𝑡𝑒𝑠𝑡  and 𝐹𝐹𝐸𝑀  are experimental and numerical forces for a given 

displacement point. N also denotes the number of displacement points where the 

curves are discretized for comparison. In this study, MAPE was obtained based on 

25 uniformly distributed points from ultimate displacement (∆𝑢) to the fracture 

displacement (∆𝑓). The maximum acceptable MAPE can be assumed based on the 

required accuracy for a particular application also available computational 

resources. In this study, the computational resource was not restricted, and a 0.01 

value of MAPE was considered as the acceptable calibration error. This value can 

provide a 1% matching deviation on average that indicates an accurate match. It 

must be noted if MAPE cannot converge to a smaller value than this accepted limit 

after adequate iterations, it means that the selected hardening rule cannot provide 



 

 

the specified accuracy level. Once the plastic flow curves were calibrated based on 

each uniaxial specimen, an average curve is calculated and applied in numerical 

models of SNT specimens to calibrate the fracture criterion.  

4.2. Proposed approach 

In the proposed approach, both the constitutive model and the fracture criterion 

were calibrated for notched specimens individually. Fig. 2 illustrates the proposed 

calibration procedure. In contrast to uniaxial specimens, in the notched specimens, 

stress is in a triaxial state, and the strain is localized in the notches from the 

beginning of the test. As a result, the iterative calibration of the hardening 

evolution rule must be done for all plastic strain ranges (from yielding to fracture). 

In this study, a two-segment exponential function was employed for the hardening 

evolution rule. Previous studies on similar models (e.g., two-term Voce model 

(Voce 1948)) showed that using two segments for the hardening rule provides 

more flexibility in calibration and more accurate matching between experimental 

and numerical results (Hertelé et al. 2011; Khadyko et al. 2014; Qin et al. 2017; 

Vysochinskiy 2014). As it is illustrated in Fig. 2(c), these two segments of the 

hardening evolution function (𝐻(𝜀�̅�)) intersect each other at a point that is named 

the transitional strain ( 𝜀(𝑇𝑟𝑎𝑛𝑠)). This hardening evolution function can be written 

as follows: 

𝐻(𝜀�̅�) = {
𝑘1𝑒

−𝑛1�̅�𝑝𝑓𝑜𝑟𝜀�̅� ≤ 𝜀(𝑇𝑟𝑎𝑛𝑠)

𝑘2𝑒
−𝑛2�̅�𝑝 𝑓𝑜𝑟𝜀�̅� ≥ 𝜀(𝑇𝑟𝑎𝑛𝑠)

    (9) 

where 𝑘1, 𝑛1 and 𝑘2, 𝑛2 are considered as material calibration parameters for the 

first and second segments, respectively. These parameters can be adjusted based 

on an iterative optimization process to find the best match between numerical and 

experimental force-displacement curves. In accordance with the form of the force-

displacement curves for SNT specimens (see Fig. 2(a)), 𝜀(𝑇𝑟𝑎𝑛𝑠)  was 

phenomenologically assumed to be equal to the strain corresponding to the cap 

point of the curves measured by DIC. This assumption is consistent with Zhang et 

al. (2002) 's findings that the true strain at maximum load is independent of the 

notch geometry. As shown in Fig. 2(b), for smooth-notched round bar specimens, 

there is only one strain value in the minimum section due to axisymmetric 

geometry. However, for double-edge-notched flat specimens, the strain is 

distributed non-uniformly over the notch cross section. Thus, the strain measured 

by DIC must be averaged as the transitional strain. It must be noted although strain 



 

 

is a local response that can vary in the volume of material, this definition makes a 

connection between global and local responses by assuming an average strain for 

the minimum section of the specimen. In addition to the plastic hardening rule, 

numerical models require the elastic modulus and yield stress of each notched 

specimen. These parameters were estimated based on iterative analyses of the 

specimens considering a simple elastic-perfectly plastic constitutive model. 

5. Material description  

To make a valid comparison, one needs reference material for which both the 

common approach and the proposed approach could be applied. Furthermore, it is 

desirable to have as little variation between tests as possible. Welds are subjected 

to large variations in mechanical properties due to uncertain solidification 

conditions and thermal processing history. Therefore, weld material is not suitable 

reference material. On the other hand, rolled profiles have well-controlled thermal 

history and microstructure, and a single profile is large enough to produce all the 

samples required and keep the variation of material properties at a minimum. Thus, 

S355J2 structural steel grade was selected as a case study material. S355J2 is 

known as a variant of S355 that can absorb a minimum of 27 J of energy in low 

temperatures (-20° C) based on the V-notch impact tests (European Committee for 

Standardization 2004).  



 

 

 
Fig. 2. The calibration procedure of the constitutive model for notched specimens was performed based 

on a two-segment strain hardening evolution rule (the proposed approach).  

 

 



 

 

6. Experimental program 

6.1. Material tests 

Two sets of flat specimens (named flange and web sets) were cut from the flanges 

and the web of an IPE200 steel beam manufactured by S355J2 steel grade. Since 

the beam flange and web thicknesses were limited, a flat configuration was 

selected instead of round bar specimens. Fig. 3 illustrates the geometry of tested 

specimens. The nominal thickness of the specimens was 8.1 and 5.3 mm for flange 

and web set, respectively. However, the actual thicknesses were measured for each 

specimen individually. In each set, three uniaxial and six double-edge-notched 

tensile specimens with three different notch radius sizes (NR=12.5, 6.25, and 3 

mm) were tested (a total of nine specimens for each set). In addition, a notation 

system was defined to refer to each specimen. In this system, letters "U" and "N" 

denote unnotched (uniaxial) and notched specimens, respectively. The notch 

radius comes immediately after the letter "R" for notched specimens. Also, the 

letters "F" or "W" means the flange or web set, respectively. Finally, the test 

number was noted in the parentheses (e.g., UF(1) and NR3-F(1)).  

 

 
Fig. 3. The geometry of flat specimens taken from the flange and web of an IPE200 (S355J2): a) uniaxial 

tensile specimen b) double-edge-notched tensile specimens with 12.5, 6.25, and 3 mm of notch radius (all 

dimensions are in mm and the total length of the specimens was 250 mm) 

All tests were performed by a 250 kN uniaxial test machine equipped with 

hydraulic grips. A physical extensometer with a 50 mm gauge length was attached 

to the specimens to measure the elongation and remove the machine compliance 



 

 

error (deformations originated from machine parts, load cell, and grips slippage). 

In addition to the physical extensometer, a 3D digital image correlation system 

was used as a non-contact and full-field measurement device that can derive the 

deformation and strain field on the surface of the specimen based on the images 

captured by a stereo camera system. Fig. 4 shows the test setup configuration.  

It should be noted that the VGM is independent of the strain rate in the formulation. 

In addition, the control of the strain rate after necking is too complicated due to 

strain localization. Because of these, the effect of the strain rate was set aside from 

the scope of this study, and all the tests were performed by 0.1 mm/s speed of the 

actuator.  

 
Fig. 4. The test setup configuration. 

6.2. Component tests 

To validate and compare the material models calibrated by two studied approaches, 

four pull-plate specimens were tested. These specimens were taken from the flange 

of the same IPE200 beam used in the material testing. The configuration of the 

tested plates is shown in Fig. 5. The first two specimens (S-1 and S-2) are local 

representatives of the steel components in the bolted structures, while the other 

specimens (S-3 and S-4) are similar to beam flanges in RBS connections. Different 

arrangements of drilled holes in S-1 and S-2 specimens were designed to provide 

different fracture patterns. Specimens S-3 and S-4 are also different in the 

geometry of the reduced section. While a round cut was used in the S-3 specimen, 

the plate was cut by a dog-bone configuration in the S-4 specimen (with a 30 mm 

uniform reduced section). The elongation was measured by virtual extensometers 

with different gauge lengths (Lg) defined by DIC, as shown in Fig. 5. It is worth 

mentioning that these tests were performed using the same displacement rate that 

was used in the material testing.  



 

 

  
Fig. 5. Configuration of the pull-plate test specimens taken from IPE200 specimens (all dimensions are in 

mm) 

7. Numerical models 

The finite element model of each tested specimen was analyzed by Abaqus explicit 

solver. Because of the symmetry of the material specimens, only one-quarter of 

their geometry was modeled to reduce the computational time. C3D8R eight-node 

brick element with reduced integration point was used to discretize the geometry 

of specimens. The only integration point of the C3D8R element is located in the 

middle of the element (Dassault Systèmes 2014). To calibrate the constitutive 

model, the uniform length of the uniaxial specimens and the notches in the double-

edge-notched specimens were meshed with 0.5 and 0.2 mm mesh sizes. For VGM 

calibration, only 0.2 mm mesh size was considered in the notches, which is 

comparable with the characteristic length (ℓ∗) of the mild steel (Kanvinde and 

Deierlein 2006; Liao et al. 2012) (see Fig. 6(a) for an example of the mesh 

configuration).  

To ensure the mesh quality in the strain localized places (necks in the uniaxial 

tensile specimens and notches in the notched specimens), mesh size was controlled 

and updated during analyses by using an adaptive meshing technique. This 

adaptive meshing technique creates a new mesh and remaps solution variables 

from the old mesh to the new mesh with an advection process to maintain the 

quality of the mesh during the deformation history (Dassault Systèmes 2014). The 

main parameter of the algorithm is the frequency that controls both mesh quality 

and computational efficiency (Dassault Systèmes 2014). In this study, adaptive 

meshing was performed every ten increments to ensure high mesh quality in the 

critical locations of the specimens. 



 

 

It is worth mentioning that the constitutive model and fracture criterion were 

calibrated based on von Mises yield criterion associated with isotropic hardening. 

Although the von Mises yield criterion is pressure-independent, it is known as a 

simple but acceptable yield criterion for most structural applications.  

The full geometries of pull-plate tests were simulated numerically based on the 

average stress-strain curve and 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 calibrated by the proposed and common 

approaches. The finite element discretization and adaptive meshing technique 

described in the numerical model for the material specimens were also used for 

modeling pull-plate tests but with a larger mesh size (i.e., 1 mm, see Fig. 6(b)). 

This element size was selected based on a sensitivity study (Kanvinde and 

Deierlein 2007) on similar specimens, demonstrating that the stress and strain in 

the reduced sections are subjected to a relatively low gradient when no sharp crack 

or flaw exists. As a result, the micromechanical fracture models can be applied by 

a rather coarse mesh (Kanvinde and Deierlein 2007). In these numerical models, 

an element removal technique was also employed to model the fracture 

propagation through the plates. In this technique, once the VGI value was larger 

than 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 for a given element it was removed from the model.  

Since Abaqus does not offer the VGM as a built-in fracture criterion, a VUSDFLD 

user subroutine was developed to implement the VGM in the numerical models. 

This subroutine is called in each time increment to calculate the VGI for all 

integration points. 

As shown in Fig. 6(a), the boundary conditions of specimens were modeled as 

fully restrained at one end while the other end was pulled up to have gauge 

elongation equal to the test. In addition, the symmetry boundary condition was 

modeled in material specimens about the symmetry planes that cut the geometry 

into a quarter. 



 

 

 
Fig. 6. Mesh configuration in numerical models: a) smooth-notched specimen (R=12.5 mm) with 0.2 mm 

mesh size, b) pull-plate test S-1 with 1 mm mesh size. 

8. Results and discussion  

8.1.  Constitutive model calibration results 

8.1.1. Common approach 

Fig. 7 compares the numerical and experimental force-displacement curves of 

UF(1) and UW(1) specimens. In addition, all calibrated parameters on all uniaxial 

specimens are listed in Table 1. The calibration was done based on a 0.5 mm mesh 

size along with the described adaptive meshing technique. After calibration of the 

hardening parameters, all models were also analyzed with the same calibrated 

parameters but with 0.2 mm mesh size to evaluate the effect of mesh size on the 

global and local responses of the specimens. These curves demonstrate that for 

S355J2 steel, the exponential post-necking hardening rule can simulate the force-

displacement response of the specimens accurately (MAPE<0.01).  



 

 

 
Fig. 7. Comparison between numerical and experimental force-displacement curves for uniaxial 

specimens: a) UF(1), b) UW(1). 

Table 1. Material parameters obtained based on the tested uniaxial specimens and the common 

calibration approach. 

Specimen Elastic 

modulus 

(MPa) 

Yield 

stress 

(MPa) 

Ultimate 

Eng. 

stress 
(MPa) 

Ultimate 

true 

stress 
(MPa) 

Ultimate true 

strain 

(mm/mm) 

Post-necking hardening parameters 

(the common approach) 

MAPE for two 

mesh sizes 

𝑘0 𝑛0 0.5 mm 0.2 mm 

UF(1) 191424 429.2 533.01 616.1 0.145 686.4 1.154 0.0036 0.0047 

UF(2) 184174 443.7 550.01 630.8 0.137 696.4 1.364 0.0045 0.0052 

UF(3) 204211 446.9 558.9 644.6 0.143 795.3 1.355 0.0056 0.0062 

UW(1) 192239 438.4 536.2 616.8 0.140 681.5 0.789 0.0046 0.0080 

UW(2) 192301 443.4 544.2 622.2 0.134 699.8 0.696 0.0029 0.0049 

UW(3) 209556 429.1 542.2 625.0 0.142 800.0 1.231 0.0035 0.0066 

Mean 

(CV%) 

195651 

(4.8) 

438.5 

(1.8) 

544.1 

(1.7) 

625.9 

(1.7) 

0.140 

(2.9) 

726.6 

(7.6) 

1.098 

(26.2) 

0.0041 

(23.6) 

0.0059 

(21.2) 

Comparison between the numerical curves obtained by two different mesh sizes 

(0.5 mm and 0.2 mm) indicates that the global force-displacement response of the 

specimens is almost nonsensitive to the mesh size. The MAPE values for different 

mesh sizes showed that using a 0.2 mm mesh size changed the MAPE values 

slightly so that they remained smaller than the accepted value (0.01).  Fig. 8 

compares the mesh quality of specimen UF(1) with and without the adaptive 

meshing technique at a displacement corresponding to the test fracture 

displacement. This figure demonstrates the efficiency of the adaptive meshing 

technique to keep the quality of the mesh almost the same as the undeformed mesh, 

while the non-adaptive mesh caused a large element distortion in the necked area. 



 

 

Consequently, as indicated in Fig. 9, the local strain responses in the neck region 

of the uniaxial tests were affected negligibly by element size when the adaptive 

meshing technique was applied. Therefore, the models with the adaptive meshing 

technique can be a solution to reduce the computational time of the calibration 

process without significant loss of accuracy. The mesh size is more important 

when an explicit solver is used in which the stable time increment is directly 

connected to the minimum size of the elements. 

 

Fig. 8. The mesh of UF(1) specimen with 0.5 mm of element size: a) undeformed mesh, b) deformed mesh 

without adaptive meshing technique, c) deformed mesh with adaptive meshing technique. 

 
Fig. 9. Negligible effect of the element size on the surface true longitudinal strain at the fracture 

displacement of the specimens UF(1) and UW(1). 

8.1.2. Proposed approach 

Fig. 10 compares the force-strain curves obtained based on the physical 

extensometer and a virtual extensometer defined by DIC. As it is evident before 

the ultimate point that strain is distributed uniformly and the engineering strain is 

independent of the gauge length, two measuring techniques gave similar results, 



 

 

which validates DIC measurements. However, after this point, the curves diverged 

because of the different gauge lengths. 

Figs. 11(a) and 12(a) show the field of surface true longitudinal strain in the notch 

area of the tested specimens for flange and web sets, respectively. These values 

were measured by DIC for the cap point of the force-displacement curve (see Fig. 

2(a)). The true longitudinal strain is the total true plastic and elastic strain along 

the loading direction. Because of the symmetry, only half the width of the 

specimens is illustrated in these figures. In addition, the extracted strain profiles in 

the minimum section of the notches are drawn in Figs. 11(b) and 12(b). As these 

figures indicate, smaller notches exhibited lower strain at the center of the 

specimens while the strain at the root of the notches increased significantly 

compared to large notches. In other words, the smaller notches caused a more non-

uniform strain distribution on the notch section. 

 
Fig. 10. DIC validation based on physical extensometer for two uniaxial tensile specimens: a) UF(2), b) 

UW(2). 

Based on the strain profile measured by DIC, 𝜀(𝑇𝑟𝑎𝑛𝑠)  was calculated for each 

notched specimen. Then the hardening parameters were calibrated based on the 

proposed approach. The calibration results are listed in Table 2. In this table, the 

total MAPE of notched specimens is also reported for two studied calibration 

approaches. It is worth mentioning that the total MAPE was calculated based on 

50 displacement points uniformly distributed from the yielding point to the fracture 

point.  



 

 

 
Fig. 11. Local responses of notched specimens (flange set) measured by DIC for the cap point of the 

force-displacement curves: a) Surface true longitudinal strain field, b) Surface true longitudinal strain 

profile in the minimum section. 

 
Fig. 12. Local responses of notched specimens (web set) measured by DIC for the cap point of the force-

displacement curves: a) Surface true longitudinal strain field, b) Surface true longitudinal strain profile 

in the minimum section. 

Fig. 13 also visualizes the numerical and experimental force-displacement curves 

for some of the studied specimens as examples. As this figure shows, numerical 

models in which the material hardening evolution was calibrated based on the 

proposed approach showed a close agreement with the experimental curves 

(0.0062 total MAPE on average). In contrast, although in the common approach, 

the constitutive model was calibrated accurately to simulate uniaxial specimens, 

the results for the notched specimens showed notable deviations from experiments 

(0.0321 MAPE on average). These deviations are more considerable after the cap 

point and vary from one specimen to another due to uncertainties. Such deviations 

also can be seen between experimental and numerical curves obtained by other 

researchers (Liao et al. 2012; Wang et al. 2011). 



 

 

      
Fig. 13. Comparison between numerical and experimental force-displacement curves of notched 

specimens: a) NR12.5-F(1), b) NR6.25-F(1), and c ) NR3-F(1).  

In Fig. 13, the numerical curves obtained by the proposed approach are presented 

for two sizes of the mesh (0.5 and 0.2 mm). As it is evident, changing the mesh 

size in this range (0.5-0.2 mm) had a negligible influence on the global responses 

of the specimens. In addition, Fig. 14 compares the surface true longitudinal strain 

measured by DIC and obtained from numerical models at the middle point of the 

specimens. Based on this figure for the notch local strain, the common and 

proposed approaches provided an almost identical fracture strain by a 5.6% and 

5.4% error relative to the DIC, respectively. As a result, the main difference 

between these two calibration approaches is evaluating the equivalent stress. This 

can be observed in the average stress-strain curves shown in Fig. 15. As this figure 



 

 

shows, the common method overestimated the equivalent stress in the post-

necking region, which was also demonstrated in the simulation of the pull-plate 

tests. 

 
Fig. 14. The surface true longitudinal strain at the fracture displacement of double-notched flat 

specimens at the middle point. 

 
Fig. 15. Average plastic flow curves used in numerical simulation of the pull-plate tests obtained by the 

proposed and common calibration approaches. 

 

 

 

 

 

 



 

 

Table 2. Calibration outputs of the proposed and common calibration approaches. 

Specimen 

Hardening parameters (proposed approach) 𝜀(𝑇𝑟𝑎𝑛𝑠) 

measured 

by DIC 

Total MAPE 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 

𝑘1 𝑛1 𝑘2 𝑛2 
Proposed 

approach 

Common 

approach 

Proposed 

approach 

Common 

approach 

NR12.5-F(1) 4656 14.59 837 2.66 0.155 0.0065 0.0221 3.32 2.56 

NR12.5-F(2) 4500 14.25 812.5 2.44 0.130 0.0051 0.0305 3.30 2.65 

NR6.25-F(1) 4500 14.75 650.0 2.00 0.173 0.0027 0.0431 2.87 2.28 

NR6.25-F(2) 4437 14.81 790.62 2.98 0.169 0.0063 0.0320 3.09 2.11 

NR3-F(1) 4500 14.25 819.9 2.55 0.174 0.0061 0.0287 3.02 2.48 

NR3-F(2) 4000 14.0 950 3.0 0.159 0.0038 0.0311 2.99 2.39 

NR12.5-W(1) 4718 15.31 1000 3.25 0.180 0.0040 0.0281 2.95 1.78 

NR12.5-W(2) 4600 15.0 814 3.5 0.136 0.0067 0.0386 3.29 1.66 

NR6.25-W(1) 4500 14.25 987 4.02 0.162 0.0099 0.0322 3.62 1.77 

NR6.25-W(2) 4000 14.0 950 3.25 0.151 0.0085 0.0338 3.10 1.70 

NR3-W(1) 4531 14.94 650 2.62 0.157 0.0078 0.0347 2.79 1.73 

NR3-W(2) 4562 14.69 893 3.5 0.172 0.0071 0.0307 2.80 1.81 

Mean 

(CV%) 

4458.7 

(5.1) 

14.57 

(2.9) 

857.9 

(11.8) 

3.06 

(15.2) 

0.160 

(9.6) 

0.0062 

(33.2) 

0.0321 

(16.4) 

3.09  

(8.0) 

2.08 

 (18.1) 

8.1.3. Sensitivity to transitional strain 

Like other measuring techniques, DIC also has inherent uncertainties in measuring 

and averaging the strain. The accuracy of DIC is generally dependent on different 

factors like image quality, quality of paint and speckles, and quality of lighting 

(Sutton et al. 2009). In addition, DIC can only measure the surface strain field. As 

a result, some errors are inevitable in estimating transitional strain 𝜀(𝑇𝑟𝑎𝑛𝑠). For 

this reason, a sensitivity analysis was done to investigate the effect of the deviation 

of transitional strain on the calibration accuracy. After the calibration of model 

parameters (𝑘1, 𝑛1, 𝑘2, 𝑛2) the transitional strain was intentionally changed, and 

the global and local responses of the numerical model were compared to the test. 

Figs. 16(a) and 16(b) describe the trend of MAPE and surface true longitudinal 

strain with respect to the deviation of 𝜀(𝑇𝑟𝑎𝑛𝑠) for notched specimens taken from 

the beam flange. As it is evident from Fig. 16(a), over a ±15% range of deviation, 

the MAPE changed negligibly, and almost for all specimens, it was under the 

maximum allowable value (0.01) defined in the calibration procedure. Fig. 16(b) 

also shows a plateau in local response in this range of 𝜀(𝑇𝑟𝑎𝑛𝑠). Therefore, a rough 

estimation of transitional strain would be sufficient for accurate calibration of the 

two-segment exponential hardening rule. In these figures, the values 

corresponding to zero deviation denote the MAPE and strain obtained based on the 

actual transitional strains, which were measured by DIC. 



 

 

 

Fig. 16. Variation of the global and local responses for up to ±15% deviation of 𝜀(𝑇𝑟𝑎𝑛𝑠): a) MAPE, b) 

the surface true longitudinal strain at the fracture displacement. 

8.2. VGM calibration results 

Once the constitutive model was calibrated by two described approaches, the VGI 

for the material points of each notched specimen was calculated based on Eq. 2 by 

using the developed VUSDFLD user subroutine. Table 2 lists the calibrated 

𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 for both approaches. These values were the maximum value of VGI at 

the notch section in a displacement corresponding to the test fracture displacement. 

For specimens with 12.5 and 6.25 mm of notch radius, this maximum occurred in 

the center of the specimens, while in the specimens with 3 mm of the notch radius, 

the fracture initiated at a point between the center and the notch root. This can be 

justified based on extremely non-uniform strain distribution on the notch of these 

specimens (see Figs. 11(b) and 12(b)). 

As Table 2 reports, the mean value of 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  calibrated by the proposed 

approach is 3.09, which is about 48% more than average 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 calibrated by 

the common approach (2.08). This difference cannot be used to compare the 

accuracy of the approaches; however, it proves that calibration of VGM and the 

constitutive model can be meaningfully correlated. In other words, 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 

calibrated based on each approach must be used by the corresponding constitutive 

model to have an accurate prediction of the fracture. This can also be interpreted 

as the nonunique calibration of the VGM. 

In terms of dispersion, when the proposed approach was used, the coefficient of 

variation of 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 was almost 8%, while values calibrated by the common 

approach exhibited about 18% of dispersion. These coefficients demonstrate that 



 

 

the proposed calibration approach is less subjected to calibration errors and 

uncertainties. 

9. Results validation 

The numerical models calibrated by two calibration procedures were compared to 

predict fracture of the pull-plate tests.  Figs. 17 and 18 compare the numerical and 

experimental force-elongation curves of the tested specimens. It is apparent from 

these figures that the proposed approach showed a closer agreement between the 

numerical and experimental force-displacement curves. The accuracy of two 

calibrated material models can be compared in terms of force and displacement 

corresponding to the fracture initiation. Based on these curves, the fracture 

initiation displacement predicted by the proposed approach indicated a 4.8% 

average absolute error compared to the test. This error was 7.0% for the common 

approach. However, the average absolute error in the fracture initiation force 

predicted by the common approach was 10.8%, which is more than twice the 

average absolute error, which was obtained from the proposed approach (4.6%). It 

must be noted that for all pull-plate tests, the material model calibrated by both 

approaches overestimated the fracture forces.  

The numerical curves after fracture initiation also indicate an acceptable accuracy 

in predicting fracture propagation through the plates. In addition, the comparison 

between the numerical and experimental fractured pattern of specimens in Figs. 17 

and 18 demonstrates the ability of VGM to predict fracture initiation and 

propagation when it is integrated by the adaptive meshing and element removal 

techniques. Such a model is advantageous to evaluate the performance of the steel 

structure under extreme loads.  

Besides improving the accuracy, the numerical and experimental results validated 

the proposed approach as an alternative for calibration of the material model, 

which only required flat SNT specimens. Therefore, it can be applied for situations 

with a limited material length or complicated geometry (e.g., weldments) that the 

production of uniaxial specimens is impractical.   



 

 

 
Fig. 17. Numerical and experimental force-elongation curves of S-1 and S-2 specimens. 

 
Fig. 18. Numerical and experimental force-elongation curves of S-3 and S-4 specimens. 

10.  Conclusion 

The common approach to calibrate the ductile fracture criteria utilizes two sets of 

tests. Uniaxial tensile tests are employed to calibrate the constitutive model, and 

notched tensile specimens are used to calibrate the fracture criterion. This 

calibration process is not applicable when the length of material is limited (e.g., 

welds) or the geometry of parts is complicated to produce uniaxial specimens.  

To overcome this problem, an alternative calibration approach was presented 

based on a two-segment exponential hardening evolution rule. In this approach, 

both the constitutive model and VGM can be calibrated by a single set of notched 

specimens. The approach utilizes the digital image correlation system as a strain 

field measurement technique to estimate the transitional strain (𝜀(𝑇𝑟𝑎𝑛𝑠) ) that 

denotes the transition point between two segments of the hardening rule. The 

common and proposed calibration approaches were compared for S355J2 steel as 



 

 

a case study material. The following conclusions were drawn from the 

experimental and numerical studies carried out in this paper: 

• It was shown that the numerical models calibrated by the proposed 

approach could provide a tighter fit between the experimental and 

numerical force-displacement curves of double-edge-notched specimens 

during the calibration process. The total mean absolute percentage error 

was 0.62% for the proposed approach and 3.21% for the common 

approach on average. The proposed approach also indicated better 

prediction in pull-plate tests. This approach predicted fracture initiation 

force of four pull-plate tests with a 4.6% average error. In comparison, 

the common approach led to a 10.8% average error, which is about twice 

the proposed method. Therefore, it was concluded that the proposed 

method could estimate the equivalent stress more precisely compared to 

the common method. 

• In terms of predicting local strain, numerical models calibrated based on 

both approaches could successfully predict the strain measured by DIC 

in flat notched specimens with nearly the same accuracy. 

• The mean value of 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 calibrated by the proposed approach was 

3.09, which is about 48% more than average 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 calibrated by the 

common approach (2.08). These values indicate a meaningful correlation 

between the VGM and the constitutive model that also can be understood 

as the nonunique calibration of the VGM.  

• In terms of dispersion, when the proposed approach was used, the 

coefficient of variation of calibrated 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  was almost 8%, while 

the common approach led to about 18% of dispersion in this parameter. 

These values also indicate that the proposed calibration approach is less 

subjected to calibration errors and uncertainties.  

• Finally, presented results supported the proposed calibration approach as 

a practical alternative to calibrate ductile fracture criterion when 

producing uniaxial tension specimens is difficult. In addition, because 

the proposed approach synchronizes the calibration of the constitutive 

model and fracture criterion, it can capture the correlation between them. 

This feature is beneficial to address the variation of the material 

parameters in probabilistic-mechanical analyses. On the contrary, the 

common approach lacks this feature, and the calibration of the 



 

 

constitutive model and fracture criterion are two unsynchronized 

processes.  

Although the proposed approach would need more computational resources to do 

iterations and relies on the use of field strain measurements from a digital image 

correlation (DIC) system, the fast advancement of computer technology and the 

development of open-source digital image correlation platforms will make using 

this approach feasible in design and research projects that the fracture performance 

of steel structures is under investigation.  
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Abstract 

Under excessive plastic deformations, pitting corrosion accelerates ductile fracture 

initiation in steel components. Because of the stochastic and time-dependent nature 

of corrosion in steel material, the integrity of the steel components must be 

evaluated through a rational procedure in which corrosion uncertainties are 

considered to estimate the probability of failure for future events. Previous studies 

developed fragility curves to predict the capacity of global structures under 

uniform corrosion. However, for steel structures subjected to pitting corrosion, the 

local effect of corrosion is substantial and is also challenging to implement in the 

global model of structures. In this study, the concept of fracture-based fragility 

curves was developed at the component level by micromechanical modeling of 

different random pitting morphologies at a given intensity level of pitting corrosion. 

For this purpose, a unique meshing technique was employed to implement random 

pitting morphologies in numerical models. A demonstration study on a single-

sided corroded plate revealed that random morphologies at an identical corrosion 

intensity level led to a notable dispersion in the failure elongations. The proposed 

fragility curves could address this effect on the probability of failure of the 

specimen. Therefore, decision-makers can reliably utilize such curves in a 

comprehensive risk-based corrosion management framework to evaluate the risk 

of failures and determine proper treatment strategies.  

KEYWORDS 

Fragility curve; pitting corrosion; steel marine structure; ductile fracture; excessive 

plastic deformation; probability of failure  

 



 

1. Introduction 

Many of the worlds' structures like bridges, jetties, offshore facilities are subjected 

to aggressive environments. For these structures, structural integrity and safety 

must be demonstrated concerning the interaction of possible loading scenarios and 

the corrosion deterioration (DNV GL 2015a). Because of the stochastic and time-

dependent nature of corrosion in steel material, this interactional effect must be 

studied through a comprehensive risk-based corrosion management framework 

(DNV GL 2015a).  

In a risk-based corrosion management procedure, the risk is identified based on 

the potential threats and consequences of the current and future corrosion to the 

structural integrity (DNV GL 2015a). In this procedure, the analysis of the 

likelihood of failures and their consequences to the whole system plays a central 

role in performing a quantitative risk assessment (DNV GL 2015a). Based on such 

evaluated likelihoods, the risk managers can choose proper treatment techniques 

to upgrade existing structures to fulfill principal criteria, e.g., health and safety, 

economy, environment, etc. (DNV GL 2015a). Furthermore, the risk evaluation of 

failure in the design phase of new structures subjected to corrosion is also essential 

to facilitate an optimal selection of corrosion prevention, inspection, and 

monitoring methods based on the structure's performance for future events.   

In order to perform corrosion risk evaluations, fragility curves are viable statistical 

tools because they quantify the failure of the aged structures in terms of probability. 

Fragility curves have been widely employed for the assessment of various 

structures subjected to corrosion. Ghosh and Padgett (2010); Guo and Zhang 

(2019), and Yang et al. (2021) developed fragility curves for different aged 

reinforced concrete structures under seismic loads. In these studies, the corrosion 

was considered as a uniform reduction in the sectional area of the rebars. 

Jahanitabar and Bargi (2018); (Yang et al. 2019), and (Yeter et al. 2020) conducted 

similar studies to develop seismic fragility curves for steel structures affected by 

uniform corrosion.  

All the above-mentioned studies used the concept of fragility curves to predict the 

capacity of an aged structure at the global level. This approach is mainly applicable 

to structures with uniform corrosion, that the effect of corrosion deterioration can 

be implemented in macro models or simplified shell models by reducing the 

section of the corroded members. However, for steel structures subjected to pitting 

corrosion, the local effect of corrosion is substantial. Modeling this local effect in 

the global structures is challenging due to numerical models and computational 



 

resources limitations. This issue will be more challenging when structures are 

under extreme loads that cause excessive plastic deformations. In such a scenario, 

corrosion pits act as local concentrators that magnify the local plastic strain and 

stress triaxiality (Cerit 2013; Ji et al. 2015; Pidaparti and Patel 2008; Turnbull et 

al. 2010). This magnification can accelerate ductile fracture initiation in steel 

components (Bao and Wierzbicki 2004; Hancock and Mackenzie 1976; Johnson 

and Cook 1985; McClintock 1968; Rice and Tracey 1969) and can reduce their 

ductility significantly. In addition, previous studies (Ahmmad and Sumi 2010; 

Songbo et al. 2021; Wang et al. 2018a; Wang et al. 2017; Xu et al. 2016; Zhao et 

al. 2020) indicated that a three-dimensional representation of the pit geometry 

associated with a micromechanical fracture criterion is required to accurately 

capture the local effects of pitting on the ductile fracture of a component. In such 

numerical models, a fine discretization of the corrosion spatial geometry must be 

utilized to predict the local responses properly (Ahmmad and Sumi 2010; Songbo 

et al. 2021; Wang et al. 2018a; Wang et al. 2017). As a result, fragility curves 

obtained based on the macro modeling approach or shell modeling with an 

equivalent thickness cannot properly describe the effect of the random pitting in 

the prediction of failure of the structures (Wang et al. 2018b).  

The limitations mentioned above motivated the authors to introduce fracture-based 

fragility curves at the component level of corroded steel structures subjected to 

marine environments. For a given intensity level of pitting corrosion, the fragility 

curves were produced by micromechanical modeling of different random pitting 

morphologies. In this connection, pitting morphologies were generated randomly 

based on the probability distributions of pit characteristics and were implemented 

based on a proposed meshing technique. The developed fragility curves are 

capable to reliably assess the integrity of steel components under large plastic 

deformations where ductile fracture is a probable failure mode. As a result, the 

proposed approach can be extended to real scenarios like a ship collision, an 

unexpected element removal, or a dropped heavy object in which excessive plastic 

deformations are expected. Under those circumstances, each component 

contributes to the reliability or failure of the system (Lemaire 2013). Therefore, 

the component fragility curves enable engineers to characterize the most critical 

failure scenario based on combinations of component failures (Lemaire 2013). 

It is worth mentioning that proposed fragility curves are applicable for both general 

and pitting corrosion or a combination of them; however, in this study, only the 



 

pitting corrosion was considered that is believed to be the main source of the 

corrosion uncertainties.  

2. Methodology 

Fig. 1 illustrates an overview of the risk-based corrosion management procedure 

consists of three main modules. These modules form a life cycle in which a 

continuous assessment is done to keep the risk of corrosion updated and 

accordingly to determine the expected life of the facilities and revise the 

remediation strategy (DNV GL 2015a).  In the corrosion module, a long-term 

evolution rule for different types of corrosion (i.e., uniform and pitting corrosion) 

associated with the probability distributions of the corrosion characteristics, e.g., 

pit depth and shape, are provided (Melchers 2021; Shekari et al. 2017). As shown 

in Fig. 2.a, based on the output of the corrosion module, one can determine the 

severity of the corrosion in terms of corrosion Intensity Measure (IM) for a given 

time of exposure (𝑡 ). The IM parameter must be defined based on the dominant 

corrosion parameters that affect the failure of the components.  Additionally, the 

probability distributions of the corrosion parameters are provided for this specific 

time of exposure (𝑡 ). Based on these probability distributions for an assumed level 

of corrosion intensity measure (𝐼𝑀 = 𝑖𝑚 ), various pitting morphologies can be 

considered. Consequently, the variation of pitting morphology can affect the 

Engineering Demand Parameter (EDP) in which the component fails. EDP is a 

structural response quantity that can be used to estimate the failure or damage state 

of a component (Whittaker et al. 2004). In this study, numerical models associated 

with a micromechanical fracture criterion were analyzed for different stochastic 

morphologies of pitting corrosion to quantify the probability of failure. 

As illustrated schematically in Fig. 2.b, a fragility curve is a cumulative probability 

distribution function in which the probability of failure for a determined 

engineering demand parameter (𝑒𝑑𝑝 ) can be written as follows:  

𝐹(𝑒𝑑𝑝 ) =  𝑃 (𝐸𝐷𝑃 > 𝑒𝑑𝑝 |𝐼𝑀 = 𝑖𝑚 )    (1) 

Where 𝐹(𝑒𝑑𝑝 ) denotes the probability of failure when EDP exceeds 𝑒𝑑𝑝 . The 

right-hand term 𝑃 (𝐸𝐷𝑃 > 𝑒𝑑𝑝 |𝐼𝑀 = 𝑖𝑚 )  is calculated from stochastic 

analyses of the structural component subjected to a set of random pitting 

morphologies generated for a predefined level of intensity measure (𝐼𝑀 = 𝑖𝑚 ). 

This concept is common practice in earthquake engineering to consider the 



 

uncertainties associated with the frequency content of different ground motions 

(Deylami and Mahdavipour 2016; Mahdavipour and Deylami 2014). 

 
Fig. 1. An overview of the risk-based corrosion management procedure (this study is focused on the 

structural module). 

          
Fig. 2. a) An illustration of the long-term evolution rule and the probability distribution of corrosion 

parameters, b) an illustration of the concept of fragility curve. 

Based on the outputs of the structural modules, decision-makers utilize risk 

management methods to assess the most critical scenarios in terms of principal 

criteria, e.g., health and safety, economy, environment, and accordingly prescribe 

remedies for an expected lifetime (DNV GL 2015a). It is worth mentioning that 

doing the whole cycle described in Fig. 1 requires a variety of data gathered for a 

particular project. This study is devoted to making advancements in the structural 

modules. For this reason, the output of the corrosion module was determined from 



 

relevant literature. Then the fragility curves were developed to scrutinize the effect 

of involved parameters on the failure probability of components. 

2.1. Intensity measure of corrosion 

An Intensity Measure (IM) definition is required to describe the severity of future 

corrosion and involve all influential parameters in the assessment process. For 

uniform corrosion, the main parameter that can specify the intensity of corrosion 

is the average corrosion depth, while in pitting corrosion, using one parameter 

cannot accurately describe the intensity level of the corrosion. One of the 

conventional IMs is Degree of Pitting (𝐷𝑂𝑃) that provides information about the 

surficial intensity of pits by calculating the ratio of the corroded area (𝐴 ) to the 

total area of the original member (𝐴 ) (Huang et al. 2010; Wang et al. 2020; Wang 

et al. 2014) as follows: 

𝐷𝑂𝑃(%) =  × 100%    (2) 

𝐷𝑂𝑃  is silent about the pitting depth; however, pit depth was indicated as an 

influential parameter on the ductility of the tensile components (Sheng and Xia 

2017; Xu et al. 2016). Therefore, in this study, an integrated 𝐼𝑀[𝐷𝑂𝑃,  𝑑 ] was 

used that consists of both Degree of Pitting (𝐷𝑂𝑃) and average pitting depth (𝑑 ). 

This definition is also consistent with standard methods (ASTM 2005; 

International Organization for Standardization 2020) proposed for the rating of 

pitting corrosion.  

2.2. Engineering demand parameter 

The selection of a proper EDP depends on the nature of the load and the probable 

failure mode of the component. For example, when the fracture of a tensile member 

is under investigation, axial elongation of the component can be considered as EDP; 

however, it must be selected appropriately for other types of components, e.g., 

steel joints under bending or a compression member. In these components, joint 

rotation and compressive load can be considered as describing structural responses 

related to the component failure or damage state. 

2.3. Pitting characteristics  

Previous studies (Duddu 2014; Xu et al. 2016) showed that when corrosion pits 

are significantly developed into the thickness of members, the pits can be 

simplified by semi-ellipsoids. By this simplification, the effect of the pit geometry 



 

can be implemented in finite element models as were done by many other authors 

(Cerit 2013; Cerit et al. 2009; Huang et al. 2010; Wang et al. 2018a; Yan et al. 

2019; Zhang et al. 2015; Zhao et al. 2020).  

In this study, a semi-ellipsoidal shape was also assumed as an acceptable geometry 

to implement pits in the finite element models. Based on this geometry, to 

characterize a pit, one needs to specify its coordinates (x and y), depth (d), and 

aspect ratio (AR). AR is defined as the ratio between the pit width (w) and the pit 

depth (AR=w/d) that affects local responses in the pit, i.e., plastic strain and stress 

triaxiality (Cerit 2013; Cerit et al. 2009; Wang et al. 2018a). These parameters 

illustrated in Fig.4 can randomly be generated based on the probability 

distributions of the pit characteristics. Fig. 3 describes the procedure to generate a 

random pattern based on an assumed time of exposure (𝑡 ) that intensity of the 

corrosion is  𝐼𝑀[𝐷𝑂𝑃( ),  𝑑 ( )].  

 
Fig 3. The procedure of random pitting pattern generation for 𝐼𝑀[𝐷𝑂𝑃( ),  𝑑 ( )].  

2.4. Numerical modeling of the random pitting 

To evaluate the failure of a component under externally applied load, the finite 

element model of the component must be analyzed for each generated random 



 

pattern. In this study, a carving technique was proposed to implement different 

pitting patterns into the numerical models. More details about this technique and 

also material modeling are presented in the following sections.  

2.4.1. Pitting pattern discretization   

The meshing technique and proper type of elements to implement corrosion pits 

depend on the nature of the problem. Previous studies indicated that for steel 

members under compression where the main failure is a global or local buckling, 

shell elements are adequate (Wang et al. 2018b; Wang et al. 2014; Zhao et al. 2018; 

Zhao et al. 2021). The effect of random pitting morphologies can be implemented 

by changing the thickness of the shell element in the location of the pits (Wang et 

al. 2018b; Wang et al. 2014; Zhao et al. 2018; Zhao et al. 2021). Alternatively, 

when the component is under tensile load and fracture is the most dominant failure 

mode, using solid elements with fine mesh is required to predict the fracture 

initiation. In contrast to shell elements, solid elements can properly capture the 

effect of triaxiality and interaction between pits. 

On the other hand, for solid elements, implementing a random pattern of semi-

ellipsoidal pits in the geometry of components is a demanding task. When the 

geometry is complicated, and hexahedral elements are employed, the standard 

meshing techniques provided by numerical software solutions often need manual 

partitioning and seeding to have a proper mesh quality. The manual meshing 

techniques are inefficient in implementing a random pitting morphology with lots 

of different random pits. In most cases, these meshing techniques can lead to 

divergence or a low-quality mesh. This can be more problematic in this study in 

which multiple random patterns are under investigation. One possibility is to use 

tetrahedral elements that support fully automatic tetrahedral meshers (Dassault 

Systèmes 2014). But for the same degree of freedom and amount of discretization 

through the thickness of a member, one needs significantly more tetrahedral 

elements compared to hexahedrons (Wang et al. 2017). 

Moreover, the first-order tetrahedral elements are insufficiently accurate for 

structural calculations (Dassault Systèmes 2014), and the second-order 

formulation must be chosen that even needs more computational resources. In 

contrast, developed reduced integration hexahedral elements can significantly 

increase computational efficiency without losing accuracy (Dassault Systèmes 

2014). Therefore, various techniques were employed to implement random pitting 

corrosion with hexahedral elements (Ahmmad and Sumi 2010; Wang et al. 2014; 



 

Wang et al. 2017). These techniques are mainly developed based on third-party 

software or code that might be unavailable to the community. In this study, the pits 

were implemented on the component's geometry by carving the pits on an intact 

mesh. The geometry of the intact component was discretized with eight-node brick 

elements with reduced integration (C3D8R). Then the pits were implemented by 

removing nodes and associated elements located inside the pits. Fig. 4 illustrates 

this approach to implement the geometry of a single pit on a steel plate. 

For micromechanical modeling of ductile fracture, a fine mesh size comparable 

with the characteristic length (ℓ∗) of the mild steel is required to calculate the local 

response and the fractured state accurately (Kanvinde and Deierlein 2006; Liao et 

al. 2012). The characteristic length is defined as a length scale that ductile crack is 

assumed to initiate once the fracture criteria exceed the critical value over that 

length (Kanvinde and Deierlein 2006). This mesh refinement must be used over 

the most critical region of the component due to the unknown locus of fracture 

initiation.  By using such fine mesh, a stepwise representation of pits created by 

carving on the intact mesh can predict relatively similar local results compared to 

pits implemented by geometry. This can be tested through a standard mesh 

sensitivity analysis for a single pit penetrated into the component.  

 
Fig. 4. The geometry of a random pit is implemented by carving on the intact mesh. 

2.4.2. Material modeling 

The Void Growth Model (VGM) was selected as a micromechanical ductile 

fracture criterion in which an explicit continuous integration of the stress triaxiality 

ratio (η) with respect to equivalent plastic strain (𝜀̅ ) is performed (Kanvinde and 

Deierlein 2006). Based on the VGM, the fracture initiates when the size of voids 



 

exceeds a threshold value (Kanvinde and Deierlein 2006). Therefore, the criterion 

can be formulated as follows (Kanvinde 2017): 

𝑉𝐺𝐼 = ∫ 𝑒 . . 𝑑𝜀 ̅ > 𝑉𝐺𝐼    (3) 

The left-hand side of this relation is the Void Growth Index (VGI) that is calculated 

by an explicit integration of stress triaxiality ratio (η) with respect to equivalent 

plastic strain history (𝜀̅ ) (Kanvinde and Deierlein 2006; Kanvinde and Deierlein 

2007). The critical void growth index (𝑉𝐺𝐼 ) on the right-hand side can be 

considered as a material parameter that is calibrated based on the smooth-notched 

tensile specimens and complementary finite element analyses (Kanvinde and 

Deierlein 2006; Kanvinde and Deierlein 2007).  

Besides the fracture criterion, an element removal technique was used to model 

the fracture propagation through the components that remove elements with VGI 

larger than 𝑉𝐺𝐼 . It was indicated that the VGM can effectively be used to 

simulate material separation through finite element removal techniques (Saykin et 

al. 2020).  

3. A Case study 

To present a demonstration of the described method, fracture-based fragility 

curves were extracted for a simple pulling dogbone specimen under different 

intensity levels of pitting corrosion. This plate can be considered as a local 

representative of an actual steel component. 

3.1. Specimen geometry  

Fig. 5 shows the geometry of the intact specimen. It was assumed that only the 

uniform reduced length (30x50mm) is under corrosion attack. The corrosion 

outside of this region is not critical due to the larger cross-sectional area. The plate 

was taken from an IPE 200 steel beam flange and machined into a 7.4 mm 

thickness (Mahdavipour and Vysochinskiy 2021).  



 

 
Fig. 5. The geometry of the intact tensile plate from S355J2 steel material (all dimensions are in mm and 

the thickness of the plate is 7.4mm) (Mahdavipour and Vysochinskiy 2021). 

3.2. Specimen material  

The specimen was fabricated from European steel grade S355J2 (European 

Committee for Standardization 2004). Fig. 6.a presents the plastic flow curve of 

S355J2 calibrated by Mahdavipour and Vysochinskiy (2021). This flow curve was 

employed with von Mises yield criterion and associated isotropic hardening to 

simulate material plasticity (Mahdavipour and Vysochinskiy 2021). The 

calibration of the VGM for S355J2 steel based on notched specimens also showed 

an average of 3.09 for 𝑉𝐺𝐼  (Mahdavipour and Vysochinskiy 2021). In terms 

of elastic properties, Young's modulus (E) and Poisson's ratio (ν) were assumed to 

be 191 GPa and 0.3, respectively. Fig. 6.b compares the numerical and 

experimental force-elongation of the intact specimen. This figure indicates a good 

agreement between numerical and experimental results. More validation tests also 

can be found in (Mahdavipour and Vysochinskiy 2021). 

 
Fig. 6. a) Plastic flow curve of S355J2 used in numerical models (Mahdavipour and Vysochinskiy 2021), 

b) A comparison between numerical curve obtained in this study and experimental curve reported by 
(Mahdavipour and Vysochinskiy 2021).  



 

3.3. Numerical modeling of specimen  

Abaqus finite element software based on an explicit integration scheme was used 

to model intact and corroded specimens.  A VUSDFLD user subroutine was 

developed to employ VGM as a fracture criterion in the numerical models.   

Since guidelines like DNVGL-CG-0172 and DNVGL-CG-0182 (DNV GL 2015b; 

DNV GL 2016) define 60%-70% of the original plate thickness as a minimum 

acceptable remaining thickness without repair, 3 mm was considered as the 

maximum pit depth when pitting intensities were defined. In other words, repairing 

is necessary when pits are penetrated more than 3 mm in the studied plate. Based 

on this limitation, a standard mesh sensitivity analysis for a single pit with a 3 mm 

depth penetrated at the center of the plate was carried out. The pit was implemented 

by carving on the intact mesh with different sizes (0.7-0.3 mm) also by direct 

implementation of the geometry of the pit. Fig. 7 compares the VGI distribution in 

the pit for different mesh sizes.  

The results indicate that by decreasing the mesh size from 0.4 mm to 0.3 mm, the 

maximum VGI changed less than 1%. This slight variation implies that mesh size 

is converged, and using 0.4 mm mesh size is adequate to evaluate local response 

in the pit domain. On the other hand, the element size must also be comparable 

with the typical characteristic length (ℓ∗) of mild steels that is reported from 0.4 

mm to 0.2 mm (Kanvinde and Deierlein 2006; Liao et al. 2012). Based on these 

two factors, a 0.3 mm mesh size was selected for the discretization of the uniform 

length of the specimen; however, this element size must be reverified if thicker 

plates with deeper pits are under investigation. 

As Fig.7 indicates, the maximum VGI obtained from carving on 0.3 mm mesh size 

showed less than 7% difference with the pit implemented by geometry. It must be 

remembered that using ideal smooth semi-ellipsoidal pits in itself is a 

simplification of the overall geometry of pits; however, the natural pits can have 

irregular surfaces. Therefore, this difference should not be interpreted as an 

absolute error but indicate that carving pits can predict the local effect of pit 

reasonably. It is also worth mentioning that although the carved pit could capture 

the maximum VGI observed in the pit, the VGI distribution fluctuates due to the 

stepwise nature of the carving approach (see Fig. 4). Since the maximum VGI 

controls the fracture initiation, the form of distribution is less influential on the 

final pit fracture behavior. Fig. 8 shows the final mesh configuration of the intact 

specimen as well as presents an example of a carved mesh for a random pitting 

pattern.   



 

 
Fig. 7. Sensitivity of the VGI to the mesh size for a single pit carved at the center of the plate. 

 
Fig. 8. An illustration of the implementation of a random pitting pattern by carving on the intact mesh. 

3.4. Selected pitting IMs 

Based on IM definition, nine different levels of IM were considered as listed in 

Table 1.  Fifty random pitting morphologies were generated for each level based 

on the probability distribution of the pitting characteristics. The number of 

realizations discussed later by statistical analyses of the simulation results. It must 

be noted these predefined levels of intensity were selected only to extend the 

methodology into an application based on DOPs smaller than 50%. This limitation 

was adapted from reputable guidelines (DNV GL 2015; DNV GL 2016) that 

consider DOPs greater than 50%  as uniform corrosion. As mentioned before, in 

an actual project, the target level of pitting corrosion is defined and updated 



 

through a life cycle assessment based on the corrosion evolution rules, periodic 

inspections, and an expected lifespan, as described in Fig. 1.  
Table 1. Matrix of predefined levels of intensity measure of pitting corrosion, 𝐼𝑀[𝐷𝑂𝑃, 𝑑 ]. 

  𝑑  

   1 mm 2 mm 3 mm 

𝐷𝑂𝑃 

5% IM[5%, 1mm] IM[5%, 2mm] IM[5%, 3mm] 

10% IM[10%, 1mm] IM[10%, 2mm] IM[10%, 3mm] 

30% IM[30%, 1mm] IM[30%, 2mm] IM[30%, 3mm] 

3.5. Selected EDP 

Since the specimen is under tensile load and the fracture is the failure mode, the 

elongation in the uniform length was considered as EDP. Fig. 5 shows the 30 mm 

of gage length that the elongation was measured for the intact and corroded plates. 

Based on this parameter, the failure elongation was determined as an elongation in 

which the strength of the plate dropped sharply. It is important to realize that for 

other types of components, e.g., connections, finding an obvious point that shows 

failure is difficult due to structural redundancy and alternative paths to transfer the 

applied load to other parts. In such cases, a certain amount of strength reduction 

can be recognized as the failure point.  

3.6. Distribution of the pit characteristics 

As described in Fig. 3, random pit generation was executed based on the 

probability distributions of the pit characteristics. These distributions were 

obtained based on a literature survey on pitting corrosion in mild steel. The 

position vector (x, y) of each pit center was generated based on uniform distribution 

(Xia et al. 2021). In this connection, overlapping of the pits was also allowed to 

consider the intersection of pits and create a larger area of wall thinning. Statistical 

analyses on naturally and artificially corroded structures showed that the pit depth 

and aspect ratio follow lognormal distribution (Wang et al. 2018b; Xia et al. 2021). 

The average pit depth is a time-dependent parameter estimated for a specific 

environment and expected exposure time. As noted in Table 1, three different 

average pit depths were assumed (𝑑 =1mm, 2mm, 3mm). The logarithmic 

standard deviation of the depth of the pits (𝜎 ( )) was observed from 0.1 to 0.5 

without an obvious trend of change during the time of exposure (Xia et al. 2021). 

Therefore, a 0.3 constant logarithmic standard deviation of pit depth was 

considered for all average pit depths in this study. The AR is also time-dependent 



 

so that during the time of exposure, the pits change from shallow-wide pits (AR=60) 

into deep-narrow pits (AR=5) (Xia et al. 2021). Since well-penetrated pits are the 

most influential pits on ductile fracture (Wang et al. 2018a; Xu et al. 2016), a 5:1 

width to depth ratio was assumed as the average aspect ratio (𝐴𝑅 ) with a 0.6 

logarithmic standard deviation (𝜎 ( )) (Xia et al. 2021). It is worth mentioning 

that the logarithmic standard deviation of AR was also reported unchanged during 

the exposure time (Xia et al. 2021). It is also important to realize that although the 

selected averages and standard deviations do not imply a specific real situation, 

they are reasonable values adopted to expand the methodology into an application. 

All these distributions are summarized as follows:  

⎩
⎪⎪
⎨

⎪⎪
⎧

𝑥 = 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 [𝑥   𝑥 ]

𝑦 = 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 [𝑦   𝑦 ]

𝑑 = 𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙 𝑑 , 𝜎 ( )    𝑤ℎ𝑒𝑟𝑒    𝑑 = 1𝑚𝑚, 2𝑚𝑚, 3𝑚𝑚 ; 𝜎 ( ) = 0.3

𝐴𝑅 = 𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙 𝐴𝑅 , 𝜎 ( )    𝑤ℎ𝑒𝑟𝑒    𝐴𝑅 = 5: 1 ;  𝜎 ( ) = 0.6

𝑤 = 𝑑 × 𝐴𝑅

 

 (4) 

Where 𝑥 , 𝑥 , 𝑦  and 𝑦  specify the plate boundaries.  

4. Results and discussion  

For each nine intensity measures listed in Table 1, the intact mesh of the specimen 

was modified and analyzed for fifty randomly generated pitting morphologies. Fig 

9 shows the force-elongation curves for IM[5%, 2mm], IM[10%, 2mm] and 

IM[30%, 2mm]. The ultimate and failure points of each curve are highlighted in 

this figure. In addition, the failure elongation of the intact specimen is also 

provided for better comparison.   

The distribution of the highlighted points indicates that different random pitting 

morphologies with an identical intensity measure could change the capacity and 

deformability of the specimen. Statistical parameters for ultimate load and failure 

elongation are listed in Table 2.  

4.1. Effect of random pitting on the ultimate load  

Based on the obtained coefficients of variation, the ultimate load of the specimen 

experienced less than 6.5% of dispersion. Low dispersion indicates that details of 

pitting corrosion have a negligible effect on the ultimate load variation. As a result, 

a simplified method without pitting details can be employed to predict the ultimate 

load. The average reduction in ultimate load is 23.5% in the worst case (i.e., 



 

IM[30%,3mm]). Fig. 10 also indicates that the decrease in the ultimate capacity of 

the specimen is correlated with both 𝑑  and DOP by -0.52 and -0.72 correlation 

coefficients, respectively. These coefficients imply a meaningful correlation 

between these parameters. 

4.2. Effect of random pitting on the failure elongation  

According to Table 2, the failure elongation exhibited 12.6%-30.2% of dispersion 

due to variation of pitting pattern. This dispersion demonstrates the effect of pitting 

details on the ductility of the specimen by triggering the fracture initiation and 

propagation in different modes. Fig. 12 illustrates the most dominant modes that 

pitting affected fracture initiation and propagation. As shown in this figure, the 

fracture initiated at the centroid of the cross-section of the intact specimen and 

propagated towards the edges. Based on these results, the most critical section with 

the highest VGI demand is the center of the intact specimen. In some patterns, the 

fracture initiation was triggered by the occurrence of pits (not necessarily deep pits) 

at this critical location. In some other patterns, a deep pit was generated based on 

the described probability distributions for pit characteristics (refer to Eq. 4). This 

deep pit produced higher triaxiality and reduced the fracture strain so that an 

accelerated fracture initiated at the root of the pit and propagated through the plate. 

In addition, as Fig. 12 illustrates, the interaction between neighboring pits and 

interaction between pits and the edge of the plate could also expedite the fracture 

initiation. In some realizations, a combination of these modes was observed. These 

results indicate, if a simplified method rather than solid modeling is used, that 

method must address all these possible effects of pitting appropriately.    

Fig. 11 indicates that the reduction in deformability of specimen is correlated with 

both 𝑑  and DOP by -0.75 and -0.33 correlation coefficients, respectively. 

Therefore, deeper and denser pitting patterns led to more reduction in failure 

elongation; however, the effect of 𝑑  was more significant. This correlation also 

highlights the use of the integrated IM that identifies the level of the pitting 

corrosion based on both degree of pitting (DOP) and pit average depth (𝑑 ). 

According to Table 2, for the greatest intensity measure, i.e., IM[30%,3mm], the 

elongation reduced by 66% on average compared to the intact specimen. This 

reduction rate is an extreme deterioration in terms of deformability.  

 



 

Table 2. Statistical parameters of the ultimate load and failure elongation. 

 Ultimate load Failure elongation 

Pitting 
intensity  

Average 
(kN) 

Standard 
deviation 

(kN) 

Coefficient 
of 

variation 
(%) 

Average 
reduction 

of the 
ultimate 
load (%) 

Average 
(mm) 

Standard 
deviation 

(mm)  

Coefficient 
of 

variation 
(%) 

Average 
reduction 

of the 
failure 

elongation 
(%) 

IM[5%,1mm] 202.5 0.76 0.37 1.4 10.7 1.52 14.2 13.6 

IM[5%,2mm] 199.2 2.32 1.16 3.1 8.1 1.65 20.4 34.6 

IM[5%,3mm] 194.6 4.11 2.11 5.3 6.1 1.45 23.8 50.7 

IM[10%,1mm] 199.8 1.06 0.53 2.76 9.8 1.34 13.7 20.8 

IM[10%,2mm] 193.5 3.18 1.64 5.85 7.1 1.5 21.1 42.6 

IM[10%,3mm] 185.9 6.32 3.40 9.55 5.3 1.42 26.8 57.2 

IM[30%,1mm] 190.3 2.01 1.06 7.39 8.8 1.11 12.6 28.9 

IM[30%,2mm] 174.9 6.72 3.84 14.9 5.8 1.34 23.1 53.2 

IM[30%,3mm] 157.1 10.06 6.41 23.5 4.2 1.27 30.2 66.1 

 

 
Fig. 9. Force-elongation curves for 2 mm average pit depth and different DOPs.  



 

 
Fig. 10. The ultimate load is correlated with DOP and 𝑑 . 

 
Fig. 11. The failure elongation is correlated with DOP and 𝑑 . 

 



 

 
Fig. 12. Different modes of fracture initiation were observed under the effect of pitting corrosion. 

Contours show the VGI distribution. 

4.3. Component fragility curves  

Empirical Cumulative Distribution Function (ECDF) was calculated based on the 

fifty failure elongations for each intensity measure. These fragility curves provide 

the probability of failure for a given elongation as described in Eq. 1. Fig. 13 shows 

these fragility curves for a given DOP and different 𝑑  (1 mm, 2 mm, and 3 mm). 

Large Differences between these curves denote the significant effect of pitting 

characteristics on the deformability of the specimen. It is worth mentioning that 



 

for using these curves, the demand elongation of the component must be estimated 

based on the analysis of the global structure. It must also be reminded that for a 

specific environment and exposure time, only one fragility curve is required to use 

in the risk-based corrosion management procedure as described in Fig. 1.   

To compare these ECDFs with Lognormal, Normal, and Weibull (two-parameter) 

distributions, two-sample Kolmogorov–Smirnov (K-S) tests at a 5% significance 

level were used. K-S is a common nonparametric test method to check whether 

two datasets of samples are describing the same probability distribution or not 

(Sprent and Smeeton 2016). The goodness of fit was evaluated based on the K-S 

output parameters (statistic and P-value). These results indicated a better fit for all 

curves when a Lognormal distribution was used.  The fitted Lognormal curves are 

also presented in Fig. 13.  

 
Fig. 13. Fragility curves obtained for various DOP and 𝑑  (dotted curves denote fitted lognormal 

distributions) 



 

4.4. Number of random morphologies 

Using more random morphologies can help enhance the accuracy of the ECDFs of 

the failure elongation; meanwhile, it can increase the computational time and cost. 

In this study, fifty random pitting morphologies were initially evaluated; however, 

the failure elongation resulted from numerical models showed that using fewer 

patterns also can predict the results with the approximately same distribution. For 

this reason, the ECDFs of datasets with fewer pitting morphologies (i.e., 5, 10, 20, 

30, and 40) were compared to the ECDF from fifty morphologies. The results of 

the two-sample K-S test at a 5% significance level for all intensity measures 

indicate that twenty random morphologies can describe the ECDFs as almost 

accurate as fifty random morphologies.  

5. Conclusions 

Steel structures can experience excessive plastic deformations during their lifetime 

due to extreme events. Under a corrosive environment, the interaction of pitting 

corrosion and plastic deformation can affect the integrity of the steel components 

because of an accelerated ductile fracture. Therefore, pitting corrosion must be 

addressed appropriately to evaluate structural capacity and ductility during 

corrosion risk management procedures.   

This study proposed fracture-based fragility curves as tools that provide the 

probability of failure for a given intensity level of the pitting corrosion. A two-

parameter intensity measure was defined to describe the severity of the pitting 

corrosion based on the degree of pitting and the average depth of pits. For a 

predefined intensity level, the fragility curves can be obtained by analyzing the 

failure of steel components for various random pitting patterns generated 

according to the probability distributions of the pit characteristics (location, depth, 

aspect ratio).  A demonstration study on a tensile plate subjected to single-sided 

pitting corrosion at different levels of intensity measure showed that the developed 

fragility curves are powerful tools to consider the morphology-to-morphology 

uncertainties in structural evaluations. 

According to obtained fragility curves, both degrees of pitting (DOP) and the 

average depth of pits are influential on the probability of failure. However, the 

effect of average depth was more significant. It was observed that for a given 

intensity level of corrosion, the variation on the failure elongation of the plate 

could exceed 30%. In comparison, the dispersion in ultimate load was limited to 

6.4%. The significant variation of failure elongation was derived from different 



 

modes that corrosion pits triggered fracture initiation in various random 

morphologies. The interaction of two pits, the interaction between pits and the edge 

of the plate, and the existence of a well-penetrated pit are the most dominant modes 

that corrosion pits accelerate the ductile fracture initiation. In contrast, the low 

variation in ultimate load demonstrated that pitting details is less critical in 

predicting the ultimate capacity of the components.  

In addition, the effect of the number of random morphologies on the fragility 

curves was investigated by Kolmogorov–Smirnov tests. The results revealed that 

using twenty random morphologies is adequate to describe the fragility curves of 

the studied specimen; however, this number can vary by specimen configuration. 

Therefore, the number of random morphologies for other specimen configurations 

must be determined based on a similar procedure to capture all possible fracture 

initiation modes.  

The proposed method coupled with corrosion data and risk management 

procedures can be used for the life cycle evaluation of new or existing steel 

structures under excessive plastic deformations and corrosive environments. 

However, the main challenge regarding the applicability of the method is the 

considerable required computational resources. This is mainly attributable to the 

fine mesh of solid elements used for ductile fracture prediction. Future studies 

must move towards an optimal modeling technique in which all described effects 

of random pits can be involved in the failure of steel components with less 

computational effort.  
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Abstract 

Under excessive plastic deformations, pitting corrosion can accelerate ductile 

fracture initiation in steel structures. For an accurate numerical prediction of 

ductile fracture in corrosion pits, a micromechanical fracture criterion along with 

a fine three-dimensional solid meshing is required. Previous studies on this topic 

are limited to simple plates; however, for a more detailed component, e.g., steel 

beam-to-column joint, implementing the pit geometry on the global model of the 

joint is challenging in terms of meshing and computational time. In this paper, two-

level numerical modeling was employed to reduce the complexity of the problem. 

In this technique, submodels with refined mesh are used to perform 

micromechanical simulations and assess the ductility degradation of joints. For a 

case study joint, it was found that the pits near the edge of the web and flange 

plates are the most critical and can reduce the fracture initiation displacement of 

the joint by about 25%. On the other hand, the pits located on the edges of plates 

or far from the edges caused a negligible reduction in the fracture initiation 

displacement of the joint. These results suggest two-level numerical modeling as 

a viable technique to facilitate micromechanical simulation of pitting corrosion in 

corroded steel joints. 

KEYWORDS 

Ductile fracture; corrosion pit; steel joint; void growth model; plastic deformation; 

submodeling 



 

1. Introduction 

Progressive collapse is defined as an unpredicted extreme situation in which a local 

failure leads to a disproportionate global or partial collapse of a structure (Adam 

et al. 2018; GSA 2016; Sadek et al. 2010). In frame structures, columns carry the 

most gravity loads, and their removal is the most critical progressive collapse 

scenario (Adam et al. 2018; GSA 2016; Sadek et al. 2010). In steel structures, the 

unbalanced loads due to column removal are transferred by alternative paths 

provided by adjacent beams and joints (Sadek et al. 2010). These components are 

supposed to develop shear, flexural, and catenary resisting actions until the system 

reaches a new equilibrium (Adam et al. 2018; Sadek et al. 2010). Therefore, they 

are normally designed and constructed so that critical zones (i.e., plastic hinges) 

can sustain excessive plastic deformations before the loss of integrity. As also 

observed in experiments (Lew et al. 2013; Wang et al. 2021), the ductile fracture 

is the main failure mode of joints under this loading scenario. To ensure sufficient 

ductility of steel components, design codes (AISC 2016a; AISC 2016b) define 

protected zones and requirements to avoid pre-existing notches on them. A notch 

located in a protected zone can cause stress and strain concentration and accelerate 

fracture in a local spot.  Despite codes requirements, notches can also appear due 

to pitting corrosion under an aggressive environment. Pitting corrosion is one of 

the main forms of corrosion that initiates and propagates locally in steel structures 

located in a corrosive environment (Bardal 2004; Pedeferri 2018). Various 

structures, including industrial steel structures located in coastal areas, LPG 

terminals located on jetties, topsides of offshore facilities, can be subjected to 

pitting corrosion. These corroded structures can also experience extreme events 

like a column removal due to a ship or vehicle collision (see Fig. 1), a localized 

fire, an explosion caused in industrial facilities by gas pipe fracture, or a leakage 

of combustible liquids (Adam et al. 2018). The collapse of these facilities must be 

investigated under the coupled effect of the pitting corrosion and excessive plastic 

deformations to avoid disasters in terms of casualties, economy, and environment 

(DNV GL 2015).  

In general, the location of pits is extremely stochastic and difficult to predict 

(Bardal 2004; Pedeferri 2018). In addition, localized penetration and high cathodic 

to anodic area ratio increase the penetration speed so that pitting corrosion can 

affect a large portion of metal thickness in a short time (Pedeferri 2018). 

Depending on the geometry of pits, they can increase the plastic strain and stress 



 

triaxiality (Cerit 2013; Cerit et al. 2009; Ji et al. 2015; Pidaparti and Patel 2008; 

Turnbull et al. 2010; Wang et al. 2018) that are known as two influential 

parameters for ductile fracture initiation in metals (McClintock 1968; Rice and 

Tracey 1969). Ductile fracture initiation at the root or wall of a corrosion pit can 

be followed by ductile tearing that pushes the crack front at high-stress levels and 

increases the chance of failure by cleavage fracture and unstable crack propagation 

(Petti and Dodds Jr 2005; Wang et al. 2018). In most cases, no adequate 

information is available on the effect of localized corrosion on overall member 

ductility. Therefore, finite element analysis (FEA) is usually performed 

(International Standards Organization 2008). Previous studies on simple tensile 

plates (Ahmmad and Sumi 2010; Songbo et al. 2021; Wang et al. 2018; Wang et 

al. 2017; Xu et al. 2016; Zhao et al. 2020) indicated that when the ductile fracture 

of steel components is under investigation, a three-dimensional representation of 

the pit geometry associated with a micromechanical fracture criterion is needed to 

assess the structural integrity. A fine discretization of the corrosion geometry must 

be utilized in such numerical models to predict the local responses on the pits 

properly (Ahmmad and Sumi 2010; Songbo et al. 2021; Wang et al. 2018; Wang 

et al. 2017). However, to the authors' knowledge, no study has quantified the effect 

of pitting corrosion on the ductility of steel joints under a column removal scenario. 

Steel joints possess more sophisticated geometries than simple plates and can 

produce more complicated stress and strain distributions. The solid meshing of the 

complex geometry of a joint and analyzing it for various pitting scenarios could be 

challenging, particularly when a micromechanical fracture criterion is employed. 

In addition, multiple zones in joints can experience excessive plastic deformations 

that all must be investigated for fracture.  

This study aims to reduce the difficulties regarding meshing and micromechanical 

simulation of the corroded joints using a two-level numerical modeling technique. 

This technique was used through a parametric numerical study to assess the effect 

of an isolated corrosion pit on the ductile fracture initiation of a case study joint. 

Based on such analyses, one can determine which pit (with a certain geometry and 

location) can be considered critical and must be treated to avoid joint collapse for 

probable future events.  



 

 
Fig. 1. A collision between a vessel and a steel production platform can lead to a progressive collapse. 

2. Methodology 

When the ductile fracture is the failure mode of steel components, 

micromechanical fracture modeling predicts fracture more accurately than 

traditional fracture mechanics (Wang et al. 2011). Micromechanical models are 

able to simulate the fundamental mechanisms of fracture by utilizing the modern 

computational capacity to predict localized stresses and strains (Kanvinde and 

Deierlein 2004). However, when a notch like a corrosion pit exists, these models 

require fine solid meshing around the pit domain to accurately capture localized 

stresses and strains (Ahmmad and Sumi 2010; Songbo et al. 2021; Wang et al. 

2018; Wang et al. 2017; Xu et al. 2016; Zhao et al. 2020).  

On the other hand, the meshing convergence and computational time would be 

challenging if the overall three-dimensional model of a steel component (e.g., a 

joint) is used to implement pits. One possibility to refine the mesh in the pit domain 

is to use tetrahedral elements that support fully automatic tetrahedral meshers 

(Dassault Systèmes 2014). However, for the same degree of freedom and the same 

amount of layers of elements through the thickness of a member, one needs 

significantly more tetrahedral elements compared to hexahedrons (Wang et al. 

2017). Moreover, the first-order tetrahedral elements are not sufficiently accurate 

for structural calculations, particularly when large plastic strains are involved 

(Dassault Systèmes 2014). As a result, the second-order formulation must be 

chosen that even needs more computational resources. In contrast, developed 

reduced integration hexahedral elements can remarkably increase computational 

efficiency without significant loss of accuracy (Dassault Systèmes 2014). Finally, 

it is worth mentioning that before fracture initiation, modeling details of a local 

region around the pit has a negligible effect on the overall solution of the joint. 



 

This study utilized two-level numerical modeling to overcome difficulties 

associated with modeling pits in complicated geometries. First, as described in Fig. 

2, the nonlinear finite element analysis of the joint (not corroded) is carried out at 

the global level without pit implementation. Then based on the outcomes of this 

model and submodeling technique, critical regions are studied for fracture 

modeling and pit existence. Submodeling is a technique to investigate a local 

region with a more refined mesh based on the interpolation of the solution from a 

relatively coarse mesh in the global model (Hirai et al. 1984; Kardak 2015; Mao 

and Sun 1991; Marenić et al. 2010; Narvydas and Puodziuniene 2014). This 

technique effectively obtains the solution with a higher resolution in the local 

region of interest, e.g., a corrosion pit (Liu et al. 2021; Mao and Sun 1991; Verma 

et al. 2019).  

There are two common submodeling techniques. In the displacement-based 

method, the boundary conditions of the submodel are nodal displacements 

extracted from the global model. The second method is called stress-based 

submodeling that stresses or tractions from the integration points are transmitted 

to the submodel as boundary conditions. The displacement-based submodeling 

method is preferred for large displacement problems because boundary conditions 

calculated using displacement can converge faster than the stress field (Sun and 

Mao 1988). In addition, Narvydas and Puodziuniene (2014) demonstrated that 

displacement-based submodeling is less sensitive to the mesh density of the global 

model and can provide higher accuracy than the stress-based method. 

Like other finite element methods, this technique is also subjected to numerical 

errors classified into two main categories: Discretization errors and boundary 

condition errors.  Discretization errors are inherent in the determination of 

responses with the finite element method (Oñate 2013). Since using a fine mesh in 

submodels is controlled by micromechanical modeling, the discretization errors in 

the submodels might be less critical. As a result, most of the discretization errors 

are originated from the global model and must be kept within a reasonable range 

to calculate boundary responses accurately for the submodels (Kardak 2015). This 

error can be controlled by refining the mesh until further refinement causes no 

significant change in the nodal displacement output of the global model (Kardak 

2015; Oñate 2013). 

Besides the discretization errors, the submodeling technique is also affected by 

boundary condition errors (Cormier et al. 1999; Kardak 2015; Mao and Sun 1992). 

As illustrated in Fig. 2, mesh refinement in submodels creates additional degrees 



 

of freedom at boundaries that do not exist in the global model (Sun and Mao 1988). 

The global solution only provides displacements at the nodes of the original coarse 

mesh. Consequently, the displacement boundary conditions for new nodes in 

submodels must be derived based on the shape function of the original elements in 

the global model (Sun and Mao 1988). This interpolation can induce error in the 

boundary condition of the submodels. Therefore, the global mesh size adequacy 

must be checked for proper transmission of displacements into submodels. In order 

to evaluate the amount of these errors, the boundary responses of the submodels 

are compared to the corresponding region in the global model. In addition, to 

reduce the effect of the boundary condition errors on the local notch, the submodel 

region must be sufficiently taken away from the region of interest. Sun and Mao 

(1988) suggested this distance at least one coarse element in the global model. 

It is worth mentioning that submodeling is a one-directional boundary condition 

exchanging from the global to the submodel with no feedback from the submodel 

to the global model (Mora et al. 2020; Narvydas and Puodziuniene 2014; Verma 

et al. 2019). Therefore, for the displacement-based submodeling, it is essential to 

ensure that the stiffness of the submodel is the same as the corresponding region 

in the global model (Narvydas and Puodziuniene 2014). However, the stiffness can 

be different due to mesh refinement if the global mesh is significantly coarser than 

the submodel. In addition, when the fracture is under investigation, the stiffness of 

the submodel changes due to fracture development and material separation. In 

consequence, boundary conditions provided by the global model are not realistic 

for the post-fracture analysis of the submodel.  

Since this study is limited to fracture initiation in joints, the submodel stiffness is 

not affected by local fracture propagation. Therefore, displacement-based solid-to-

solid submodeling was considered to transmit the nodal displacements from the 

global model to the submodels as boundary conditions. Based on this technique 

and the procedure described in Fig. 2, various pit location scenarios were analyzed 

for a case study joint. Then, the fracture initiation displacement of each corroded 

scenario was compared with the intact submodel as a benchmark to quantify the 

joint degradation in terms of fracture initiation. 



 

 
Fig. 2. An illustration of two-level finite element modeling and the procedure for micromechanical 

modeling of the corroded joints.  

2.1. Micromechanical fracture criterion 

Calibrated material constitutive model and fracture criterion are required to predict 

the nonlinear behavior and fracture initiation in steel material. In this study, the 

void growth model (VGM) was selected to characterize the ductile fracture 

initiation. Based on the theoretical studies done by Rice and Tracey (1969) on the 

processes of void growth and coalescence,  Kanvinde and Deierlein (2006) used 

VGM as a micromechanical fracture criterion. In VGM, an explicit continuous 

integration of the stress triaxiality ratio (𝜂) with respect to equivalent plastic strain 

(𝜀�̅�) is done. These two parameters are known as the main influential parameters 

on the ductile fracture of metals under monotonic tensile loads (i.e., 𝜂 >  0.33) 

(McClintock 1968; Rice and Tracey 1969). For situations with large geometry or 

triaxiality variation, VGM is a more appropriate criterion than instantaneous 

criteria in which only the current values of stress and strain are used (Kanvinde 

and Deierlein 2004). VGM has only one calibration parameter, i.e., the critical void 

growth index. Therefore, the model offers a good compromise between accuracy 

and complexity compared to other models like Gurson-Tvergaard-Needleman 

(GTN) with more parameters for a single material (Jia and Ge 2019). 

Based on the VGM, the fracture initiates when the size of voids exceeds a critical 

value (Kanvinde and Deierlein 2006) that can mathematically be written as 

follows: 

𝑉𝐺𝐼 = ∫ 𝑒1.5𝜂 . 𝑑𝜀�̅�
�̅�𝑝

0
> 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙              (1) 



 

The left-hand side of this inequality is known as the Void Growth Index (𝑉𝐺𝐼) that 

is an integration of 𝜂 with respect to 𝜀�̅�. The critical void growth index (𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) 

on the right-hand side can be understood as a material property that is calibrated 

based on the smooth-notched tensile specimens and complementary finite element 

analyses (Kanvinde and Deierlein 2006). It is worth mentioning that to evaluate 

the fractured state based on a representative volume rather than a single point; the 

𝑉𝐺𝐼 is typically compared with  𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 over a characteristic length (ℓ∗) of the 

mild steel that is reported 0.4-0.1 mm (Kanvinde and Deierlein 2006; Liao et al. 

2012).  

3. Case study 

To present a demonstration of the described method, a sub-assemblage of a typical 

welded beam-to-column steel joint with an isolated corrosion pit was investigated 

under a column removal scenario. More details about this case study are presented 

in the following subsections. 

3.1. Sub-assemblage description    

As described in Fig. 3, the sub-assemblage was composed of two half-span beams 

and one column which moves vertically in the middle. This configuration has been 

widely used in different numerical and experimental studies (Adam et al. 2018) to 

simulate the effect of interior column removal. Based on this configuration, the 

inflection points are assumed at the middle of the beam span and modeled as pin 

supports (See Fig. 3).  

A Welded Unreinforced Flange-Welded web (WUF-W) joint was selected in 

which rolled IPE360 steel beams were framed into a HE200M column by double-

beveled tee welds and extra fillet welds as described in Fig. 4. Studies showed that 

adding an extra fillet weld effectively reduces fracture potential in the butt welds 

in moment-resisting joints (Chi et al. 2000). This weld configuration was selected 

to ensure that the weld is well-reinforced and does not fracture before the base 

metal, as the fracture of welds is outside the scope of this study. All steel members 

were fabricated from S355J2 steel grade that is known as a variant of S355 

absorbing a minimum of 27J of energy in low temperatures (-20°C) based on the 

V-notch impact tests (European Committee for Standardization 2004). Weld 

access holes were used to perform the welds based on AWS D1.8, 2016 

recommendation (American Welding Society (AWS) D1 Committee on Structural 



 

Welding 2016). Fig. 4 illustrates the geometry of the weld access holes and 

continuity plates used in the studied joint.   

 
Fig. 3. The configuration of joint sub-assemblage under a column removal scenario. 

 

 
Fig. 4. Welding configuration and the weld access hole geometry of the studied joint. 

3.2. Pit characteristics 

Previous studies on corrosion pits (Duddu 2014; Xu et al. 2016) indicated that 

when they are significantly developed into the thickness of plates, the pits can be 

approximated by a semi-ellipsoid, as shown in Fig. 5. Many authors (Cerit 2013; 

Cerit et al. 2009; Huang et al. 2010; Wang et al. 2018; Yan et al. 2019; Zhang et 

al. 2015; Zhao et al. 2020) implemented pitting corrosion in numerical models 

based on this approximation. In this study, also a semi-ellipsoidal shape was 

assumed to be an acceptable morphology to implement pits in numerical models. 

Other possible pit geometries like narrow crack-shaped pits that increase the 

chance of brittle fracture were not considered in this research.  

 
Fig. 5. Typical morphology of corrosion pits obtained by Scanning Electron Microscope (SEM) (Cerit 

2013, with permission): (a) a wide semi-ellipsoidal pit, (b) a semi-spherical pit, and (c) a narrow semi-

ellipsoidal pit. 



 

The joint was studied for different scenarios of a single pit penetrated in critical 

regions of the described joint. According to Table 1, all pit scenarios can be 

classified into three categories based on the pit location relative to the free edge of 

the web or flange plate. In the edge pit category, the pit cut the free edge of the 

plates, and it was assumed that the pit center coincides with the edge line. In the 

near-edge category, the pit penetrates close to the free edge of the plates so that a 

ligament is formed between the pit and the edge. In this category, the effect of edge 

ligament was studied for three different ligament lengths (𝑙𝑒 = 𝑡/12, 𝑡/6, and 𝑡/

4), where 𝑡 is the plate thickness. The rest of the pit scenarios are in the far-edge 

category in which the pit is located far from the free edges of the plates.  

All these pit categories were also investigated for different geometrical parameters. 

According to Table 1, two values of pit depth were studied in which the pit 

penetrated to 50% and 25% of plate thickness (𝑡). The plate thickness was 12.7 

mm and 8 mm for the flange and the web of the beam (IPE360), respectively. In 

addition, for each depth, three different pit aspect ratios (𝐴𝑅 = 1, 0.5, 0.25) were 

studied. This geometrical parameter is defined as the ratio between the pit radius 

and the pit depth (𝐴𝑅 = 𝑟/𝑑) and can affect local responses in the pit, i.e., plastic 

strain and stress triaxiality (Cerit 2013; Cerit et al. 2009; Ji et al. 2015; Pidaparti 

and Patel 2008; Turnbull et al. 2010; Wang et al. 2018). According to this 

definition, for a given pit depth, a smaller 𝐴𝑅 denotes a narrower pit. Fig. 6 

illustrates schematically all different pit characteristics investigated in this study.  

Based on the FEA of the intact joint as presented later, the most critical places in 

the flange and the web of the beam with higher equivalent plastic strain were 

identified and considered as submodels. Then, the isolated pit was moved in those 

areas according to predefined grids. For the tensile flange, the pit was assumed to 

penetrate the outer fiber of the flange by various location scenarios, as described 

in Fig. 7. This grid was defined above the weld access hole for the web of the 

beam, as illustrated in Fig. 8. The above-described pitting matrix includes 582 

pitting scenarios which are different in terms of location, depth, and aspect ratio.  

 
Fig. 6. An illustration of different investigated characteristics of the corrosion pit. 

 



 

Table 1. Isolated pit characteristics matrix. 

notation pit depth (𝑑) location pit aspect ratio (𝐴𝑅) edge ligament length (𝑙𝑒) 

P1 𝑡/2 * 

far-edge 
1 - 

0.5 - 
0.25 - 

near-edge 
1 t/12, t/6, t/4 

0.5 t/12, t/6, t/4 
0.25 t/12, t/6, t/4 

edge 
1 - 

0.5 - 

0.25 - 

P2 𝑡/4 

far-edge 
1 - 

0.5 - 

0.25 - 

near-edge 
1 t/12, t/6, t/4 

0.5 t/12, t/6, t/4 
0.25 t/12, t/6, t/4 

edge 
1 - 

0.5 - 
0.25 - 

* 𝑡 is 12.7mm for the flange plate and 8mm for the web plate. 

 

 

 
Fig. 7. Pit location grid on the flange of the beam (all dimensions are in mm). 

 
Fig. 8. Pit location grid on the web of the beam (all dimensions are in mm). 



 

3.3. Finite element modeling  

Abaqus finite element software was used based on an implicit integration scheme 

to simulate the global model and submodels. Eight-node brick elements with 

reduced integration (C3D8R) were used to discretize the geometry of models. This 

element is a general-purpose linear brick element with only one integration point 

at the center, significantly reducing computational time compared to fully 

integrated elements (Dassault Systèmes 2014). In addition, due to the reduced 

integration point, this element is not subjected to the shear locking phenomenon 

observed in fully integrated elements (Dassault Systèmes 2014).  

Fig. 9 illustrates different mesh refinements used to discretize the geometry of the 

global model and submodels of the joint. To predict the fracture initiation in the 

intact submodel, a 1 mm mesh size was used (see Fig. 9.e). Previous studies 

(Kanvinde and Deierlein 2007; Mahdavipour and Vysochinskiy 2021) showed that 

elements larger than the material’s characteristic length (ℓ∗) can predict fracture 

initiation accurately when there is no sharp notch. However, in submodels with 

corrosion pit, a very fine mesh (0.3-0.2 mm) was employed for the pits and 

surrounding areas, as shown in Fig. 9. This mesh size is approximately one-tenth 

of pit depth and is also comparable with the characteristic length of the mild steel 

(Kanvinde and Deierlein 2006; Liao et al. 2012).  Similar mesh density was also 

used by (Wang et al. 2018). The other regions of the submodels were discretized 

by 3 mm mesh size as was used for the global model.  

For the global model discretization, a 3 mm mesh density was employed at the 

critical region of the beam (near to the column face). The number of layers of 

elements through the thickness of plates in the global model was selected based on 

a standard mesh sensitivity analysis. For this purpose, the global model was 

analyzed for 3, 5, 7, and 9 layers of elements through the plates. Fig. 10.a compares 

the longitudinal nodal displacements across the beam flange where the boundary 

condition of the intact submodel was defined. These curves were obtained for 377 

mm of joint vertical displacement corresponding to fracture initiation displacement 

of the intact submodel, as described later. According to these curves, nodal 

displacement in the global model changed only 0.21% in maximum when the 

number of layers increased from seven to nine. As a result, mesh refinement 

converged, and seven layers were selected to extract the submodels' boundary 

conditions.  



 

To ensure that the mesh refinement in submodels did not change the stiffness 

significantly, the stress in the boundary of the intact submodel and global model 

are compared in Fig. 10.b. These curves were obtained for the same amount of 

joint vertical displacement (377 mm). This comparison indicated that the 

maximum difference between stress profiles in the submodel and global model is 

about 3%. This value implies that the boundary condition was transmitted from the 

global model to the submodel with an acceptable level of boundary condition error.  

Because of the symmetry of the sub-assemblage, only half geometry was modeled, 

and symmetric boundary condition was applied on the symmetry plane, as shown 

in Fig. 9. Boundary conditions were assigned to the Reference Points (RP) defined 

at the ends of the beam and the column. These reference points were constrained 

to the section nodes by kinematic coupling constraints. All these reference points 

were also restrained for out-of-plane movements. As shown in Fig. 9, the column 

removal was modeled by a static vertical displacement acting on RP2. It is 

important to realize that progressive collapse is a nonlinear dynamic phenomenon 

in nature. However, this study focused on capacity evaluation rather than demand 

assessment. Therefore, static push-down analysis was employed as a standard 

method recommended by reputable guidelines (GSA 2016) and (DoD 2009) that 

was also used in the recent open literature (Adam et al. 2018; Daneshvar and Driver 

2019; Lee et al. 2021; Qian et al. 2020; Qiu et al. 2020; Wang et al. 2020).  

The geometry of all welds was modeled to have realistic stress and strain 

distribution on the beam. All weld profiles were attached to the beam and column 

by tie constraints to simulate no relative motion between them (Dassault Systèmes 

2014).   



 

 
Fig. 9. Finite element modeling details: a) the global model of the joint and applied boundary conditions, 

b) mesh refinement in the global model, c) a submodel from the beam flange, d) a submodel from the 

beam web, e) Intact submodel and mesh configuration,  f) mesh configuration of an edge pit, g) mesh 

configuration of a near-edge pit, h) mesh configuration of a far-edge pit. 



 

 
Fig. 10. Mesh sensitivity analysis result at the boundary of submodel region: a) Longitudinal nodal 

displacement of global model converged by using seven layers of elements through the thickness of the 

plates, b) Comparison between stress values obtained from the global model and submodel. 

3.4. Calibrated material properties 

Material nonlinear behavior of the joint was simulated by von Mises yield criterion 

associated with isotropic hardening. Fig. 11 illustrates the average plastic flow 

curves used for base metal (S355J2) calibrated by Mahdavipour and Vysochinskiy 

(2021). Calibrated 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 was also averaged 3.09 for this steel grade 

(Mahdavipour and Vysochinskiy 2021). The weld plastic flow curve adapted from 

(Tu 2017) is also shown in Fig. 11; however, the fracture of welds was not 

modeled. In addition, the average of Young's modulus (𝐸) and Poisson's ratio (𝜈) 

was assumed to be 200 GPa and 0.3, respectively.  

 
Fig. 11. Plastic flow curves used in the numerical models (Mahdavipour and Vysochinskiy 2021; Tu 

2017). 

 



 

Fig. 12 compares numerical and experimental force-displacement and fracture 

patterns of two pull-plate tests with different hole configurations (Mahdavipour 

and Vysochinskiy 2021). As this figure indicates, the above-described material 

model could predict the fracture of the tested specimens accurately. More 

information about these validation tests is available in (Mahdavipour and 

Vysochinskiy 2021). 

It is worth mentioning that the VGM is not a built-in fracture criterion in Abaqus. 

Therefore, a USDFLD user subroutine was developed to implement the VGM in 

the numerical models. This subroutine was called at each time increment to 

calculate the 𝑉𝐺𝐼 for all integration points. 

 
Fig. 12. Material model validation for two pull-plate specimens fabricated from S355J2 with different 

hole configurations (Mahdavipour and Vysochinskiy 2021). 

4. Results and discussion 

In this section, the joint vertical displacement corresponding to fracture initiation 

of the intact submodel (uncorroded) was considered as the benchmark value 

(hereafter is called fracture initiation displacement, ∆𝑓(𝑖𝑛𝑡𝑎𝑐𝑡)). Then the corroded 

submodels with different described pit scenarios were investigated up to this 

displacement. Indeed, if a corrosion pit can initiate fracture by less vertical 

displacement of the joint, that is a deteriorating factor in terms of ductile fracture 

initiation. 

4.1. Result of the intact joint 

Fig. 13 shows the equivalent plastic strain (𝜀�̅�) distribution and the fracture 

location predicted for the intact submodel. As indicated in this figure, the fracture 

occurred at the root of the weld access hole (center of the flange). The same pattern 

of fracture initiation was reported in similar types of joints studied by other 



 

researchers (Sadek et al. 2010; Wang et al. 2021). Fig. 14 shows the vertical force-

displacement curve of the intact joint up to the fracture initiation displacement 

(∆𝑓(𝑖𝑛𝑡𝑎𝑐𝑡)=377 mm). Beyond this displacement, the effect of the corrosion pit is 

less important because the intact joint is already fractured.  

 
Fig. 13. Intact submodel to predict the fracture initiation of the uncorroded joint: a) mesh configuration b) 

location of fracture initiation, c) distribution of equivalent plastic strain (𝜀�̅�). 

 
Fig. 14. The vertical force-displacement curve of the intact joint up to the fracture initiation displacement. 

4.2. Result of the corroded joint 

All submodels with an isolated corrosion pit were analyzed up to the fracture 

initiation displacement of the intact joint. Based on the results, dissimilar patterns 

of fracture initiation were observed in different pit categories. For the far-edge pits, 

the maximum 𝑉𝐺𝐼 occurred at the root of the pits, and the ductile crack was 

initiated at this location. The near-edge pits fractured in the ligament between the 

pit and the free edge of the plates. The maximum 𝑉𝐺𝐼 in the edge pits was observed 

on the wall; however, no fracture was observed for this pit category. Fig. 15 shows 



 

examples of the 𝑉𝐺𝐼 distribution and fracture initiation pattern of these three 

categories of pits. 

 
Figure 15. Examples of the 𝑉𝐺𝐼 distribution and fracture initiation pattern: a) an edge pit without fracture 

initiation, b) a far-edge pit with fracture initiation at the root of the pit, c) a near-edge pit with fracture 

initiation at its ligament. 

4.2.1. Edge and far-edge pits  

Fig. 16 and 17 present the 𝑉𝐺𝐼 ratio for the edge and far-edge pits in different 

locations.  𝑉𝐺𝐼 ratio is defined as the maximum 𝑉𝐺𝐼 normalized by 𝑉𝐺𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 . 

The 𝑉𝐺𝐼 ratios larger than 1.0 are filled by gray color to denote locations with 

fracture initiation. Important to realize that ratios larger than 1.0 are physically 

impossible. However, in these figures, larger values were also used to make a more 

sensible comparison between different locations in terms of 𝑉𝐺𝐼 demand. All these 

distributions of 𝑉𝐺𝐼 ratio were obtained for a vertical displacement corresponding 

to the fracture initiation displacement of the intact joint (∆𝑓(𝑖𝑛𝑡𝑎𝑐𝑡)). According to 

these figures, the 𝑉𝐺𝐼 ratio is lower than 1.0 for all free edges of the plates. It 

means that no edge pit was fractured before the intact joint fracture. As a result, 

such pits can be classified as noncritical pits for the fracture initiation of the joint. 

In contrast, the far-edge pits experienced 𝑉𝐺𝐼 ratios larger the 1.0 in the region 

close to the butt welds and around the middle of the flange. Based on these 

distributions, no far-edge pit fractured in the distance larger than 2𝑡𝑓 from the 



 

weld. For far-edge pits located on the web of the beam also a rectangular bounded 

by a distance less than 2𝑡𝑤 from the weld and about 3𝑡𝑤 from the weld access hole 

can be identified as the critical region. These values also indicate that the 

submodels were selected large enough to capture all critical places for fracture 

initiation of the pit. Fig. 16 and 17 also reveal more details about the effect of 

different pit geometrical characteristics (depth and aspect ratio). As a general 

trend, when the aspect ratio (𝐴𝑅) decreased, or the depth of pits (𝑑) increased, the 

pits at the same location showed a higher 𝑉𝐺𝐼 ratio. In other words, the gray areas 

which show the fractured state were larger for narrower and deeper pits (e.g., pits 

in the flange with 𝑑 = 𝑡𝑓/2 and 𝐴𝑅 =0.25 were the most critical).   

Although these figures are beneficial for identifying the critical locations with high 

potential of fracture initiation, they do not provide enough information about the 

reduction in the fracture initiation displacement of the joint. For this purpose, a 

scatter plot was drawn in Fig. 18 in which the ratio between fracture initiation 

displacement of the corroded joint and the intact joint (∆𝑓(𝑐𝑜𝑟𝑟𝑜𝑑𝑒𝑑)/∆𝑓(𝑖𝑛𝑡𝑎𝑐𝑡)) is 

shown for all fractured far-edge pits. The points shown in this figure are classified 

based on the pit aspect ratio and location. Obviously, the pit fracture can reduce 

the fracture displacement of the joint by 11% in maximum; however, the average 

value for all fractured pits denotes less than 5% reduction that is negligible. Based 

on these ratios, one might conclude that edge and far-edge pits by the described 

characteristics would not affect the joint integrity significantly.  



 

 
Figure 16. Distribution of the 𝑉𝐺𝐼 ratio on the half flange of the beam for different depths and aspect ratios 

of the pit.  



 

 
Figure 17. Distribution of the 𝑉𝐺𝐼 ratio on the web of the beam for different depths and aspect ratios of the 

pit.   

 
Figure 18. The ratio of fracture initiation displacement of the joint subjected to an isolated far-edge pit 

(the dashed line denotes the average ratio). 

 



 

4.2.2. Near-edge pits 

As described, the near-edge pits penetrate close to the free edge of the flange or 

weld access hole, and a ligament is formed between the pit and the edge of the 

plates (see Fig. 6). This ligament can act as a notch concentrating local stress and 

strain and starts ductile fracture when the joint sustains excessive plastic 

deformations. Fig. 19 shows the 𝑉𝐺𝐼 ratio for the near-edge pits with 𝑑 = 𝑡𝑓/2 

and different aspect ratios (𝐴𝑅) and ligament lengths (𝑙𝑒) as a portion of the flange 

thickness (𝑡𝑓). The pits arrangement is shown in Fig. 7.b. The dashed lines in Fig. 

19 indicate the fracture initiation threshold (𝑉𝐺𝐼 ratio=1). Based on this figure, one 

can determine a 7𝑡𝑓 (or equally about 0.25 of the beam depth) distance from the 

butt weld as a critical zone for the fracture initiation of the near-edge pits in the 

flange. In this zone, the fracture initiation in the ligaments could occur earlier than 

the fracture of the intact joint. However, it also depended on the ligament length 

(𝑙𝑒). For example, almost all pits within this zone that also possessed a narrow 

ligament (𝑙𝑒 = 𝑡𝑓/12 ) experienced fracture before the intact joint while none of 

the pits with 𝑙𝑒 = 𝑡𝑓/4 exceeded the fracture threshold. As this figure indicates, in 

general, a smaller AR increased the 𝑉𝐺𝐼 ratio in the ligament but for some pits  

(e.g., pits with 𝑙𝑒 = 𝑡𝑓/12) this rule is not the case. Indeed, the 𝐴𝑅 changes both 

the elevation and plan geometry of ligaments vice versa. Smaller 𝐴𝑅 (narrower 

pit) provides less metal between the pit wall and the flange edge while at the same 

time it increases the surrounding metal due to a smaller radius. The same results 

were obtained for the near-edge pits on the web of the beam as described in Fig. 

8.b. Based on the results, the whole straight edge of the weld access hole was 

critical, and fracture initiated in most of the pits located in this region with a 

displacement smaller than the intact joint. To quantify the reduction in the fracture 

initiation displacement of the joint, a scatter plot of the ratio of fracture initiation 

displacement of the corroded joint and the intact joint (∆𝑓(𝑐𝑜𝑟𝑟𝑜𝑑𝑒𝑑)/∆𝑓(𝑖𝑛𝑡𝑎𝑐𝑡)) is 

shown in Fig. 20 for all fractured near-edge pits. As this figure shows, the fracture 

was initiated with less than 75% of the joint vertical displacement for some near-

edge pit scenarios. One may conclude if the initiated crack propagates as a ductile 

tearing and in the form of an unstable crack propagating could make a significant 

reduction (more than 25%) in the joint ductility. These results highlight  the 

importance of inspection, monitoring, and treatment of such pits. It should be noted 

that increasing the pit size during the time of exposure can change a far-edge pit 

into a near-edge pit. More exposure time also can reduce the ligament of an 



 

existing near-edge pit. Such a pit development near the edge of the plates would 

play a key role in the final ductility of the joint.  

 
Figure 19. 𝑉𝐺𝐼 ratio of the flange near-edge pits with 𝑑 = 𝑡𝑓/2 (at the fracture initiation displacement of 

the intact joint). 

 
Figure 20. The fracture initiation displacement ratio of the joint subjected to an isolated near-edge pit (the 

dashed line denotes the average ratio). 



 

5. Conclusions 

Despite code requirements regarding protection methods to avoid pitting 

corrosion, it is still happening in steel structures located in aggressive 

environments. Furthermore, many aged facilities that are kept in operation beyond 

their design life can also be subjected to extreme events like a column removal 

scenario. In such a situation, the interaction between excessive plastic 

deformations and pitting localization can lead to ductility degradation by an 

accelerated fracture initiation. Therefore, evaluation of the pitting effect on the 

structural integrity of steel joints could be vital for the performance of the global 

structure under future events.  

On the other hand, accurate numerical prediction of ductile fracture in corrosion 

pits requires a micromechanical fracture criterion and a fine three-dimensional 

solid mesh in the pit domain. However, for complicated geometry of beam-to-

column joints implementing the pit geometry on the overall model of the joint and 

achieving proper mesh configuration is challenging and time-consuming.  

In this study, two-level numerical modeling was employed to overcome these 

challenges. In this technique, a global model was used to carry out the nonlinear 

finite element analysis of the overall joint. Then various pit scenarios were 

investigated by micromechanical simulations on submodels taken from the critical 

regions of the joint.  

This approach was examined through a parametric numerical study performed on 

a typical welded steel beam-to-column joint with an isolated corrosion pit and 

under a column removal scenario. The critical pitting scenarios were identified by 

comparing the fracture initiation of the corroded joint with the intact joint 

(uncorroded). Fracture initiation in the joint was studied for three categories of pits 

specified based on their location relative to the free edge of plates (edge, near-

edge, and far-edge pits). Besides the location of the pit, the geometrical properties 

of the pit (depth and aspect ratio) were also investigated. For this purpose, two 

depths of pit penetration (𝑡/2 and 𝑡/4) and three values of pit aspect ratio (1, 0.5, 

and 0.25), and also three values of edge ligament length (𝑡/12, 𝑡/6, and 𝑡/4) were 

considered. In total, 582 submodels subjected to an isolated pit were analyzed. 

Based on the numerical outcomes of the case study joint, the main conclusions that 

can be drawn are:  

• No edge pit was fractured before the intact joint fracture. As a result, 

such pits can be considered noncritical for the ductility of the joint.  



 

• Far-edge pits close to the butt welds in both flange and web exhibited the 

fracture initiation earlier than the intact joint. However, the reduction in 

fracture displacement was minor (11% in maximum). As a result, such 

isolated pits also can be skipped due to their insignificant effect.   

• Near-edge pits were identified as the most critical pits that can accelerate 

the fracture initiation of the joint compared to two other categories, 

particularly when they form a narrow ligament between the pit and the 

free edge of plates. The result showed that the fracture initiation 

displacement of the intact joint was reduced by about 25% when near-

edge pits existed. If the initiated ductile crack propagates in the form of 

ductile tearing and unstable crack propagation, it can significantly reduce 

the joint ductility. These results highlight the importance of inspection, 

monitoring, and treatment of near-edge pits or far-edge pits that can 

change into a near-edge pit during the exposure time. 

• Regarding geometrical parameters, the results showed that when the 

aspect ratio decreased (narrower pit) or the pit's depth increased, there 

was an increased tendency to fracture. 

These results suggest the two-level numerical modeling as a capable technique to 

facilitate micromechanical simulation of pitting corrosion in complicated 

components under excessive plastic deformations. Based on this technique, 

engineers can scrutinize the behavior of corroded joints to find a proper treatment 

strategy.  

6. Limitation and future work 

This study is limited to an isolated pit. In a real situation, distribution of pits along 

with uniform corrosion can occur. As a result, the joint fracture behavior must also 

be investigated for a reduction of the cross-section area and interaction between 

pits. Future studies should consider a more realistic distribution of pits and involve 

more aspects of the problem, such as the joint size effect, structural details, and 

pitting corrosion of the welds. A procedure can be made to consider all these 

factors efficiently in the inspection, monitoring, and treatment of such joints to 

avoid their collapse for a prolonged lifetime. 
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