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a b s t r a c t

Aspect-based sentiment analysis (ABSA) aims at identifying fine-grained polarity of opinion associated
with a given aspect word. Several existing articles demonstrated promising ABSA accuracy using
positional embedding to show the relationship between an aspect word and its context. In most cases,
the positional embedding depends on the distance between the aspect word and the remaining words
in the context, known as the position index sequence. However, these techniques usually employ
both complex preprocessing approaches with additional trainable positional embedding and complex
architectures to obtain the state-of-the-art performance. In this paper, we simplify preprocessing by
including polarity lexicon replacement and masking techniques that carry the information of the
aspect word’s position and eliminate the positional embedding. We then adopt a novel and concise
architecture using two Bidirectional GRU along with an attention layer to classify the aspect based
on its context words. Experiment results show that the simplified preprocessing and the concise
architecture significantly improve the accuracy of the publicly available ABSA datasets, obtaining
81.37%, 75.39%, 80.88%, and 89.30% in restaurant 14, laptop 14, restaurant 15, and restaurant 16
respectively.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Aspect-based sentiment analysis (ABSA) is one of the senti-
ent analysis that aims to identify the polarity of aspect word
ssociated with its context. It has been categorized as a standard
valuation framework for fine-grained sentiment analysis [1].
mong various aspect-based sentiment classification problems,
e focus, in this study, on the task that is to map the polarity of
he opinion on a aspect word into one of the following potential
entiments, namely, positive, neutral, or negative. For instance,
he sentence ‘‘great food but the service was dreadful’’. has an
spect word ‘‘food’’ having a positive polarity and another aspect
ord ‘‘service’’ having a negative polarity in this context. ABSA

ncludes various tasks including identification, classification, and
ggregation. Most of the existing studies formulate ABSA as a
lassification problem where the information of aspect word is
ntegrated [2]. Following the same stream of research, we also
ocus on the sentiment classification [3] in this article.

The code (and data) in this article has been certified as Reproducible by
Code Ocean: (https://codeocean.com/). More information on the Reproducibility
Badge Initiative is available at https://www.elsevier.com/physical-sciences-and-
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ABSA can be a quite challenging classification problem because
of the ambiguity of sentiment in the sentence. The context-based
feature usually plays an important role in the classification of sen-
timent, which introduces the hypothesis that the understanding
of a word is mostly dependent on the context words and their
locations. Hence both context words, as well as the position of
the aspect word, become important features for sentiment classi-
fication [4,5]. Understandably, even human beings spontaneously
search for context words to evaluate the sentiment of a word
when we read an article. This naturally makes the context and
the position information vital features to be embedded into the
deep learning model for better performance.

Various neural network architectures, from simple to com-
plex ones, have been developed for position-aware sentiment
classifications with a focus on the aspect word [6,7]. A position
encoding vector developed in [8] has been a popular choice for
embedding positional information in Long Short term Memory
(LSTM) based models. There the position index of the surrounding
words is represented by the relative distance to the aspect word.
Such position embedding creates a probability distribution among
the context that is then embedded along with the word embed-
ding of each word for classification of sentiments. However, a
sophisticated neural network architecture is required for good
performance because of the lack of sentiment lexicon knowledge

with the integration of positional embedding [9]. Even a slight
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ncrement of accuracy in ABSA task usually requires a more
omplex architecture [10].
In this paper, we propose a very simple preprocessing of

BSA task by using sentiment lexicons and a masking technique
hat removes complex positional embedding thereby requiring a
ery straightforward architecture to obtain the state-of-the-art
erformance. As we know, human being usually makes senti-
ent classification of a particular word based on the surrounding
ords. Besides, human being, most probably, understands the
eaning of each word and the sentiment associated with it
s a priori. On the contrary, a neural network does not have
his inbuilt knowledge. Even though various pre-trained word
mbedding captures the semantic relationship among the words,
hey are usually complicated. Therefore, it is important to find an
fficient way to offer the model necessary knowledge, as priori,
s much as possible. To give the model extra knowledge about
entiment in a simple way, we employ Opinion Lexicon [11]
hat has a list of positive and negative sentiment words. We use
hese lexicons and replace all the possible positive words with
he ‘‘positive’’ tokens and negative words with ‘‘negative’’ tokens.
he words that are not in the Opinion Lexicon will be left as
hey are. Additionally, to avoid complex positional embedding,
he aspect word is masked with a common token, making it a
asked Aspect Embedding and the original sentence as Sentence
mbedding. Then, we adopt the Attention-based Bidirectional
ated Recurrent Unit (BiGRU) to train both the input to classify
he sentiment of the masked aspect word. To evaluate the per-
ormance of the proposed methodology, we experiment with all
vailable restaurant and laptop datasets of the ABSA task [12–14].
he numerical results show that the proposed scheme obtains
ither similar or higher accuracy compared with the state-of-
he-art solutions that use positional embedding and a complex
rchitecture.
The main contributions of the paper are summarized as fol-

ows:

1. Mask aspect words with common token and use it as
aspect embedding along with original sentence embedding
thereby removing the complex positional embedding.

2. Propose a very straightforward Attention based BiGRU ar-
chitecture that performs either similar or better than the
comparable state-of-the-art solutions.

The rest of the paper is organized as follows. We review
elated studies in Section 2. The proposed preprocessing and
eep learning architecture are described in detail in Section 3. In
ection 4, we show the experiment results and reveal the benefits
f proposed schemes before concluding the paper in Section 5.

. Related work

This section consists of three parts. The first part includes the
elated studies on sentiment analysis in general. The second part
urveys, in brief, ABSA tasks based on LSTM as encoder [15]. The
ast part reviews the attention based ABSA models that highly
epend on the positional embedding [16].

.1. Sentiment analysis

Sentiment Analysis is a task involving polarity detection, sub-
ectivity/objectivity identification as well as multi-modal fusion
17]. Sentiment analysis can be carried out in different lev-
ls, such as in document, sentence, or aspect level [18]. For
ocument-level sentiment analysis, the goal is to detect the
olarity of the whole document irrespective of any mentioned
spects. Tripathy et al. explored various machine learning algo-
ithms on IMDB and polarity dataset demonstrating document
2

level sentiment classification [19]. Other several large dataset has
been explored to show that the character-level convolution net-
works could achieve state-of-the-art result [20]. A Linguistically
Regularized LSTM is another variant of deep neural networks that
can achieve competitive performance [21]. On the other hand, for
sentence-level sentiment analysis, it has been developed in [22]
a Bidirectional Emotional Recurrent Unit (BiERU) for Conversa-
tional Sentiment Analysis using generalized neural tensor block
followed by a two-channel classifier. Various sentiment analysis
tasks usually focus on analyzing data at the aggregate level,
merely providing a binary classification (positive vs. negative),
which does not account for finer characterization of emotion
involved. On the contrary, a Multi-Level Fine-Scaled Sentiment
Sensing with Ambivalence Handling is proposed for analyzing
fine scale of both positive or negative sentiments [23]. Such fine-
grained sentiment classification mostly relies of the weightage of
word in the context.

Recently, the attention mechanism has shown promising per-
formance in natural language processing (NLP) tasks, which im-
proves deep neural network by letting them learn about where
to focus. Recent studies on attention-based sentiment analysis
are exampled by [24–26]. One of the applications of attention
mechanism is the Attention-based Bidirectional CNN–RNN Deep
Model (ABCDM) that extracts both past and future contexts by
considering temporal information flow [27]. The attention mech-
anism in ABCDM is applied to the outputs of the bidirectional
layers to shift the emphasis more or less on various words. On
the other hand, some sentiment analysis studies focus not only
on language modeling but also on common sense knowledge. For
example, in [28], SenticNet 6 is proposed, which integrates top-
down and bottom-up learning via an ensemble of symbolic and
subsymbolic AI tools. However, these sentence-level sentiment
analyses cannot be directly applied to the ABSA task where the
sentiment of the sentence holds different opinions for distinct
aspect words.

2.2. ABSA based on LSTM

ABSA tends to infer the polarity of a sentence’s sentiment
towards a particular aspect word. The sentiment may change
throughout the sentence based on the context words. Hence, the
main task is to model the relationship between the aspect word
and the context words in an efficient manner. It is explained
in [29] that around 40% classification error in this task is due
to the ignorance of the aspect word. This significantly increased
interests in the studies including early work on machine learning
algorithms [30] that extracts a set of features to demonstrate the
relationship between them.

Neural networks, such as the LSTM network, can encode sen-
tences without feature engineering, and have been implemented
in many (NLP) tasks [31–33]. In [34], TD-LSTM is proposed, which
consists of two dependent LSTMs to model the left and the right
contexts divided by the aspect word, where the aspect word is
also input into the model as word embedding. Similarly, Gated
Neural Networks is designed to control the importance of left and
right context [35]. However, these methods do not capture the
relationship between the context and the aspect word because
the divided sentence most probably contains only one aspect
word. Since the introduction of attention network on translation
task [36,37], many NLP tasks are interested to employ attention
mechanism to model the relationship between the words in the
sentence that seems very relevant to ABSA tasks. AE-LSTM adopts
the attention mechanism to shift the focus of the aspect word
towards relative context words [38]. Another work, similar to
AE-LSTM, was proposed in [2] and it learns to interact between
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ontext words and aspect word based on associative relation-
hips. In this way, the model can resiliently focus on the correct
ontext words given the aspect word.
Although the attention mechanism has enhanced the effi-

iency of ABSA tasks, it simply processes the aspect word using
he average pooling method while computing the attention score
or the context. A typical drawback is that the performance suffers
f the aspect consists of multiple words. To solve this problem,
t is designed in [39] an Interactive Attention Network (IAN) to
earn the attention representation for the context and the aspect
ord based on two different attention models in parallel and
ombining them eventually for sentiment classification. While
AN is an important work that considered context and aspect
ords’s interactive learning, it still utilizes average vectors to
alculate the attention score for both aspect word and context
ords. In [40], it is presented a hierarchical model of attention

or the task of aspect-based sentiment analysis that included both
ttention at the aspect level and attention at the sentence level,
here the attention used in the aspect-level is a self-attention
hat takes the output of hidden layers as the input. Moreover, sev-
ral other studies use knowledge-based approaches to tackle the
BSA task. It is proposed in [41] methods of rule-based ontology
hat constructed ontologies to help improve the outcome of ABSA
y using common domain information. Additionally, to guide the
odel to learn relevant rules so that the model can capture more
seful features, it is pertinent to incorporate external information.
uch rule based models are highly interpretable compared to
he neural network [42]. Those knowledge-based approaches,
owever, are very dependent on the knowledge that they possess,
hich may be difficult to construct, and the knowledge rule may
lso be intricate to design effectively through neural networks.

.3. Positional embedding based ABSA

To enhance the classification accuracy in the ABSA task, the
osition information of the given aspect word is integrated into
he models [4,5,43]. These methods utilize position between the
spect word and the context words either by counting the num-
er of words between them or using tree structure dependency
s relevant information. With the concept that the context word
loser to the aspect word would be more important, attention
echanisms are preferred in the memory-based models [44].
imilarly, it is employed in [4] the word distance between the
spect word and the context word to mitigate the disadvantage
f memory network [45]. The performance is further improved
y scaling the input representation of the convolutional layer
ith the positional relevance between the contexts and the as-
ect word, which helps CNN feature extractor easily locate the
entiment indicators more accurately [5]. Another position based
BSA task is represented in [6] where position-aware sentence
epresentation is applied by concatenating position embedding
nd word embedding. Similarly, it is proposed in [46] a position-
ependent method using position-aware attention and a deep
idirectional LSTM (DBi-LSTM).
Despite the promising performance enhancement using posi-

ional embedding in ABSA tasks, we observed that the model is
sually very complex to obtain the best range of classification
ccuracy. Additionally, since the RNN models are good enough
o capture the time series information, encoding extra dimen-
ion as a position embedding seems a complicated preprocessing
cheme. Therefore, we propose a masking technique that replaces
he aspect word with a common token in the aspect embedding
o that it creates different order information for distinct aspect
ords. We incorporate this masked aspect embedding along with
he original sentence embedding into attention based Bi-GRU to
apture the context-dependent sentiment, which is to be detailed
n the next section.
3

Fig. 1. Replacement of sentiment carrying word with a common tag using
Opinion Lexicon.

3. Proposed method

In this section, we describe in detail the proposed prepossess-
ing and architecture for the ABSA task.

3.1. Preprocessing

As mentioned earlier, the sentiment of aspect word highly
depends on the context words surrounding it. Human beings can
understand the meaning and the sentiment of context words that
describe the aspect word. That is why human being can easily
extract the sentiment of any particular word. On the contrary,
a neural network does not have the knowledge that shows the
semantic and syntactic relationship between words. Word2vec
and Glove embedding [47,48] capture the semantic relationship
between the words but they are still far from human efficiency.
Hence, we try to reduce the gap between the human knowledge
and word embedding by making the semantically related word
as the same token. To simplify the problem so that the neural
networks can solve it better, we replace the sentiment-carrying
words with the tag ‘‘positive’’ or ‘‘negative’’ based on Opinion
Lexicon [11] as shown in Fig. 1. Opinion Lexicon is a list of English
words with positive or negative sentiment. Such use of external
resource in preprocessing not only integrates sentiment knowl-
edge but also reduces the vocabulary size that is a substantial
concern by itself in NLP [49]. Altogether this process replaces
around 550 words with the token ‘‘positive’’ and ‘‘negative’’.

Another important aspect of the preprocessing is to embed
the position information of the aspect word. Traditional positional
embedding considers the relative distance between aspect words
and the context words in a sentence. Such embedding creates
a probability distribution over the sentence with respect to the
aspect word. However, such position embedding integrated with
the input sentence is often initialized with trainable weights
that increase the complexity of the model [50]. To mitigate this
problem, we propose a simple masking technique that is based
on the pattern learning behavior of the neural network. Usually,
an ABSA task has two inputs: Sentence Embedding carrying the
original sentence where position information is integrated and
Aspect Embedding carrying aspect or aspect word. Here, we mod-
ify Aspect Embedding as Masked Aspect Embedding that carries
the sentence with the aspect word masked by a common tag
(here we call the common tag as ‘‘MASK’’). We propose this
preprocessing to remove the positional embedding required by
Sentence Embedding. The modification between existing posi-
tional embedding and proposed masking technique is shown in
Fig. 2, where pos(w1) is the relative positional encoding of the
first word with respect to the aspect word and the total number
of words in the sentence is n. We hypothesize that the masked
token is a common token present in every sample at a different
location, creates a positional pattern. Since any machine learning
model tries to capture the repetitive patterns, we hypothesize
that the model will pick the masked token and its necessary con-
text words around it to classify the sentiment. In all brevity, we
propose a model that learns sentiment patterns for the position
of the masked token. The overall preprocessed input is shown in

Fig. 3.
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Fig. 2. (a) Existing approach of position embedding. (b) Proposed masking technique to learn pattern for the position.
Fig. 3. Proposed preprocessed input.
3.2. Architecture description

The overall architecture of proposed model is shown in Fig. 4,
which consists 3 sections: Input Embedding, Bi-GRU, and At-
tention Layer. As the input embedding has been explained in
the preprocessing part, we will focus on the latter two in the
following paragraphs.

3.2.1. Bidirectional Gated Recurrent Unit (Bi-GRU)
Recurrent neural network (RNNs) [51] have been the baseline

for NLP recently, where the internal states are utilized to process
data sequentially. However, RNNs have certain limitations that
lead to the development of their variants, such as LSTM and
GRU. Here, we have explored both LSTM and GRU for sequencing
modeling. Since we aim at developing a very concise and efficient
model, we opt for GRU in our final architecture. The GRU controls
the flow of information like the LSTM unit without employing a
memory unit, which makes it more efficient with uncompromised
performance compared to LSTM [52]. In addition, GRU mitigates
the problem of vanishing gradients and gradient explosions in
vanilla RNN.

Our proposed model consists of two Attention-based Bi-GRUs:
GRU1 for Sentence Embedding and GRU2 for Masked Aspect Em-
bedding. Both of them are identical in architecture that has sim-
ilar learning pattern with the same hyperparameters. The only
difference is how the preprocessed input data is passed to these
two separate Bi-GRUs. We assumed that GRU2 captures the po-
sition of the masked token. Additionally, attention layer 2 gives
the highest weightage to the masked token wherever it presents
in the sentence. Similarly, GRU1 is supposed to capture the con-
text features from Sentence Embedding with attention layer 1,
assigning higher weightage to the necessary context words. This
hypothesis seems quite similar to how human being operates to
understand the aspect-based sentiment.
4

Define X = [x1, x2, x3, · · · , xk] the Sentence Embedding (or
Input 1), where k is the padded length of the sentence embedding
to the forward layer of the GRU. There are two kinds of gates in
GRU: the update gate and the reset gate. The update gate decides
the amount of past information that needs to be brought into the
current state and howmuch the new information is added. On the
other hand, the reset gate takes care of how much information
about the previous steps is written into the current candidate
state ht . Here, ht is the output of the GRU at time step t and zt
represents the update gate. At a particular time step t , the new
state ht is given by:

ht = (1− zt )⊙ ht−1 + zt ⊙ ĥt , (1)

where ⊙ is the element-wise multiplication and ĥt is candidate
activation. To update zt , we have

zt = σ
(
Wzt xt + Uzt ht−1 + bzt

)
. (2)

Here, xt is the word of the sentence at time step t that is plugged
into the network unit and it is multiplied with its own weight
Wzt . Similarly, ht−1 holds the information of the previous unit and
is multiplied with its own weight Uzt and bzt is the bias associated
with update state. The current state ht can be updated using reset
gate rt by

ĥt = tanh (Whxt + rt ⊙ (Uhht)+ bh) . (3)

where Wh and Uh are weights associated with the candidate
activation along with bais bh.

At rt , the candidate state of step t can get the information of
input xt and the status of ht−1 of step t − 1. The update function
of rt is given by

rt = σ
(
Wrt xt + Urt ht−1 + brt

)
, (4)

where Wrt and Urt are the weights associated with the reset state

and brt is the bias.
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Fig. 4. Proposed attention based Bi-GRU architecture.
The Bi-GRU contains the forward GRU layer (
→

ht ) that reads the
nput sentence from step 0 to t and the backward GRU (

←

ht ).
→

t =
→

GRU(xt ), t ∈ [1, T ], (5)
←

ht =
←

GRU(xt ), t ∈ [T , 1], (6)

ht =

[
→

ht ,
←

ht

]
. (7)

3.2.2. Attention layer
As we know that not all the words in the context have equal

contribution for sentiment classification, an attention layer is
assigned to prioritize important words in the context. Attention
layer 1 is wrapped on top of GRU1 to learn a weight α1

t for each
idden state ht obtained at time step t . Since there are k inputs in

the padded sequences, time step t will be from 1 to k. The weight-
ing vector for attention layer 1, α1

t = [α
1
1, α

1
2, α

1
3, · · · , α

1
k ] is

calculated based on the output sequence H = [h1, h2, h3, · · · , hk].
The attention vector s1 for attention layer 1 is calculated based
on the weighted sum of these hidden states, as:

s1 =
k∑

t=1

(
α1
t ht

)
, (8)

where the weighted parameter α1
t is calculated by:

α1
t =

exp
(
uT
t uw

)∑ (
T

) , (9)

t exp ut uw

5

and ut = tanh (Wwht + bw). Here Ww and ht are the weight
matrices and bw represents the bias. The parameter uw represents
context vector that is different at each step, which is randomly
initialized and learned jointly during the training process.

Similarly, the attention layer 2 is wrapped on top of GRU2 for
assigning weightage to the masked token based on its position.
The attention vector s2 for attention layer 2 is given by:

s2 =
k∑

t=1

(
α2
t ht

)
. (10)

Finally, both of the attention layers are concatenated

s = Concatenate (s1, s2) . (11)

The concatenated layer is then sent to a fully connected layer and
the softmax function generates a probability over c class labels.

4. Experiment results and evaluations

In this section, we will present the experiment results of the
proposed scheme in detail. We conduct experiments on SemEval
2014 ‘‘restaurant’’ and ‘‘laptop’’, SemEval 2015 ‘‘restaurant’’ and
SemEval 2016 ‘‘restaurant’’ dataset to verify the proposed hypoth-
esis of lexicon addition and position-less masking. Additionally,
we will also show the analysis of how the lexicon information
and masking technique enhance the performance individually.
We employ Keras [53] to implement our model. Adam [54] is
adopted as the models’ optimization method with the learning
rate of 1× e−3. We also utilize Dropout [55] as the regularization
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able 1
etails of ABSA datasets.
Dataset Train Test

Pos Neu Neg Pos Neu Neg

Rest 14 2164 637 807 728 196 196
Lap 14 994 464 870 341 169 128
Rest 15 948 34 269 432 38 257
Rest 16 1289 63 457 474 29 123

strategy and the probability of Dropout is kept 0.6. Words are
initialized with Glove [48] of 300-dimension word embedding.
The batch size is 128 and is run for 100 epochs in the test datasets
for obtaining the best results.

4.1. Datasets

Our experiments are conducted on four publicly available
BSA datasets. Each sample of every dataset is a single sentence
f a product review with aspect word and the corresponding
entiment label associated. While the datasets are given in the
aptop domain by SemEval 2015 and SemEval 2016, they only
ontain the aspect category without the aspect word. The ‘‘null’’
spect terms are excluded from the datasets, and the ‘‘dispute’’
r more than one sentiment labels are also excluded from the
spect terms in the analysis. The remaining sentences contain at
east one aspect of the word with a {positive, neutral, negative}
entiment tag. The numerical details of the datasets are shown in
able 1.

.2. Compared methods

To evaluate the performance of the proposed model on ABSA
atasets, we consider the following approaches as comparative
odels. These models are proper baselines for ABSA and they are
s close as possible to this work. Additionally, we have used the
odels that have exactly been evaluated in these specific four
atasets of ABSA.

• Feature+SVM extracts n-gram as a feature, parse feature,
and lexicon features to train the classifier [30].
• ContextAvg averages the word embedding to form a context

embedding and then it is feed to the softmax function along
with aspect vector [45].
• LSTM uses the last hidden vector information of the LSTM as

a sentence representation for classifying aspect level senti-
ment [15].
• TD_LSTM utilizes two LSTMs to learn the language model

from left and right contexts of the aspect respectively [45].
• ATAE_BiLSTM This model is similar to our approach, which

is an Attention-based LSTM architecture with Aspect Em-
bedding. It computes the aspect-specific weighted score of
each word according to the representation of the aspect. The
sums of the LSTM hidden outputs based on the attention
weights are utilized to generate the sentence representation
for ABSA classification [38].
• IAN is an Interactive Attention Network model that calcu-

lates the attention weights of the word in sentiment and
aspect interactively to generate aspect and sentence repre-
sentations [39].
• MemNet integrates the content and the position of the

aspect word into deep neural network [45].
• RAM is a multi-layer architecture where each layer consists

of attention based aggregation of word features. A GRU cell
is used to learn the sentence representation [4].
6

• Ont+LCR-Rot-hop uses a lexicon domain ontology and a
rotatory attention mechanism to predict the sentiment of
the aspect word [56].
• PBAN is a position-aware bidirectional attention network

on bidirectional GRU. It also uses the mean pool and dot
product to embed the position information of aspect word
into sentence representation. It performs on par with the
state of the art [6].
• PAHT is a position-aware hierarchical transfer model that

models the position information from multiple levels to
enhance the ABSA performance by transferring hierarchical
knowledge from the resource-rich sentence-level sentiment
classification (SSC) dataset [46].
• MTKFN is a Multi-source Textual Knowledge Fusing Net-

work that incorporates knowledge from multiple sources to
enhance the performance of ABSA. It uses pre-trained layers
to extract contextual features and predicts the sentiment
polarities. Additionally, it uses the information of conjunc-
tions that captures the relationship between clauses and
provides additional sentiment features [57].
• BERTADA-base is further trained on a domain-specific

dataset and evaluated on the test set from the same do-
main [58].
• XLNetADA-base model is like BERTADA-base except for

adopting XLNet [58].

4.3. Hardware configuration

The experiments are conducted on a Linux platform. The OS
and GPU configuration of our server is NVIDIA DGX Server Ver-
sion 4.6.0 (GNU/Linux 4.15.0-121-generic x86_64). We have used
NVIDIA Tesla V100 SXM3 32 GB to train our model.

4.4. Performance comparison and analysis

The comparison of our proposed model with recent similar
studies is shown in Table 2. These state-of-the-art studies are
selected for comparison because they mostly depend on posi-
tional embedding as well as complex architecture, which are
more relevant to our proposed model.

Among the baseline models that depend on language model-
ing, LSTM performs poorly on all four datasets. Above this lies
ATAE_BiLSTM that has poor performance considering the fact that
it utilizes the attention mechanism to model the aspect word.
However, TD_LSTM performs better than the two models men-
tioned above because it considers both the left and right context
as an aspect rather than the entire sentence. Similarly, MemNet
performs better than IAN but it is not as good as RAM, because it
does not use multiple attention mechanisms. Moreover, PAHT and
MTKFN that utilize the hierarchical transfer model and external
knowledge fusion respectively exhibit quite similar results as
both of them are position-aware models. However, our proposed
model surpasses both of these recent models with a significant
margin using a much simpler architecture.

Among PBAN, PAHT and MTKFN, PBAN has higher accuracy
than PAHT and MTKFN that is quite similar model to our proposed
architecture. Hence, we focus on PBAN more than other listed
models for comparison. PBAN that adopts two BiGRUs still falls
behind in performance compared with our model. As shown in
Table 2, PBAN achieves 81.16% accuracy on restaurant 14 and
74.12% on laptop 14 dataset. However, it uses traditional embed-
ding with a more complex model than ours. On the other hand,
by employing the Opinion lexicon and masked aspect embedding,
our model gives 81.37% and 75.39% accuracy on restaurant 14 and
laptop 14 datasets respectively. Additionally, the macro-F1 score
also outperforms the above-mentioned models with a significant
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able 2
he state-of-the-art performance of ABSA on four datasets.
Dataset Restaurant 14 Laptop 14 Restaurant 15 Restaurant 16

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

Majority 65.00 26.26 53.45 23.22 54.74 23.58 72.36 29.99
Feature+SVM 80.16 – 70.49 – – – – –
ContextAvg 71.53 58.02 61.59 53.92 73.79 47.43 79.87 55.68
LSTM 74.49 59.32 66.51 59.44 75.40 53.30 80.67 54.53
TD_LSTM 78.00 68.43 71.83 68.43 76.39 58.70 82.16 54.21
ATAE_BiLSTM 77.63 64.97 69.61 63.04 77.40 54.29 86.01 60.32
IAN 77.35 64.77 69.58 61.08 78.07 51.89 85.44 56.51
MemNet 78.16 65.83 70.33 64.09 77.89 59.52 83.04 57.91
RAM 78.48 68.54 72.08 68.43 79.98 60.57 83.88 62.14
Ont+LCR-Rot-hop – – – – 80.60 – 88.00 –
PBAN 81.16 – 74.12 – – – – –
PAHT 79.29 68.49 75.71 69.55 80.86 60.76 85.81 67.11
MTKFN 79.47 68.08 73.43 69.12 80.67 58.38 88.28 66.15
BERTADA-base 84.92 76.93 77.69 72.60 – – – –
XLNetADA-base 85.84 78.35 79.89 77.78 – – – –
Proposed model 81.37 72.06 75.39 70.50 80.88 62.48 89.30 66.93
Fig. 5. Confusion matrix of restaurant 14 dataset.

margin except for the restaurant 16 dataset where the macro-F1
score is slightly below PAHT.

Even though the main aim of this paper is to design a simple
yet effective model, to make a comprehensive comparison, we
would present the performance of some new transformer-based
models, such as BERTADA-base and XLNetADA-base approaches.
It is quite obvious that this sophisticated pre-trained contextu-
alized embedding achieves the upper state-of-the-arts results by
using a softmax classifier. Since our model does not apply posi-
tion embedding thereby reducing the trainable parameters, our
comparison is mostly focused on the position-dependent model
as explained before.

4.5. Error and sensitivity analysis

Error analysis studies the impact of inaccuracy in the model for
meaningful insight. In this study, we demonstrate error analysis
using the confusion matrix. The confusion matrices show the
relationship between the true and the predicted class as shown
in Figs. 5, 6, 7, and 8. It can be seen from the confusion matrix
that our model slightly suffers to identify the neutral sentiment.
We believe that this may be because our model gives more
focus to sentiment carrying lexicon tokens such as ‘‘positive’’ and
‘‘negative’’.

In addition to the accuracy of the model, we also explore the
sensitivity of the model with respect to input representations,
detailed in the subsections below.
7

Fig. 6. Confusion matrix of laptop 14 dataset.

Fig. 7. Confusion matrix of restaurant 15 dataset.

4.5.1. Effect of input representations
We here demonstrate the sensitivity of the model by changing

the dimension of Glove input representation as shown in Table 4.
One can observe that the dimensions of the glove vectors have
a significant impact on the performance of the model. However,
the dimension of 200d and 300d does not have much difference
except for restaurant 16 dataset. Hence, higher dimension repre-
sentation has more semantic impact that boosts the accuracy of
the model.
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able 3
ffect of the proposed preprocessing on all four datasets.
Dataset Restaurant 14 Laptop 14 Restaurant 15 Restaurant 16

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

Lexicon replacement 79.55 67.31 71.32 64.80 78.82 57.86 87.38 63.66
Masked aspect embedding 80.62 70.72 73.51 68.01 80.33 61.26 88.65 65.00
Fig. 8. Confusion matrix of restaurant 16 dataset.

Fig. 9. Effect of dropout rate.

able 4
ffect of various Glove vector for word representation on accuracy (%).
Glove res14 lap14 res15 res16

glove.6B.50d 79.29 72.73 78.13 85.46
glove.6B.100d 80.18 72.29 78.82 86.42
glove.6B.200d 78.93 74.92 79.92 86.42
glove.6B.300d 79.73 73.67 80.33 86.26
glove.42B.300d 81.37 75.39 80.88 89.30
glove.840B.300d 80.00 74.14 79.09 87.54

4.5.2. Effect of dropout rate
We here explore the effect of the dropout rate that is applied

o the input of each layer of BiGRU. For simplicity, we employ
he same dropout for both BiGRU varying from 0.0 to 0.9. The
esults of various dropout rates on the accuracy are shown in
ig. 9. As we can see, the effect of dropout does not affect accuracy
ignificantly. The change in accuracy is less than 3% in all 4
atasets. However, the best result always occurs at the dropout
f range 0.6 to 0.8.
8

Table 5
Comparison of binary classification on ABSA datasets.
Model Restaurant 14 Laptop 14

PBAN 91.67 87.81
Proposed model 92.51 90.15

4.5.3. Effect of opinion lexicon and masked aspect embedding
To verify the efficiency of proposed preprocessing, we further

evaluate the performance of lexicon replacement and masking
aspect words individually. The two main preprocessing used in
our paper are :

• Lexicon replacement using Opinion Lexicon where Input 1 is
Sentence embedding and Input 2 is aspect word embedding.
(without masking aspect word)
• Masking aspect word where Input 1 is Sentence embedding

and Input 2 is masked aspect embedding. (without lexicon
replacement)

The performance of the scheme under these two conditions is
evaluated for all four datasets and shown in Table 3. As one can
see, the effect of masking aspect word is significantly higher than
the lexicon replacement. This is because the masking technique
carries the position information into the model. On the contrary,
the lexicon information helps to generalize the word and reduce
the vocabulary size hence it has lower influence on the accuracy
compared with the masking technique. Therefore, the lexicon
replacement just boosts the final accuracy by a small margin.

4.6. Two-class sentiment classification

Some of the positional embedding based studies on ABSA also
focus on the performance in the binary classification of ABSA task,
in which it neglects the neutral class and makes it a binary clas-
sification as to predict positive or negative sentiment. Hence, we
evaluate here the performance of our proposed model in binary
classification and compare it with a position embedding based
model [6]. The comparison is shown in Table 5. We can see that
our proposed method significantly outperforms the traditional
positional embedding technique on both restaurant 14 and laptop
14 datasets.

4.7. Case studies

To have a detailed insight into why our proposed model per-
forms better than the baselines with a straightforward architec-
ture, we sample two examples from the restaurant 16 dataset
and visualize attention heatmaps based on the trained model.
Here we have two inputs for two separate BiGRUs: one being
the sentence itself and the other being the masked sentence. As
we have already discussed, the aspect words are masked with
a common token, say ‘‘MASK’’. From Fig. 10, we can see that
the sentiment of the aspect word ‘‘food’’ is classified as positive
sentiment from our model. The original sentence is fed to GRU1
that has an attention layer 1 and the Masked sentence is fed
to GRU2 that has an attention layer 2. Here, attention layer 1
captures the context words throughout the sentence whereas
attention layer 2 pays high attention to the masked token with
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Fig. 10. Visualization of two typical examples. The red color represents the attentive weight of the word. A deeper color indicates a larger weight value.
weight narrowing down to important context words as shown in
Fig. 10. In the first example, attention layer 2 shifts the attention
weightage towards the masked token ‘‘food’’ (the first half of the
sentence) that highly depends on the context ‘‘incredible’’ for pos-
itive sentiment. For the second example, attention layer 2 shifts
the attention weightage towards the masked token ‘‘lunch’’ (the
second half of the sentence) whose sentiment depends on context
‘‘inconsistent’’ for negative sentiment. This is a clear validation
of our hypothesis that the masked token will hold the position
information without using any additional trainable positional
embedding. In all brevity, attention layer 1 assigns weightage to
words in the sentence, and attention layer 2 narrows down the
weightage from these selected words to important context words,
carrying sentiment of the aspect word.

5. Conclusion

In this paper, we propose an efficient preprocessing scheme
with an attention-based GRU model for aspect-based sentiment
analysis. We first explore sentiment knowledge called Opinion
Lexicon that is a list of positive, neutral, and negative sentiment
words. In more detail, we replaced the words in ABSA dataset
with a common tag, such as ‘‘positive’’ for positive sentiment
words. This external input helps to bridge the gap from semanti-
cally related words to a certain extent and reduces the task’s vo-
cabulary. Since the ABSA is a position-dependent task, it requires
the information of position along with the sentence embedding
or aspect embedding. The extra trainable weights for position
information increase the complexity of the model. To reduce the
complexity, we proposed a masking technique that masks the
aspect word in the sentence with a common token ‘‘MASK’’. This
masked embedding is separately passed to the model along with
the sentence embedding. Experimentally, we have shown that
the proposed scheme performs at par with the state of the art
and it outperforms several position-aware methods with very
straightforward attention-based BiGRUs architecture.
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