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Abstract

GNSS is one of the most widely used positioning techniques in modern technology. However,
the signals from the GNSS satellites are weak on earth due to the propagation attenuation,
making GNSS-based systems vulnerable to interference or jamming of signals. This the-
sis proposes a machine learning approach to detect the presence of jammers in the GNSS
spectrum bands in recorded data. We have employed the state-of-the-art and baseline ma-
chine learning techniques for Image- and multivariate time series classi cation and evaluated
their ability to classify the presence of illegal jammer activity. In addition, we propose a
novel complexity reduced version of a recently proposed multivariate time series transformer
model. Experiment results show that the tested machine learning techniques, after proper
con gurations, achieve a classi cation accuracy of up to 99.5%. Moreover, the simpli ed
transformer-based approach achieves the same level of performance while reducing the num-
ber of parameters by nearly half compared to comparable arti cial neural network models.
The high accuracy con rms the applicability of the machine learning approach in jammer
classi cation.
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Chapter 1

Introduction

The use of Navigation Satellite Systems (GNSS) in applications is growing [56]. With the
increased use of GNSS positioning for public services, such as road toll for heavy transport,
GNSS signal jammers in vehicles are expected to increase proportionally. The use of radio
frequency signal jammers is illegal, and monitoring and tracking such activity in Norway is
under the jurisdiction of Nkom.

Currently, Nkom uses a process of manually annotating potential jammer events from recorded
radio frequency data. They have labeled historical data and are interested in automating
some of the annotation process. For this purpose, we will investigate the use of state-of-the-
art machine learning methods for the classi cation of time series and image data.

1.1 Introduction to the Domain of GNSS Interference

In the eld of signal processing, a signal is a carrier of information through a medium, from

a transmitter to a receiver [53]. The connecting medium is commonly either a wired con-
nection (such as an Ethernet cable) or a wireless connection. Communication over wireless
connections utilizes electromagnetic (EM) radiation to encode information. The frequencies
of these EM waves are within the radio spectrum (30Hz to 300GHz) [22]. Ranges of frequen-
cies may be referred to as frequency bands and are continuous ranges de ned by a lower and
an upper frequency bound.

Global Navigation Satellite System (GNSS) is any system that uses position and timing
data from satellites. The satellites send EM signals to GNSS receivers on earth, providing
Position, Navigation, and Timing (PNT) services to these receivers [1]. GNSS receivers are,
for example, present in most modern computers, phones, and cars. There are several GNSS
systems, including GPS, Galileo, GLONASS, and BeiDou [56]. Each system uses its own
allocated frequency bands within the. Band from 1 GHz to 2 GHz [31].

Radio frequency interference (RFI) is when two signals of equal frequency coexist at the
same space and at the same time. If this happens in the proximity of a receiver, it will
create disruptions and cause reception problems. RFI can occur naturally or be created by
human activity [56]. GNSS jammersare an example of the latter. They are devices that
cause disruptions to PNT services in their vicinity by broadcasting strong EM waves of the
same frequencies used by the GNSS applications. Due to the jammers' relative proximity to
GNSS receivers, they overpower the EM waves from GNSS satellites [9].
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1.2 Motivation

The use of GNSS jammers is increasing [45] globally, and there has been an exponential
growth in reported GPS outages in recent years [23].

At the same time, the use of GNSS signals has increased in a variety of modern applica-
tions [56]. An example is medical aid helicopters which depended on reliable GPS access. A
jammer-caused GNSS disruption could have severe consequences for such critical services.

GNSS jammers are also being used in Norway. A national decrease in jammers was observed
in 2019 [56], likely due to media attention on the topic Appendix A. However, we expect
the use of jammers to increase again with the seemingly imminent advent of satellite-based
road toll for heavy transportation [61]. Many European countries have already implemented
GPS-based tolling systems, and The Ministry of Transport and Communications, together
with the Ministry of Finance and the Ministry of Climate and Environment, has issued a
161-page report concluding such a system would have substantial bene ts [60]. There is also
some positive political sentiment for implementing GPS-based systems for civilian tra c
toll [47]. Naturally, this would further incentivize the use of GNSS jammers, as drivers could
use them to circumvent the tolling mechanism. Therefore, GPS-based toll would further
increase the demand for monitoring and regulating the radio frequency spectrum.

The Norwegian Communications Authority (Nkom) states on their website that, Nkom is an
executive, supervisory and administrative authority for postal and electronic communication
services in Norway [48]. They are responsible for surveying interference in the GNSS bands
and identifying illegal RFI events such as jammers. Currently, experts from Nkom have
to manually process and label RFI events captured by monitoring stations across Norway,
which is tedious work.

In alignment with the Norwegian governments' strategy to search for opportunities to use

machine learning in the public sector [2], this thesis aims to investigate the potential of

machine learning methods for jammer detection, and to provide recommendations on the
implementation of a system based on these methods.

Automatic detection of illegal jammer activity would increase the chances of apprehending
the perpetrators due to faster response times. Another bene t would be freeing up valuable
human resources currently tied down by this manual processing.

For further reading we have included a number of news articles in Appendix A, Newsarticles
on Jamming.

1.3 Problem Statement

The over-arching goal of this thesis is to detect the presence of GNSS jammers in recorded
RFI events using machine learning. Nkom will provide the raw data les and corresponding
labels. We will analyze the data and establish appropriate pre-processing techniques to
prepare the events for the relevant machine learning classi ers.

We aim to treat the jammer detection problem respectively as a multivariate time series
classi cation task, and an image classi cation task. By evaluating the state-of-the-art and

commonly used approaches in the machine learning literature, we will advise Nkom in their
implementation of Al-based solutions to handle RFI events. Our emphasis will be on nd-

ing a su ciently e ective solution while minimizing the requirements for computational
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resources.

1.3.1 Thesis Goals
We summarize our aspirations by the following goals:

1. Evaluate the state-of-the-art in multivariate time series classi cation, image classi ca-
tion, and machine learning applied to signal interference management.

2. Achieve a 99% detection accuracy in jammer detection.
3. Achieve a 100% recall on jammer detection while maintaining a 95% accuracy.

4. Improve upon existing algorithms by reducing complexity.

1.3.2 Hypothesis
With this thesis, we will investigate the following hypothesis.

1. There exists patterns in jammer-caused RFI events that are distinguishable from other
RFI interference.

2. Machine learning algorithms can learn these patterns to detect the presence of jammers
in recorded RFI events.

1.4 Contributions

Based on the literature review of this thesis, we observe a discrepancy between the state-
of-the-art in multivariate time series classi cation and machine learning methods applied
to jammer detection. This thesis connects these domains by testing several of the best-
performing models from the eld of multivariate time series classi cation. We also tested
numerous image classi cation models of varying complexity, whereas previous research in
this eld has commonly only used simple CNN and SVM-based models [45][72][25]. Finally,
we implemented a complexity-reduced version of a recently developed Transfomer designed
for time series classi cation.

1.5 Paper Outline

In Chapter 2, Theoretical background and State-of-the-art, we will introduce the theoretical
framework for machine learning, and introduce the problem domain in more detail. We
also present related work from jammer classi cation, and the state-of-the-art machine learn-
ing methods that we use. Chapter 3, Machine Learning Approach for Jammer Detection,
describes in detail the data analysis, preprocessing techniques, machine learning methods,
and training methodology we have used. The results are presented in Chapter 4, Results
and evaluation, along with a deeper dive into four of the best performing models. Finally,
Chapter 5, Conclusion, sums up the approach and results we have outlined in this thesis.
We also give recommendations for how the models presented in this paper can be put into
practical use, and some future work to increase the robustness of the models.
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Chapter 2

Theoretical background and
State-of-the-art

This chapter aims to provide the reader with background knowledge relevant to this thesis
and elaborate on related works.Section 2.1, Theoretical Background, contains de nitions and
explanations from the domains of machine learning and GNSS services. Section 2.2, The
state of the art, presents the respective literature from multivariate time series classi cation
and image classi cation as well as articles applying machine learning to signal interference.

2.1 Theoretical Background

For the readers unfamiliar with the domain of GNSS or the current practices of jammer
detection in Nkom, we have included Section 2.1.1, GNSS Background Knowledge. Fur-
thermore, a target audience for this thesis is from the domain of GNSS management, and
they may not be familiar with the concepts of machine learning. We therefore provide some
introductory explanations in Section 2.1.2, Machine Learning Background Knowledge.

2.1.1 GNSS Background Knowledge

Concerning the management of RFI, we will provide a brief overview of the le format Nkom
uses for recorded events, a paragraph on GNSS jammers, and a description of how expert
personnel currently monitor and annotate interference in the frequency bands.

Standard Data Exchange Format for Frequency Band Registrations, CEF Files

The raw data we have used in this project are recordings of RFI events stored in the le
format de ned by RECOMMENDATION ITU-R SM.1809, Standard data exchange format
for frequency band registrationg65]. We refer to this format as thecommon exchange format
(CEF). The format standardizes how frequency band registrations are stored so agencies
could more easily share data between monitoring campaigns.

[65]

The CEF le format starts with header elds containing metadata of the events and con-
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gurations of the monitoring equipment used to record the event. The format allows many
possible header elds and a list of which is shown in 2.1. We have marked the elds most
relevant to this thesis in bold type. The les store data points after the header elds and

a separating blank line. The data points represent monitored signal levels across a band-
width, and we refer to a row of these points as a trace . The rows begin with a timestamp
indicating when the trace scan was started, followed by comma-separated data point values.
An example le and further explanations is given in Section 3.1.1, The Raw Data Format.

GNSS Jammers

Figure 2.1 depicts GNSS jammers similar to those typically con scated from apprehended

perpetrators. The jammers are small devices powered by a battery or the car's electrical
system. They can, among other uses, be used to hinder the tracking of a vehicle and
circumvent GPS toll systems. [56] found that jammers used in Norway are most frequently

found in trucks with company logos. Most likely, this is due to people using company cars

for private use or illicit work.

Figure 2.1: Picture of typical small GNSS jammers [6].

Monitoring stations

Monitoring stations are sites with RF monitoring equipment continuously observing certain
frequency bands. The respective monitoring agency uses the stations to detect and record
RFI events.

The equipment at the monitoring stations scans through the con gured bandwidth one
segment at a time, recording values for several data points simultaneously. Once the scan has
gathered data segments for the entire bandwidth, one trace is complete, and the equipment
begins again at the start frequency (of the BW). The size of the segments, Iters, sampling
techniques, and scan speeds vary between instrument manufacturers.

Recording of an RFI event is triggered when monitored EM radiation levels exceed a thresh-
old limit for longer than a set number of traces (commonly 5).

Current Approach to Jammer Detection without ML

After a monitoring station has recorded an RFI event, the event must be inspected and
labeled according to what caused the interference. Currently, experts at Nkom are respon-
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sible for this processing, and we will brie y elaborate on how they undertake this manual
inspection.

Figure 2.2 illustrates some of the views the experts can use to analyze the data and are all
produced from the data points in the CEF le. The top image shows the average data point
value per trace over the time duration of an event. The image below shows max- mean-
and min-hold graphs. In this view, thex axis represents data point columns (which in turn
represents frequencies) and calculates the respective operation (min, mean or max) based on
each column of values. As there is essentially no way to check if a label is correct other than
tracking down the source, i.e., apprehending a person using a jammer, it is di cult to be
100% certain. Furthermore, spectrograms of certain types of jammer-caused and non-jammer
caused events can be quite similar. As a result, some noise in the labels is expected.

Figure 2.2: Manual inspection views for analyzing an RFIl-event.

2.1.2 Machine Learning Background Knowledge

This subsection aims to brie y introduce some general aspects of machine learning method-
ology, with a particular focus on the training and design of Arti cial Neural Networks
(ANN). Some important ANN operations, such as Convolution and Attention, are described
in greater detail.

Machine Learning Versus Optimization

Machine learning di ers from optimization more generally in some key aspects. For one, the
model's performance is measured withlass function This loss function produces a training
signal for the model, where the negative gradient of the loss is often used to iteratively update
the model towards a lower loss.
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