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ABSTRACT 

Investigating the scope of bilingual sentence planning, this two-component study compared 

first and second language sentence production at different complexity levels in relation to 

aspects of bilingual profile. Norwegian-English bilinguals filled out a questionnaire detailing 

their language background and proficiency in both languages, after which they performed a 

sentence production task in each language, producing prepositional-structure and coordinate-

structure sentences at varying levels of complexity. The results of the study revealed that first 

and second language planning operates with different planning scopes. Prior to speech onset, 

the scope of first language sentence-level encoding encompasses only the first functional 

phrase in the sentence, while in the second language the entire subject phrase is 

grammatically encoded. Additionally, the results showed that planning scope in the first 

language may be broken up by adding an adjective to the initial noun phrase of a coordinate 

structure, in which case only the first noun phrase is grammatically encoded prior to speech 

onset. Furthermore, a relationship was found between high English proficiency and shorter 

production latencies in English, as well as indications of a link between high English 

proficiency and adjective retrieval difficulties in Norwegian. Altogether, this study provides 

evidence for the two languages of a bilingual employing different planning scopes and 

strategies. 
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1 INTRODUCTION: THEORETICAL BACKGROUND AND THE PURPOSE OF THIS STUDY 

Speech production is a complex process involving several steps, from the generation of a 

conceptual message and through the stages of linguistic, grammatical and phonetic encoding, 

after which the utterance can be physically articulated. The fluent articulation of a sentence 

requires a production plan. It is generally agreed that the sentence planning process is 

incremental rather than holistic, meaning that only part of the utterance is planned before 

articulation can take place. The scope of planning refers to how extensive this pre-planned 

part must be before speaking can begin. Planning scope in monolingual speakers has been 

extensively studied; however, much remains unknown about bilingual sentence planning. 

This thesis concerns the scope of bilingual sentence planning as it compares to monolingual 

sentence planning.   

 After reviewing the theoretical landscape surrounding monolingual speech production 

and sentence planning, there follows an examination of previous research on bilingual 

language processing and sentence planning, as well as the relationship between the two 

languages compared in this study, Norwegian and English. Finally, an experiment will be 

described that was designed to test how bilingual planning scope differs between first and 

second language production, and in what ways language production is affected by linguistic 

background and second language proficiency. 

 

1.1 The Sentence Planning Processes 

The production of a spoken utterance is a generative process involving several steps. Simply 

explained, the speaker generates what she wants to say, retrieves the required items from her 

mind’s library of words, assembles those items in the correct grammatical structure, clothes 

the intended utterance in speech sounds, and then out the utterance comes. However, anyone 

who has produced a full sentence will know that speaking can be complicated, even in one’s 
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native language – disfluency and speech errors abound in day-to-day speech. Exploring the 

sentence production process in depth will allow for a better understanding of the complexity 

of speech production and the load it takes on cognitive processing. 

 

 

 

1.1.1 Message Generation 

A model that can help explain the stages involved in sentence production is Levelt’s (1989) 

three-stage model of speech production. The first stage in this model is message-level 

encoding, the generation of the preverbal message, which Levelt called the ‘Conceptualizer’ 

(see Figure 1). A message is a non-linguistic, conceptual representation of the speaker’s 

intended utterance. According to Levelt (1989), the message is nonlinear and propositional in 

nature, and indicates the thematic roles of and relations between event participants, as well as 

the temporal structure and mood of the intended utterance. The contents of this preverbal 

message are also shaped by referential context, preceding exchanges between speaker and 
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addressee, and what the speaker is attending to at the moment of speaking. In other words, at 

this stage, the knowledge of who is doing what and to whom is put together. For example, the 

concepts of ‘cat’ – agent, ‘mouse’ – patient, ‘chase’ – action and ‘yesterday’ – time, would be 

generated to form a preverbal message. Before it can be produced as a fully formed utterance, 

“the cat chased a mouse yesterday,” the preverbal message must be given linguistic form by 

going through a series of sentence planning processes.  

 

1.1.2 Linguistic Encoding – Lexical Access 

In order to give the conceptual message a verbal form, it needs to go through linguistic 

encoding, which takes place in the ‘Formulator’ stage (Levelt, 1989; see Figure 1). During 

this sentence-level stage of linguistic encoding, lexical items that correspond to the nonverbal 

concepts are retrieved from the mental lexicon, the storehouse of words in the mind, and 

assembled into a grammatically and syntactically correct structure. Linguistic encoding 

involves several processes, the first of which is lexical access and lexical retrieval, in which 

the required lexical items are accessed and collected from the mental lexicon.  

Within the mental lexicon, the lexical items, also called lemmas (Kempen & Huijbers, 

1983), contain the syntactic, semantic, morphological, and phonological information 

associated with the conceptual forms of words (e.g., La Heij, 1988; Levelt, 1989; Levelt, 

Roelofs & Meyer, 1999). During lexical access, the conceptual content of the preverbal 

message activates several related candidates for production, one of which must be retrieved 

for further processing. The activation of one lexical item results in a spread of activation to 

the syntactic structures in which the item can occur (e.g., Melinger & Dobel, 2005), as well 

as the activation of semantically, phonologically and thematically related lexical items (e.g., 

Levelt, 1989). The activation of the word ‘cat,’ for example, will also activate its semantic 

relative ‘tiger,’ its phonological relative ‘bat’ and its thematic relative ‘dog.’  
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The activation of related items is evident in studies showing that word production in 

picture naming experiments, in which participants are asked to describe pictures while their 

reaction times are measured, will be inhibited by the presence of related words. For example, 

La Heij (1988) demonstrated that the presence of a semantically related word within the same 

experimental trial will interfere with picture naming, an effect known as semantic 

interference (see also La Heij, 2005). This interference occurs because the semantically 

related word also receives activation during lexical access, causing the target word and the 

related word to compete for selection, slowing down retrieval and production of the target 

word. The lexical item that is selected is that which has the highest level of activation, which 

usually most corresponds to the meaning intended by the message (e.g., Roelofs, 1992).  

 

1.1.3 Linguistic Encoding – Grammatical Encoding 

After the appropriate lexical items have been retrieved from the mental lexicon, they must be 

placed into a syntactic structure via grammatical encoding. As mentioned above, lexical 

items contain syntactic, structural and grammatical information. Such information includes, 

for example, grammatical class such as noun, verb, etc., a noun’s gender and number, a 

verb’s tense, aspect and transitivity, or whether there are restrictions on the contexts in which 

a word can be used (Levelt, 1989). This information aids the selection process and also 

influences the choice of surrounding words. As this information is contained within the 

lemma, which is stored in the mental lexicon and accessed and selected during lexical 

retrieval, it follows that there must be a link between lexical retrieval and structure building, 

although models of grammatical encoding disagree on the degree to which these two 

production stages interact.  

Traditional models, also called lexically driven models, (e.g., Bock & Levelt, 1994; 

Cleland & Pickering, 2003, 2006; Levelt, 1989; Levelt et al., 1999; Pickering & Branigan, 
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1998) assume some interplay between lexical retrieval and syntactic structure building, in 

which lexical selection precedes and drives the generation of syntactic structure. On the other 

hand, computational models such as Chang, Dell and Bock’s (2006) Dual Path approach (see 

also Chang, 2002; Chang, Dell, Bock & Griffin, 2000) claim that lexical retrieval and 

grammatical encoding are separate, independent processes and that syntax is derived from the 

conceptual structure. Although no approach can account for all of the available data, 

Wheeldon (2011) evaluated the evidence in favour of both types of speech production models 

and concluded that lexical selection and syntactic structure building clearly interact during 

production, because associations between a word and the syntactic structure within which it 

has previously appeared can affect the processing of subsequent sentences. This phenomenon 

is known as repetition priming. 

One type of repetition priming is structural priming. Studies of natural dialogue have 

shown that people tend to repeat sentence structures they have previously heard (Bock, 

1986). Such structural priming effects have been shown to persist even when prime sentence 

and target sentence are separated by several unrelated sentences (e.g., Bock & Griffin, 2000; 

Bock, Dell, Chang & Onishi, 2007). Structural priming can facilitate sentence production – 

i.e. the production will be faster and more fluent – by reducing speech onset latency, the time 

needed to begin articulation, when the same syntax is produced consecutively (Smith & 

Wheeldon, 2001; Wheeldon & Smith, 2003). Structural priming has been shown to be 

independent of lexical content (e.g., Bock, 1989), meaning that the same sentence structure is 

likely to be repeated even if the words themselves are completely novel compared to the 

prime sentence. For example, the repetition of a passive sentence such as “the mouse is 

chased by the cat” makes a person more likely to continue using passive constructions when 

describing novel events, e.g., “the frisbee is caught by the girl” instead of the active structure 

in “the girl catches the frisbee.” The independence of structural priming from lexical content 
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indicates that lexical content and syntax are represented independently to some extent, though 

they are not necessarily fully independent (see Pickering & Ferreira, 1999, for a review). 

Another kind of repetition priming is lexical priming. The repetition of lexical items 

has been proven to facilitate spoken word production over long time lags. For example, in 

picture naming experiments, the prior production of the target word will facilitate production 

of that same picture name even if a hundred trials intervene between prime and target trials 

(Wheeldon & Monsell, 1992). This effect occurs because using a word will boost its 

activation levels, speeding up the selection process in subsequent occurrences. An indication 

that lexical access and structure building are interactive processes comes from the finding 

that it is possible to combine structural and lexical priming. Structural priming effects 

increase upon the repetition of the content words, an effect known as ‘lexical boost’ (e.g., 

Cleland & Pickering, 2003; 2006; Corley & Scheepers, 2002; Mahowald, James, Futrell & 

Gibson, 2016). However, in some cases, repetition of the same word will interfere with rather 

than facilitate word production. If the repeated content word occurs in a different position in 

the target sentence than in the prime sentence, the competition between the activation of 

prime structure and target structure will cause a short-lived interference effect (e.g. 

Wheeldon, Smith & Apperly; 2011).  

The evidence of a syntactic constraint to lexical retrieval further suggests an 

interaction between lexical retrieval and syntactic structure building. Speech error data reveal 

that only words from the same grammatical class, such as mouse and house, will compete for 

selection during lexical access (e.g., Fromkin, 1971; see also Griffin & Ferreira, 2006). There 

is also evidence that, regardless of a language’s word order typology (such as subject-verb-

object, subject-object-verb etc.), lexical access occurs in the order of mention (e.g., Allum & 

Wheeldon, 2007, 2009). Accordingly, syntactic ordering processes appear to restrict lexical 

activation to only suitable candidates (e.g., Dell, Oppenheim & Kittredge, 2008). Thus, 
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although evidence from structural priming studies suggest that lexical content and syntax are 

independently represented, the processes of lexical retrieval and syntactic structure building 

seem to be closely linked, with syntax having a strong influence on lexical access.  

 

1.1.4 Phonological Encoding 

Once the complex processes of lexical retrieval and syntactic structure building have been 

completed, the sentence elements must be given morphological, phonological and phonetic 

structure. The utterance has arrived at the third ‘Articulator’ stage, at which phonological 

encoding takes place (Levelt, 1989; see Figure 1). There is general consensus that 

phonological encoding is a sequential process of slotting morpho-phonological units into a 

phonological framework (e.g., Dell, 1986; Levelt, 1989; Levelt, et al., 1999; Roelofs, 2015). 

During phonological encoding, the lexemes associated with their corresponding lemmas are 

accessed. As maintained by lexically driven models of speech production, there is a division 

between linguistic units containing syntactic and semantic information, lemmas, and 

linguistic units containing morphological and phonological information, lexemes (e.g., Bock 

and Levelt, 1994; Cleland & Pickering, 2003; 2006; Levelt, 1989; Levelt et al., 1999; 

Pickering & Branigan, 1998). In other words, lexemes contain the composition of a word’s 

internal structure of morphemes and its organisation of speech sounds.  

Research that supports this division between lemmas and lexemes has shown that 

syntactic and semantic information is accessed before phonological encoding takes place 

(e.g., Schriefers, Meyer & Levelt, 1990). Thus, lemmas operate during the lexical retrieval 

and grammatical encoding processes, and lexemes are accessed during the phonological 

encoding process. Additionally, evidence from speech error studies and morphological and 

phonological priming experiments suggests that morphemes are represented at the level of 

phonological encoding, indicating the existence of a morpho-phonological level containing 
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both morphological and phonological details (e.g. Dell, 1986, Levelt et al., 1999). In other 

words, the generation of lexemes involves the construction of a morpho-phonological 

representation of the utterance, after which more detailed phonetic representations are 

constructed (see also Wheeldon & Konopka, 2018, for a review). The phonological content is 

then generated sequentially in the order of articulation (e.g., Damian, Bowers, Stadthagen-

Gonzales & Spalek, 2010; Levelt & Wheeldon, 1994; Meyer & Schriefers, 1991).  

After this journey through the speech production processes, the utterance is ready to 

be produced as a full-fledged utterance. Despite the complexity of this process, speaking 

seems to happen instantly and effortlessly, which begs the question: must all of the different 

encoding processes be completed before speaking can begin? 

 

1.2 Sentence Planning: Incrementality and Planning Scope 

It is important to distinguish between the scope of higher-level, conceptual message planning, 

and the scope of the lower-level planning processes that include lexical access, grammatical 

encoding and phonological encoding. A range of studies show that holistic sentence planning, 

i.e. that the whole of a sentence is generated and processed sequentially at each level prior to 

speech onset, is feasible in the case of very simple utterances (e.g., Bock, Irwin, Davidson & 

Levelt, 2003; Griffin & Bock, 2000; Konopka & Meyer, 2014; Kuchinsky, Bock & Irwin, 

2011). However, it is unlikely that holistically planned sentences are typical in speech 

production, given the speed with which people can start producing complex utterances (e.g., 

Levelt, 1989). Instead, message encoding, linguistic encoding and phonetic encoding can 

operate incrementally, in parallel.  

In incremental sentence planning, only a small portion of the intended utterance is 

constructed before speaking can begin, and segments of conceptual and linguistic information 

are continuously generated in increments after the onset of speech production (e.g., Kempen 
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& Hoenkamp, 1987; Levelt, 1989). Simply put, speakers make up an utterance in chunks as 

they go along, articulating early elements while the upcoming elements are still being 

planned. For example, in “the cat chased a mouse yesterday,” the message element 

concerning the agent, “the cat” is generated first, then its lexical information retrieved, and 

while this information is being grammatically encoded, the next message element concerning 

the action “chased” is being generated. Then, while “the cat” is being phonetically encoded 

and subsequently articulated, the grammatical encoding of the action will take place while the 

time information, “yesterday,” is being conceptualised, and so on. In this way, each element 

of the sentence is consecutively added to the utterance in small increments, and speaking can 

begin as soon as the processing of the first element has been completed, allowing for speed 

and fluency.  

 

1.2.1 The Scope of Message Planning 

A number of proposals exist in the literature based on the idea that message planning and 

lower-level planning processes can operate incrementally and with different scopes. Firstly, 

an important question is whether the whole message must be conceptualised before speaking 

can begin, or whether message planning can keep unfolding incrementally after speech onset. 

According to the Initial Preparation view, messages are generated holistically as a single 

element before being passed down to sentence-level processing, which may then proceed 

smoothly and independently without further interference from the message level. Fluent 

speech depends on the message being prepared in its entirety before speech onset, as adding 

to the message after speaking has begun may cause disfluency or ungrammaticality (Brown-

Schmidt & Konopka, 2014).  

A number of speech production models adhere to the principle of holistic message 

generation, at least at a clausal level. For example, in Ward’s (1992) ‘Flexible Incremental 
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Generator’ (FIG) model, the first step of speech production is the holistic generation of the 

conceptual structure of a clause, followed by a second step of word-for-word grammatical 

encoding. Prior to speech onset, conceptual planning must be completed for the first clause of 

an utterance, but grammatical encoding needs to be completed for only the first word. In 

contrast to this model with its two clearly defined stages is that of Garrett (1975, 1982; as 

cited in Smith & Wheeldon, 1999), in which the different planning stages are simultaneously 

active, each working on different parts of the sentence. At the ‘functional’ planning stage, the 

lemmas within a clause are simultaneously accessed and assigned thematic roles, while the 

‘positional’ stage specifies syntactic, morphological and phonological aspects of a clause in 

successive phrasal chunks. Prior to speech onset, functional level processing must be 

completed for at least the first clause of a sentence, and positional stage processes must be 

completed for the first phrase.  

In contrast to Initial Preparation, Continuous Incrementality posits that sentence-level 

processing can begin while message-level information is still being generated, allowing for 

new information to be added to the message incrementally while speaking is ongoing. 

Throughout the planning process, sentence-level processes continue to interact with message-

level processes, and new message-level information is rapidly incorporated as soon as it is 

available without causing disruptions (Brown-Schmidt & Konopka, 2014). A speech 

production model that supports incremental message planning is the IPG, the incremental 

procedural grammar, developed by Kempen and Hoenkamp (1987). In this model, the first, 

conceptual planning level continues to process fragments after the release of message output 

to the second level of grammatical encoding. The two levels thus process in parallel, and 

multiple fragments are also processed simultaneously within the same level, allowing for 

successive releases of fragments before the grammatical encoding of prior conceptual 

fragments is complete. Fragment size at either the conceptual or the grammatical level varies 
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according to processing speed, and may thus correspond to lemmas or whole clauses. Hence, 

prior to speech onset, there is no fixed amount of planning that needs to be completed, and 

planning scope may be less than a clause. The IPG thus allows for less than a clausal scope of 

conceptual planning before speech onset. 

On the one hand, there is some evidence of holistic message planning in line with 

Initial Preparation. Studies have shown that in cases where the message planning process is 

perceptually driven, e.g. stimulated by a visual scene, it is possible that a complete message 

could be encoded before speech onset, and that the rest of the planning process would 

subsequently be conducted incrementally (e.g. Bock et al., 2003; Griffin & Bock, 2000; 

Konopka & Meyer, 2014; Kuchinsky et al., 2011). For example, Griffin and Bock (2000) 

asked participants to describe line drawings of simple events while tracking their eye 

movements. Eye-tracking is useful because speakers are known to fixate the referents in a 

target sentence in the intended order of mention, allowing for insight into their planning 

process and the development of a message plan (e.g., Konopka & Brown-Schmidt, 2014). 

Griffin and Bock found that speakers’ apprehension of the events guided their selection of 

event participants and thus that conceptualisation preceded formulation, supporting a holistic 

message planning scope. 

On the other hand, Continuous Incrementality has received considerable support from 

empirical evidence (e.g., Brown-Schmidt & Konopka, 2008, 2014; Brown-Schmidt & 

Tanenhaus, 2006). For example, in two eye-tracked picture description experiments, Brown-

Schmidt and Konopka (2014) tested the prediction that new message elements could be 

incorporated incrementally into an utterance after speech onset. In an interactive task, 

participant and experimenter sat in the same room at separate computers and took turns 

instructing each other to click on objects by describing their movements, as neither could see 

the other’s screen. The participants’ eye movements were tracked and their speech was 
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recorded. The visual display was based on a picture description procedure developed by 

Brown-Schmidt consisting of a grid displaying a number of pictures, where the picture(s) to 

be described are marked by flashing or shifting in one direction. In this paradigm, several 

pictures can be marked for description simultaneously, allowing for the testing of the 

production of complex structures such as conjoined noun phrases (e.g., “the balloon and the 

fairy”). The inclusion of contrasting pictures, such as a size contrast, in the picture grid 

makes it possible to test the speed with which sentence plans can be updated with a modifier 

when the contrast is discovered after speech onset (e.g., “the balloon and the small fairy”).  

Brown-Schmidt and Konopka found that participants were able to incorporate new 

message elements, presented as size contrasts, into developing utterances even after speech 

onset without disrupting fluency, as long as the contrast was fixated before the onset of the 

phrase in which the modification occurs. Thus, this study suggests that messages can be 

incrementally updated after speech onset, in line with Continuous Incrementality. In a natural 

speaking environment, the content of the preverbal message is shaped by referential context 

and audience demands, and thus the message may have to be adjusted after speaking has 

begun in response to contextual demands. Brown-Schmidt and Konopka (2014) propose that 

the continuous incremental planning of small message elements would allow speakers to 

make these revisions as necessary without disrupting the flow of conversation.  

 

1.2.2 Variation in Planning Scope  

When it comes to sentence planning as a whole, speakers have been known to use different 

planning strategies when producing utterances under challenging conditions such as time 

pressure or increased cognitive load (Ferreira & Swets, 2002; Slevc, 2011; Wagner, 

Jescheniak & Schriefers, 2010). This implies a certain flexibility in sentence planning. Two 

accounts attempt to explain the use of different sentence planning strategies. According to 
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Linear Incrementality, each message element is encoded independently and in a linear 

succession at each level, allowing for the next element to be planned at the message level and 

encoded at sentence level while articulation is in progress according to the order of 

production (e.g., Gleitman, January, Nappa & Trueswell, 2007; Konopka & Meyer, 2014; 

Konopka, Meyer & Forest, 2018). Linear Incrementality has a lot in common with 

Continuous Incrementality in that both allow for the continuous planning of message 

elements after lower-level processing and articulation have begun. In contrast, Hierarchical 

Incrementality posits that message-level and sentence-level planning are separate processes, 

by which the larger conceptual representation is encoded first, and linguistic encoding 

follows after conceptual planning has finished specifying the relational content and the order 

of message elements (e.g. Bock et al., 2003; Griffin & Bock, 2000; Konopka & Meyer, 2014; 

Konopka et al., 2018). Accordingly, Hierarchical Incrementality largely corresponds to Initial 

Preparation, with the holistic generation of the message before sentence-level processing can 

begin. Which of these planning strategies to use has been proven to vary both from speaker to 

speaker, and within the same speaker depending on context (see Konopka et al., 2018, for a 

review). That these planning strategies may coexist within the same speaker to use when 

appropriate is important to note in a bilingual context, as will be discussed further in section 

1.3.2. 

One variable in determining the choice of planning strategy may be cognitive 

processing load. The preparation of complex utterances and the coordination between 

message-level and sentence-level processing increases processing requirements, which 

affects the accuracy and speed of processing and may have consequences for the degree of 

incrementality possible during speech production (e.g., Ferreira & Pashler, 2002; Pashler, 

1994). Processing capacity limitations may constrain planning in favour of generating smaller 

and more economic increments, although individuals with a higher working memory capacity 
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may opt for planning in larger increments (e.g., Swets, Jacovina & Gerrig, 2014; see also 

Wheeldon & Konopka, 2018). Word length is another factor that may have an effect on 

planning scope. Longer words, which are presumably more complex, should require more 

preparation than shorter words, yet studies of word length effects have yielded inconsistent 

results regarding word length effects on naming latencies (e.g., Damian et al., 2010; see also 

Ferrand & New, 2003, for a review). However, there are enough studies reporting an effect of 

syllable number on the onset of picture naming that there may be a connection between 

syllable number and planning scope (e.g., Meyer, Belke, Häcker & Mortensen, 2007; Meyer, 

Roelofs & Levelt, 2003; Santiago, MacKay, Palma & Rho, 2000). Thus, many factors 

contribute to considerable variation in sentence planning at the different processing levels, 

such that the sentence planning process is not uniform for all speakers in all contexts, but 

flexible and subject to individual and situational differences. 

 

1.2.3 Finding the Minimal Planning Unit  

Taking all this variation into consideration, the question remains as to what is the minimal 

unit of planning that needs to be processed at each level before speaking can begin. As each 

processing level operates with a different scope, the minimum planning scope for message 

generation is not necessarily the same as that for subsequent planning levels. One factor in 

determining the size of message increments may be whether the message planning process is 

perceptually or conceptually driven. As previously mentioned, messages driven by the uptake 

of perceptual information may operate with a holistic message planning scope (e.g., Griffin & 

Bock, 2000). However, visually driven utterances may also consist of very small increments 

which need not exceed a single message element at a time, as each object may be named in 

the order of mention without planning ahead to the next message elements (e.g., Griffin, 

2001; Meyer, Sleiderink & Levelt, 1998; Meyer, Wheeldon, van der Maulen & Konopka, 
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2012). Thus, even when speakers are describing a visual scene, the size of message 

increments may vary considerably. Moreover, most natural language does not consist of 

simply describing things that the speaker can see. Utterances that are planned conceptually 

rather than perceptually, and thus have structures that are less predictable and more complex, 

require more information at the message level, such as the identities and roles of the 

protagonists and how they are related (e.g., Konopka & Brown-Schmidt, 2014).  

The past couple of decades has seen much development in research on planning scope 

and the search for what constitutes the minimal conceptual and grammatical planning units 

required for speech onset. A notable example is a study by Smith and Wheeldon (1999), who 

sought to investigate the minimum scope of processing needed before speaking can begin. 

Levelt and Maassen (1981) had previously demonstrated that speech onset latencies are 

longer for sentences with conjoined noun phrases, e.g., “The square and the diamond are 

rising,” than for coordinates sentences, such as “The square is rising and the diamond is 

rising.” This finding suggests that the whole utterance cannot have been planned before 

speech onset, as coordinate sentences are more complex than conjoined noun phrases and 

should therefore have taken longer to articulate if the entire utterance had been planned 

before speaking. To narrow it down further, Smith and Wheeldon’s (1999) study tested 

whether the minimum processing scope before speech onset consists of a word, a phrase or a 

clause, by measuring the speech onset latency for the production of different sentence types.  

Specifically, they tested whether the first phrase of an utterance received more 

attention from conceptual and grammatical encoding before speech onset than the remainder 

of the utterance. Sitting in a sound-attenuated booth, participants were shown three pictures 

in a line on a computer monitor, e.g., a dog, a foot and a kite. Each picture would move up or 

down, and participants were asked to describe the scenario from left to right using a single 

clause sentence. Depending on the number of pictures moving in tandem, the display would 
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prompt the production of one of the following two sentence types: a complex-simple sentence 

which began with a conjoined noun phrase, such as “the dog and the foot move above the 

kite,” or a simple-complex sentence beginning with a simple noun phrase, such as “the dog 

moves above the foot and the kite.” Reaction times were automatically recorded. Smith and 

Wheeldon found that latencies were indeed greater to complex-simple sentences than to 

simple-complex sentences, indicating that grammatical processing of the first phrase is 

prioritised. The difference in latency is due to the higher complexity of the initial phrase of 

complex-simple sentences compared to the simple-complex sentences. If grammatical 

encoding had been completed for either the whole clause or only the first word, there would 

have been no significant difference in latency between the sentence types.  

This finding is consistent with a phrasal processing scope for grammatical encoding 

rather than a clausal scope, meaning that grammatical encoding does not encompass the 

entire sentence before speech onset, nor is lexical access completed for the entire sentence 

before speech onset. Rather, only the first phrase is grammatically encoded prior to speech 

onset. Additionally, Experiment 2 and 3 revealed that latencies to double clause sentences 

were longer than to single clause sentences, indicating that some processing of the second 

clause is initiated but not completed before speech onset and thus that conceptual encoding 

reaches beyond the first clause. Smith and Wheeldon’s findings thus indicate the existence of 

a phrasal scope for lexical access and a clausal scope for higher-level, conceptual processing 

prior to lexical access.  

 One limitation of the Smith and Wheeldon (1999) study is that it does not reveal the 

processing level at which the phrasal scope operates, and another is that there is still a 

possibility that the processing scope is lexical rather than phrasal, in which case speakers 

prefer to retrieve the two initial content words of an utterance prior to speech onset rather 

than the first phrase. In the case of the simple noun phrases, the second content word was 
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always the verb ‘moves,’ whereas in the conjoined noun phrases it was a different picture 

name, which might explain the increased speech onset latency for conjoined noun phrases. 

The critical planning unit, i.e. the scope of grammatical planning before speech onset, could 

be the subject phrase or the agent, or even a smaller grammatical unit such as the initial noun 

phrase. In order to examine which of the above constitutes the critical planning unit, Allum 

and Wheeldon (2007) took advantage of the head-final properties of Japanese, in which the 

agent or head of the subject phrase is the second grammatical unit in a sentence, to test the 

hypothesis that the critical planning unit comprises the initial verb argument phrase, i.e. the 

initial phrase that represents a major sentence unit such as subject, object, etc. with its 

associated elements.  

Allum and Wheeldon designed four picture description experiments in which items, 

pictured as line drawings, were grouped together by colour to form phrases, thereby creating 

Japanese sentences that increased in complexity for each experiment. Examples are sentences 

that translate into the likes of “the dog is above the clock and the flower” and “the dog and 

the clock are above the flower” etc (Experiment 1), “the flower above the dog is red” and 

“the dog and the clock are red” (Experiment 2), “the flower and apple and trousers above the 

dog are red” and “the trousers and apple above the dog and flower are red” (Experiment 3), 

etc. Inside a sound-attenuated booth, the pictures, grouped together in different ways 

according to the type of sentence to be elicited, were displayed on a computer screen in front 

of the participant, who had beforehand been instructed in the procedure and the required 

sentence patterns per display. Reaction times were automatically recorded, and errors were 

recorded by an experimenter seated outside the booth.  

What Allum and Wheeldon found was, first, that sentence production latencies 

increased depending on the length of the sentence-initial verb argument phrase, suggesting 

that this phrase was the minimal unit of planning before speech onset (Experiment 1). 
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Second, reaction times also increased when the grouping of elements within the verb 

argument phrase increased the size of the sentence-initial functional phrase, even when the 

length of the verb argument phrase was the same overall. Accordingly, the initial functional 

phrase, even if it was a subordinate phrase, was processed more thoroughly than the verb 

argument phrase as a whole (Experiment 2-3). A functional phrase is any unit that serves a 

single function, such as a modifier, theme or agent, and cannot be broken down into lesser 

functions. For example, the subject phrase “the flower above the dog” can be split into two 

functional phrases, ‘the flower’ and ‘above the dog,’ whereas “the flower and the dog” 

consists of one functional phrase. In Japanese, the literal translation of the English sentence 

“The flower above the dog is red” would be *“Dog above flower red is,” which would make 

the initial functional phrase ‘dog above’ a subordinate phrase and leave the head of the 

phrase, ‘flower,’ in second position. Thus, the scope of grammatical encoding does not 

necessarily include the head of the phrase, and may encompass less than the initial verb 

argument phrase as a whole. When Experiment 2 was replicated in English with native 

English speakers, results showed a similar effect of sentence production latencies being 

dependent on the size of the first functional phrase rather than the subject phrase as a whole, 

indicating that the results from the previous experiments were not caused by language 

differences (Experiment 4). Furthermore, Experiments 2 and 4 showed that sentence-initial 

conjoined noun phrases (henceforth referred to as coordinate structures) had longer speech 

onsets than structures in which noun phrases were modified by prepositional phrases 

(henceforth referred to as prepositional structures), suggesting that coordinate structures have 

longer processing scopes than prepositional structures. 

These findings expand on those by Smith and Wheeldon (1999) by confirming that 

the first verb argument phrase is more thoroughly processed than subsequent phrases, and 

adding that the initial functional phrase, a smaller unit than the verb argument phrase, is 
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processed more thoroughly than the whole verb argument phrase, even if it does not represent 

a major element in the sentence. Thus, it appears that speech can be initiated once the 

smallest functional unit has been lexicalised. Since the initial functional unit is larger in 

coordinate structures, in that both nouns need to be lexicalised, it follows that planning scope 

for coordinate structures is larger than that of prepositional structures. 

 Building on the 2007 study, Allum and Wheeldon (2009) conducted a second study in 

both Japanese and English in order to investigate at which processing level the functional 

phrase scope operates. Specifically, how does the prelinguistic and presumably nonlinear 

message ensure that lexical access transpires in the correct order, regardless of language? By 

including a picture preview in advance of the picture description experiment in order to 

activate lexical information associated with one of the trial picture names, they were able to 

examine how planning is affected by the prior access of lexical information. The results 

showed that, for both English and Japanese, a preview of the first noun in a coordinate 

structure substantially reduced onset latency. There was also a lesser effect previewing the 

second noun in a coordinate structure. However, there was no effect of preview on a second 

noun that was not a part of the initial verb argument phrase, such as with prepositional 

structures which consist of a noun phrase modified by a prepositional phrase containing a 

second noun. In Japanese, the modifying prepositional precedes the head noun phrase, but 

preview still had no effect on the second noun even though this was the head of the verb 

argument phrase. These findings were taken as evidence that only the lexical items in the 

initial phrase need to be retrieved before speech production can begin. Additionally, the 

results suggest that the order of lemma activation is affected by word order, such that syntax 

mediates between message generation and lexical access. This is consistent with Chang et 

al.’s (2006) Dual Path model in which conceptual elements interact with 

grammatical/syntactic processes before lexical access occurs. Additionally, when comparing 
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sentence production in Japanese and English, Allum and Wheeldon found that preverbal 

message planning seems to be universal across languages, which suggests that any L1-L2 

differences in bilingual sentence production are likely not due to constraints on conceptual 

encoding processes. The final experiment also supported the findings of Allum and 

Wheeldon (2007) that coordinate structures take longer to plan than prepositional structures. 

 In sum, these studies by Smith and Wheeldon (1999) and Allum and Wheeldon (2007, 

2009) demonstrated that linguistic encoding is completed for the first functional phrase of an 

utterance prior to speech onset, but that higher-level conceptual planning can extend much 

farther ahead, up to and including the second clause of the utterance before articulation 

occurs. Additionally, initial coordinate structures have longer speech onsets than initial 

prepositional structures. This means that coordinates take longer to plan, indicating that both 

nouns in the coordinate structure are planned before speech can begin, while in a 

prepositional structure, speaking can begin as soon as the initial noun phrase is planned, and 

the prepositional phrase is planned incrementally after speech onset. These are important 

findings around which the present study is heavily based (see section 1.4).  

As regards the scope of phonological planning, there is evidence in favour of a variety 

of planning scopes. For example, Meyer (1996) found that the scope of phonological 

planning prior to speech onset extends only as far as to the first noun, even in cases where the 

lexical items for both nouns in a coordinate structure have been selected at speech onset, 

demonstrating that the lexical/grammatical planning unit is larger than that of the 

phonological level. Other studies have shown that the scope of phonological encoding does 

not exceed a single phonological word (Levelt, 1989; Levelt et al., 1999; Wheeldon & Lahiri, 

1997; 2002). A phonological word is a unit consisting of a single stressed syllable and any 

unstressed syllables associated with it, e.g., “the umbrella in the...,” and may thus encompass 
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more than a lexical word. Speech error data suggest that phonological encoding operates with 

a phrasal planning scope (e.g., Garrett, 1975, 1980, as cited in Wheeldon & Konopka, 2018).  

Phonological priming and interference effects suggest a fluid unit of phonological 

encoding, as phonological similarity between words (e.g., ‘mouse’ – ‘mouth’) has also been 

shown to affect speech production. For example, Schnur, Costa and Caramazza (2006) found 

that a phonologically similar distractor word would facilitate speech production when 

presented alongside a picture depicting an action which the participant must describe while 

ignoring the distractor word. For example, the presence of the distractor word ‘jug’ facilitated 

the onset of the sentence “the girl jumps” compared to the unrelated distractor word ‘sneer.’ 

However, the presence of phonologically similar words has also been found to interfere with 

planning. For example, Oppermann, Jescheniak and Schriefers (2010) found that a distractor 

word, e.g., ‘mauk,’ related to the subject or object, e.g., ‘Maus’ (German: ‘mouse’) interfered 

with the target utterance if the subject or object appeared in a non-initial phrase. Both of these 

findings suggest that phonological planning can surpass phrase boundaries. The great 

variation in the results of phonological planning studies indicates that the unit of 

phonological encoding is not fixed, but that phonological planning scope seems to be flexible 

and to some extent independent of the scopes of conceptual and grammatical encoding.  

The above sections have established that planning scope may be subject to variation 

depending on such variables as processing level, changes in linguistic and visual context, 

cognitive processing load, priming effects, word length, and sentence structure. However, if 

planning scope depends on so many different circumstantial elements, then what happens 

when the language changes? The question is whether bilingual speakers employ the same 

planning strategies as monolinguals, i.e. whether the sentence planning process of a bilingual 

person remains the same regardless of which language that person is speaking. 
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1.3 Bilingualism and Sentence Planning 

1.3.1 Language-Specific vs. Language-Nonspecific Processing 

Much remains to be explained regarding how bilingual speakers coordinate message-level 

and sentence-level processes in their two languages, and in what ways second-language (L2) 

planning differs from the first language (L1). To understand bilingual production entails 

understanding how information is passed between processing levels, how the system knows 

how to restrict selection processes to apply only to the target language, and how non-target 

lexical items affect the selection processes. There is evidence to suggest that the intention to 

speak in either the L1 or L2 is generated as a part of the preverbal message (e.g., Costa, 

Miozzo & Caramazza, 1999; De Bot, 1992; Green, 1998). Furthermore, research has shown 

that the semantic systems of a bilingual activate in parallel for both of the bilingual’s mental 

lexicons, and that both lexicons are active in parallel (e.g., Colomé, 2001; Hermans, 

Bongaerts, De Bot & Schreuder, 1998; van Hell & Dijkstra, 2002). The question is how the 

bilingual processing system navigates between the languages such that only the intended 

language is selected for production. 

Two views attempt to explain bilingual language processing. According to the 

language-specific view, during lexical access, the meaning of each word contains a feature 

specifying the language to which it belongs (e.g., Green, 1998; Levelt, 1989). For example, 

despite being translations, the English word ‘table’ and the Norwegian word ‘bord’ do not 

express the same meaning or contain the same conceptual content; the meaning of ‘table’ 

includes its specification as an English word, and the meaning of ‘bord’ includes a 

Norwegian feature. When selecting a lexical item, a language-sensitive selection mechanism 

ensures that the lexical item chosen matches the speaker’s intended meaning and intended 

language (Roelofs, 1998). Thus, by deciding to speak in either language, the planning process 

will be language-specific from the start of conceptualisation until the articulation of the 
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utterance (e.g. Costa et al., 1999). The existence of the other language will not interfere with 

the lexical selection process.  

In contrast, the language-nonspecific view is that the contents of the preverbal 

message will activate all relevant lexical items during lexical access regardless of language, 

and thus that words from the non-target language will also act as competitors during the 

lexical selection process. The lexical item that is most highly activated will end up being 

selected, due to an inhibition mechanism which suppresses activated words from the non-

target language (Green, 1998). Because of this competition between the two languages’ 

lexicons, lexical items from the non-target language will interfere during lexical access, 

which may cause disruptions in speech (e.g., Hermans et al., 1998).  

One important difference between the two views lies in the role of the non-target 

language during lexical selection. Language-specific models postulate that the non-target 

language is irrelevant during lexical selection and thus that there is no competition, as the 

lexical selection mechanism only considers lexical items from the target language (e.g., Costa 

et al., 1999; Roelofs, 1998). The language-nonspecific view, however, maintains that lexical 

items from both lexicons of a bilingual will compete for selection. Accordingly, if the 

presence of words from one language can be proven to interfere with the selection of 

semantically related lexical items in the other language, this suggests that the items compete 

for selection and thus that lexical selection is language-nonspecific. On the other hand, if the 

presence of words from one language can be shown to facilitate the selection of semantically 

related items from the other language, this suggests that the word from the one language 

spreads activation to semantically related words in the other’s lexicon, due to the lexicons 

sharing semantic systems. The lexical items will therefore receive higher levels of activation, 

facilitating production (Costa et al., 1999).  
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As it is, neither view can wholly explain bilingual language processing. Both 

language-specific models and language-nonspecific models yet leave important questions 

unanswered, such as how the language-specific models’ selection mechanism knows how to 

restrict selection to only the lexical items of the target language, and how the language-

nonspecific models can satisfactorily explain the mechanism that prevents the selection of 

words from the non-target language (Costa, 2005). In his review on the subject of language-

specific versus language-nonspecific speech processing, Costa (2005) hypothesises that 

proficiency in the L2 may cause a shift from language-nonspecific toward language-specific 

processing in bilingual speakers. As such, it may be that there is not one correct answer to the 

question of whether language processing is language-specific or language-nonspecific, and 

that the language-specificity of bilingual language processing is subject to individual 

variation, much like planning strategies. 

 

1.3.2 Bilingual Planning Strategies 

The heightened processing load of speaking in a second language has consequences for 

message preparation as well as on the incrementality of sentence planning. It is assumed that 

linguistic encoding is slower and more difficult in the L2 than in the L1, which in turn slows 

down L2 production. The coordination of message- and sentence-level processes appears to 

be different between L1 and L2 sentence production, as L2 message-level encoding appears 

to be more extensive compared to the L1 (e.g., Konopka et al., 2018). To compensate for the 

heightened difficulty of producing sentences in the L2, bilinguals may employ different 

planning strategies than they would if they were speaking their L1. Furthermore, bilinguals’ 

planning strategies may be shaped by their experience with each language, which may 

influence message generation and predict the difficulty of linguistic encoding.  
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Empirical evidence suggests that under cognitive load, such as when speaking in a 

less-practiced language, speakers will use smaller planning windows during sentence 

production in order to spread the cognitive effort across the utterance (e.g., Ferreira & Swets, 

2002; Wagner et al., 2010). Therefore, bilinguals may opt for a linearly incremental planning 

strategy, breaking the utterance up into smaller increments. However, although this planning 

strategy would reduce processing load per increment, the speaker would also need to 

continuously plan new increments after speech onset, which may lead to disfluencies and 

repairs. Another option would be to go for a hierarchical planning strategy, planning a larger 

message before speech onset in the L2 and beginning linguistic encoding after the message 

has been generated. Speakers have been known to shift from linear to hierarchical planning if 

the linguistic encoding processes become more difficult to perform (e.g., Konopka & Meyer, 

2014). Using this strategy would presumably lead to less disfluencies and need for repairs, 

but it would also entail a delay in speech onset.  

 Konopka, Meyer and Forest (2018) set out to examine to what extent bilingual 

planning is influenced by linguistic experience, and specifically whether bilinguals would opt 

for a linearly incremental planning strategy or a hierarchically incremental planning strategy 

depending on their experience with the language. They conducted a series of experiments in 

which Dutch-English bilinguals generated event descriptions in both the L1 and L2 prompted 

by a picture grid (as described above in section 1.2.1), while their gaze patterns were tracked 

and their speech onsets measured. After the experiment, participants completed a 

questionnaire about their linguistic background and L2 experience, as well as a LexTale test 

in both languages. A LexTale test measures vocabulary knowledge and general proficiency in 

a language. Results revealed that speakers tended to select ‘easier’ sentence structures, such 

as actives over passives, in their less-practiced language, English. However, more proficient 

English speakers used the more complex passive structures more frequently in English than 
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did low-proficient speakers. Additionally, initiation of sentences in the L2 was slower than in 

the L1. Furthermore, eye tracking revealed that the agent of the sentence was fixated earlier 

in L1 sentences than in L2 sentences, indicating that speakers delayed linguistic encoding in 

L2 because of a separation of message-level encoding and sentence-level encoding. This 

suggests that L2 speakers devoted more attention to extensive message planning, consistent 

with Hierarchical Incrementality. In the L1, on the other hand, production was more 

consistent with a linearly incremental planning strategy with greater syntactic flexibility. This 

finding suggests that L2 planning is generally more hierarchically incremental than linear, 

and that earlier and more expansive message generation is preferred in a less-experienced 

language. 

 Konopka and colleagues also found that, when including a preview of half of the 

target pictures before each block (Experiment 2), in L2 sentences the picture preview 

removed the effect of delaying linguistic encoding and facilitated conceptual processing. 

When including a noun preview before beginning the experiment, in which half of the nouns 

were names of agents in the target events (Experiment 3), this priming significantly 

facilitated linguistic encoding of target agents in both languages, but linguistic encoding in 

the L2 was facilitated to a greater extent than in the L1. Furthermore, when including a 

preview of the most frequently used verbs for describing the target pictures, this verb preview 

had a strong faciliatory effect on speech onsets. The way the previewed verbs functioned as a 

prime, increasing the efficiency of conceptual encoding, suggests that early sentence planning 

includes the sentence verb. Importantly, the preview manipulation had a larger benefit in the 

L2 than the L1, suggesting a broader scope of planning in L2 than in L1.  

 Another finding by Konopka et al. (2018) was that the more experience the 

participants had with the task, the more linearly incremental was their planning process, 

showing that participants are able to utilise the strategy of Linear Incrementality in the L2 if 
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they feel comfortable with the task. Additionally, the more proficient L2 speakers tended to 

shift towards linearly incremental planning, showing greater syntactic flexibility. This 

suggests that the choice of planning strategy is experience-driven, and that the higher the 

proficiency, the more L1-like the bilinguals’ planning process will be. For this reason, factors 

related to L2 experience and proficiency are of great interest in relation to the bilingual 

sentence planning process, and of particular importance for the purposes of the present study. 

   

1.3.3 The L1-L2 Relationship  

As this study focuses on Norwegian-English bilinguals, it is important to consider the 

relationship between these languages and how they may affect each other in the bilingual 

mind. Second language learning is to a large degree shaped by transfer from the L1, therefore 

the structure of the L1 has great importance when it comes to learning the L2.  The transfer 

will be more successful if the two languages are closely related conceptually, materially and 

linguistically (e.g. MacWhinney, 2005). Both being Germanic languages, Norwegian and 

English belong to the same language family and thus follow the same general structure when 

it comes to syntax; both as a general rule follow the SVO (declarative) and VS (interrogative) 

word order, both prefer active sentence structures over passives, and both languages rely on 

word order to mark the syntactic function of a phrase, as neither language marks grammatical 

case (e.g., nominative, accusative) like many other languages do. Thus, both languages are 

subject to similar constraints on word order during grammatical encoding.  

However, some language-specific constraints do exist, whose backward dependencies 

may affect processing scope (e.g., Wheeldon, 2012). For example, in Norwegian the 

indefinite article takes a different form according to the gender of the noun, as in ‘et hus’ 

(neuter) – ‘a house,’ but ‘en sykkel’ (masculine) – ‘a bicycle.’ The speaker would need to first 

retrieve the noun in order to know which indefinite article to select. This would not make any 
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difference in languages such as English where nouns do not have gender. Relevant to this 

study, Norwegian adjectives are inflected according to the plurality, gender and definiteness 

of the noun they qualify. In the case of attributive adjectives, which are placed before the 

noun, the speaker is required to first retrieve the correct form of the noun in order to select 

the correct form of the adjective. For example, ‘a green apple’ would be ‘et grønt eple,’ 

(neuter noun), but ‘a green book’ would be ‘ei grønn bok’ (feminine noun), and when put in 

the definite form, ‘the green book’ would be ‘den grønne boka.’ Such language-specific 

features may create differences between the processing scope of one language compared to 

the other that should be taken into account when studying bilingual sentence planning.   

As Norwegian and English are related, it is also important to consider that there will 

be a large number of cognates. Within the field of psycholinguistics, cognates are translation 

words that are similar in orthographic and/or phonological form in two languages, e.g. the 

Norwegian ‘papir’ and English ‘paper’. Cognates are known to affect the speed of sentence 

production. As mentioned above, during lexical selection, competition increases the more 

semantically similar the distractor word is to the target word due to the semantic interference 

effect. Therefore, a cognate may be assumed to slow down lexical retrieval by virtue of its 

similarity in meaning to the target word.  

However, rather than interfering, cognates have been found to facilitate the retrieval 

of the target word and lead to faster naming latencies in bilingual production. Costa, 

Caramazza and Sebastian-Galles (2000) examined the effect of cognates on picture naming 

latencies, and found that bilinguals named pictures with cognate names faster compared to 

noncognate names, while monolinguals named both cognate and noncognate pictures equally 

fast. This effect was greater when bilinguals named pictures in their less dominant language. 

These findings suggest a strong cognate facilitation effect on bilingual lexical retrieval, and 

also that phonological segments appear to be activated by similar lexical items in a language 
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non-specific way (Costa et al., 2000). The cognate facilitation effect has also been observed 

in a study of the tip-of-the-tongue (TOT) phenomenon in bilingual speakers, where bilinguals 

experienced fewer TOT-states with cognate words than with noncognates (Gollan & Acenas, 

2000, as cited in Costa, 2005). The fact that cognates have been known to facilitate picture 

naming in bilinguals is important to keep in mind for the present experiment, as its success 

depended on avoiding priming and facilitation effects from one language to the other. 

Therefore, only non-cognates and translation words that differed phonetically and 

orthographically were used as stimuli in the present experiment.  

 

1.4 The Purpose of the Present Study 

The purpose of this study was to test the scope of bilingual sentence planning in relation to 

language background and proficiency. As described in section 1.2.3, studies by Smith and 

Wheeldon (1999) and Allum and Wheeldon (2007, 2009) have shown that linguistic 

encoding is completed for the first phrase of an utterance, but that there is also some 

conceptual planning for much later elements in the utterance. These studies also showed that 

planning scope depends on the type of sentence being produced, as sentence-initial 

coordinate structures take longer to process and produce than simple noun phrases or 

prepositional structures. Furthermore, there is evidence from Konopka et al. (2018) that when 

speaking in a second language, people are more likely to employ a larger message planning 

scope and to delay speech onset than when they speak in their first language. Nonetheless, 

Konopka and colleagues found that bilinguals with a higher second language proficiency 

behaved more like first language speakers when speaking in their second language (see 

section 1.3.2).  

 As previously mentioned, there is much that is yet unknown regarding sentence 

planning in a second language. Inspired by the abovementioned studies, the present study 
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endeavours to shed light on aspects of bilingual production around which little research has 

been done compared to the research on bilingual control mechanisms and individual word 

production (e.g., Konopka et al., 2018). Building on the findings of Konopka and colleagues 

(2018) the present study aimed to further examine how planning scope differs between L1 

and L2 sentence production, and in what ways bilingual speech production in the L2 is 

affected by their linguistic background and experience. Furthermore, this thesis aimed to 

investigate whether the fact that planning scope varies depending on sentence type, as shown 

by Smith and Wheeldon (1999) and Allum and Wheeldon (2007, 2009), is also true for 

bilingual L2 language production. A novel addition in this respect is the aim to discover 

whether adding complexity in the form of adjective modifiers to subject position noun 

phrases affects planning scope in either language, and if so, whether complexity effects differ 

between the languages.  

Due to the high saturation of English both in informal channels, such as TV and the 

general media, and in formal educational settings, Norwegian-English bilinguals can be 

expected to have a generally high level of English proficiency. Indeed, in 2020, Norway 

ranked in fifth place in the EF English Proficiency Index ranking of English proficiency by 

country (EF Education First, 2020). As such, Norwegian bilinguals are aptly suited for 

participation in a study of bilingual sentence production. Hence, this study was designed to 

test the sentence production process of Norwegian-English bilinguals based on the following 

experimental questions: 

 

1. How does bilingual profile and proficiency level affect performance in L2 sentence 

production? 

2. How does planning scope differ between L1 (Norwegian) and L2 (English)? 
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3. Does adding sentence complexity in the form of adjectives to the noun phrases affect 

scope of planning in the L1 and/or the L2, and are there between-language differences 

in complexity effects?   

 

There were two main components to the study: a questionnaire and a laboratory 

experiment. In order to gain understanding of each participant’s language background and 

proficiency level, the participants were asked to fill out a questionnaire detailing their 

language experience and second language acquisition, which was used to determine the 

participant’s bilingual profile (see section 2.1.2). Questionnaire data would be subjected to a 

factor analysis in order to extract common factors concerning linguistic background and 

proficiency level that could be related to performance in the experimental tasks. The factor 

analysis would thus allow for the assessment of how different aspects of participants’ profile 

may affect processing scope in the L2 as compared to the L1. Of particular interest was what 

aspects of profile might feed into rapid and accurate structure building in the L2 as compared 

to the L1. The questionnaire used in this experiment was an adapted version of the Language 

Experience and Proficiency Questionnaire, or LEAP-Q, developed by Marian, Blumenfeld 

and Kaushanskaya (2007). The LEAP-Q was created in response to the need for a reliable 

method of determining bilingual language status in which there was a predictable consistency 

between self-reported proficiency and first and second language performance. The reliability 

and efficiency of the LEAP-Q has been established on the basis of two quantitative studies of 

multilinguals and bilinguals (Marian et al., 2007). The LEAP-Q is thus a solid foundation on 

which to build a bilingual language profile for use in this experiment. 

 The experiment, conducted in both Norwegian and English, was a picture description 

task inspired by the picture grid paradigm developed by Brown-Schmidt (detailed in section 

1.2.1) in which complexity effects could be added in the form of contrastive pictures. Two 
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changes were made from the original paradigm to the picture grid used for the present study. 

Firstly, while the picture grids used in Brown-Schmidt and colleagues’ studies (e.g. Brown-

Schmidt & Konopka, 2014) had up to 20 images within one grid, the grid used in the present 

experiment was simplified to include only four images. Second, in the original picture grid 

paradigm, the marked images would flash or shift; however, the grid used in the present study 

had no movement, and the images to be described were instead framed in red squares (see 

section 2.1.3). These changes were made for the sake of clarity and in order to restrict the 

levels of complexity to only what was most relevant, and to avoid unnecessary disfluencies 

and longer speech onsets due to participants not being able to locate the contrasting image.  

Based on the study’s aims and experimental questions, the general predictions for this 

study were, firstly, that the higher the L2 proficiency level, the more L1-like a person’s 

performance in the L2 experimental tasks will be. Thus, such aspects of profile as age of 

acquisition, usage rates and vocabulary were expected to play an important role in a person’s 

level of proficiency in the L2. Second, although speech onset for L2 production can be 

expected to be longer compared to L1 production due to increased cognitive processing load 

and a larger planning scope, L2 planning scope will be similar to L1 planning scope in that 

sentence-initial coordinate structures will take longer to produce than prepositional structures. 

The third general prediction was that adding modifiers to either noun phrase in a coordinate 

structure will either a) break down planning scope into smaller units, in which case we will 

see faster speech onsets in coordinate structures than in prepositional structures, or b) make 

no difference to scope, in which case we should see a consistent increase in speech onset 

latency according to the rise in sentence complexity level.  
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2 EXPERIMENT AND QUESTIONNAIRE 

A picture description experiment was devised aiming to elicit the articulation of different 

sentence types, which could be modified by adding adjectives so as to manipulate whole 

sentence complexity or first phrase complexity, thus making it possible to investigate 

variations in processing scope by measuring speech onset latency. In this way it would be 

possible to examine differences in speech onset time as an indicator of sentence complexity 

for each sentence type. The longer the speech onset, the more complex the sentence. Three 

pairs of sentence types were generated based on complexity effects, as shown in Figure 2: 
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Sentence pair 1: 

1. Simple coordinate   E.g.: The key and the bag 

2. Prepositional:     E.g.: The key above the bag 

These first two sentences (Figure 2, top row) are control sentences used for comparison of 

scope manipulation, as both are unmodified by adjectives. The first sentence type is a 

simple coordinate structure. The second sentence type consists of a prepositional 

structure, which could occur with either the preposition ‘above’ or ‘below.’ Based on 

previous work by Smith and Wheeldon (1999) and Allum and Wheeldon (2007, 2009), 

the prediction was that sentence type 2 would have a faster speech onset than sentence 

type 1 because a coordinate structure will require longer processing time than a 

prepositional structure, as the lemma of both heads need to be accessed before speech 

onset. 

 

Sentence pair 2: 

3. Coordinate, N1 modified:  E.g.: The small key and the bag 

4. Prepositional, N1 modified: E.g.: The small key above the bag 

In the second sentence pair (Figure 2, middle row) an adjective has been added to qualify 

the first noun phrase (N1) in both sentences. The aim was to investigate whether and in 

what ways this added complexity affected processing scope in these two sentence types as 

compared to each other and to the two control sentences. If adding a modifier to the first 

head noun affects planning scope, such that only the first noun phrase is prioritised for 

grammatical encoding, there should be a smaller complexity difference between sentence 

type 3 and 4, and sentence type 3 should have a shorter speech onset latency (SOL) than 

sentence type 1. If adding a modifier to the first head noun makes no difference to scope, 
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there should be a larger complexity difference between sentence type 3 and 4, and 

sentence type 3 will have a longer SOL than sentence type 1.  

 

Sentence pair 3: 

5. Coordinate, N2 modified:  E.g.: The key and the small bag 

6. Prepositional, N2 modified: E.g.: The key above the small bag 

An adjective was added to the second noun phrase (N2) of each sentence in the third 

sentence pair (Figure 2, bottom row). Adding complexity to the N2 made it possible to 

examine if and how processing scope was affected as compared to the second sentence 

pair, in which the N1 was modified. If adding a modifier to the N2 breaks up planning 

scope to include only the first noun phrase, there should be a smaller complexity 

difference between sentence type 5 and 6, and sentence type 5 will have a shorter SOL 

than sentence type 1. If adding a modifier to the second noun has no effect on scope, there 

should be a larger complexity difference between sentence type 5 and 6, and sentence 

type 5 will have a longer SOL than sentence type 1 and 3. 

 

The sentences used for this experiment were simple descriptive utterances without a 

verb, so as to keep any complexity effects confined to the noun phrases. Verbs introduce the 

possibility of a language-specific complexity effect in that English has subject-verb 

agreement, which Norwegian does not, which would lead to a variation in verb form from 

coordinate structures to prepositional structures in English, but not in Norwegian. For 

example, a full English prepositional sentence would be “the key above the small bag is 

framed,” but a coordinate sentence would be “the key and the small bag are framed.” 

Additionally, having to inflect the verb in concord with the subject may lead to subject-verb 



40 
 

agreement errors in the L2. The sentences were thus designed to answer the prompt 

“Uniquely identify the framed pictures” in the least complex manner. 

 

2.1 Method 

2.1.1 Participants 

27 participants between the ages of 18 and 34, of whom 20 were female, took part in the 

production experiment. All of the participants were bilinguals who spoke Norwegian as their 

first language (L1) and English as their second language (L2), with no other home languages. 

The participants received a 300 NOK gift card at the university bookstore as compensation 

for participating.  

 

2.1.2 Bilingual Profiling Questionnaire  

Before taking part in the experiment, participants were asked to fill out a Bilingual Profiling 

Questionnaire (henceforth referred to as the BPQ) detailing their language experience and the 

acquisition of their L2. The BPQ was used to determine each participant’s bilingual profile, 

including their age of acquisition, vocabulary, usage rates and general proficiency.  

As described in section 1.4, the questionnaire used in this experiment was an adapted 

version of the LEAP-Q by Marian et al. (2007). However, a number of changes were made 

from the LEAP-Q to the BPQ used in the present study. Importantly, the BPQ was specially 

adapted for Norwegian L1 speakers, with questions ascertaining that Norwegian is their first 

language and questions specifically pertaining to their use of Norwegian as their L1. The 

order of the various parts of the BPQ also differed from that of the LEAP-Q. The LEAP-Q 

starts with language background and then proceeds to questions about US immigration, 

which is irrelevant to the present experiment, followed by level of education and 

subsequently more language questions. In the BPQ, all of the formalities such as personal 
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information and criteria for participating were contained in Part 1, ‘Screening questions’, 

while language background was detailed in Part 2 (see Appendix A). There was also an 

added Part 3 that specifically addressed Norwegian and English proficiency. The question of 

whether the participants considered themselves a “reasonably good speaker of English” was 

also included at the very beginning of the questionnaire (Appendix A, Part 1, question 5). 

The order presented in the BPQ made it easy to ascertain that all criteria were met at the very 

start, before proceeding to the language questions. Thus, the changes in structure made for a 

more time-efficient questionnaire, tailored to the specific needs of the present experiment.  

The BPQ was also more detailed than the LEAP-Q, with added questions about 

accidental and intentional language mixing both from English into Norwegian and vice versa 

(Appendix A, Part 3, Q7 & Q8), a question about which language was used for different 

mental and linguistic tasks (Appendix A, Part 2, Q9), and a question about whether there had 

been a decline in fluency in either language (Appendix A, Part 2, Q8). The questions about 

proficiency level were also much more comprehensive. While the LEAP-Q only details 

speaking, spoken language comprehension and reading comprehension (Marian et al., 2007), 

the BPQ additionally included pronunciation, writing, grammar, vocabulary and spelling 

(Appendix A, Part 3, Q4). A question about percentage of time spent speaking each language 

in total was also added (Appendix A, Part 2, Q4), whereas the LEAP-Q only includes reading 

and speaking with other bilinguals (Marian et al., 2007). Another example of the BPQ’s 

higher level of detail than the original LEAP-Q is the added questions about vision, hearing 

or language impairments, as well as right- or left-handedness (Appendix A, Part 1, questions 

6-9). There was also a question about whether the participant had taken part in experiments at 

the linguistics lab at the University of Agder before (Appendix A, Part 1, question 14), which 

if so, should facilitate preparing the participant for testing. In contrast to the LEAP-Q, the 

BPQ was made to be anonymous, including only a participant number and no name or date of 
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birth that could be used to identify the participant. The BPQ also included questions about 

country of birth and country of residence (Appendix A, Part 1, questions 10-11), which are 

important aspects of a person’s bilingual profile. Last, but not least, the BPQ added a ‘non-

binary’ option under “Gender”, for which the LEAP-Q only had the two options of ‘male’ 

and ‘female’ (Appendix A, Part 1, question 2; Marian et al., 2007). This addition made the 

BPQ more inclusive in terms of gender identity than the original LEAP-Q. Altogether, the 

amended version of the LEAP-Q used in this experiment aimed to be more specialised, 

efficient and comprehensive than the original, while still retaining the reliability and validity 

of the original LEAP-Q. 

 

2.1.3 Production Experiment Stimuli 

The design used for the trial stimuli was a picture grid displaying four drawn pictures, in 

which one or two pictures were marked by a red frame, as illustrated in Figure 2 (see also 

Appendix B). The stimuli consisted of a total of 80 pictures and their corresponding names, 

paired to make 40 items, each item occurring in six conditions according to sentence type as 

shown in Figure 2 (see also section 2.1.4). The pictures used for the experiment were selected 

from MultiPic, a standardised set of 750 coloured line drawings constructed by Duñabeitia et 

al. (2018) for use in cognitive experiments. The pictures in this databank are all drawn by the 

same artist in the same style, are matched for visual complexity, and represent common 

concrete and easily nameable concepts across several different European languages. The 

chosen pictures corresponded to nouns with high name agreement in both languages. All trial 

picture names were non-cognates that did not begin with the same initial sound in Norwegian 

and English. 

Some of the pictures were modified for use in the present experiment for reasons of 

saliency. For example, the colours used in certain pictures were very vivid, making the 



43 
 

picture stand out more than the others within the same grid. These pictures were therefore 

modified to a duller hue. In other cases, the picture had too little colour compared to the other 

pictures, in which case colour was filled in to even out the overall visual complexity of the 

picture grid. The modified version was used consistently throughout the experiment 

whenever such pictures occurred in any picture grid, regardless of whether or not the picture 

in question was an experimental item.  

Furthermore, the experimental item pictures each had a version that was modified 

such that it would correspond to one of the following five adjectives used to add complexity 

effects to the noun phrases in the experimental items: ‘big’, ‘small’, ‘sparkly’, ‘yellow’ and 

‘pink’ (see Figure 3 ). Like the picture names, all adjectives are non-cognates that do not start 

with the same initial sound in English and Norwegian. For the ‘big’ and ‘small’ effects, the 

pictures were made significantly larger or smaller than the other pictures of the same type 

within that picture grid. For the ‘sparkly’ effect, yellow sparkles in a line art drawing style 
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were added to the picture using the LINE Camera picture editing app for smart phones. For 

the ‘yellow’ and ‘pink’ effects, the hue of the picture was changed to yellow or pink in stark 

contrast to the ‘normal-coloured’ pictures of the same type within the picture grid. The 

adjective used for each noun was carefully selected based on the corresponding picture to 

make sure the modification was clearly and contrastively prominent in relation to the other 

pictures of the same type. Each adjective modification occurred in four of the 20 items in 

each experimental list, such that all adjectives occurred an equal number of times throughout 

each list. 

 

2.1.4 Production Experiment Designs 

There were six conditions corresponding to sentence types, in which scope was manipulated 

using phrase type with two levels (coordinate/prepositional) and/or complexity (no 

modification/N1 modification/N2 modification), as shown in Figure 2. All conditions were 

within subject and within item. In other to elicit the required sentence types, the participant 

was instructed to uniquely identify the framed picture(s) of the trial stimuli. The layout of the 

pictures within the grids guided the participant to produce the various sentence types (see 

Figure 2; see also Appendix B). The participants were instructed to read the picture names in 

the order top-to-bottom, left-to-right, as this is the order in which people are taught to read in 

both English-speaking and Norwegian cultures. Complexity effects were added to the 

highlighted pictures by the inclusion of similar pictures within the grid, such that adjectives 

and/or preposition phrases were necessary in order to identify the target picture (see Figure 2; 

Appendix B). The layout of the highlighted pictures (see Appendix B) varied both within and 

between trial items, as well as within block, and each layout occurred approximately an equal 

number of times in total to ensure that participants would not detect a pattern and start 

developing strategies based on image layout. 
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 Two experimental lists were constructed that each had two different versions, English 

and Norwegian, each consisting of 20 items (see Appendix C). Within item, each of the six 

sentence types occurred once. Each of the 20 items consisted of a pair of picture names 

exclusive to that item. There was no phonological or semantic relationship between the 

picture names within item, so as to avoid potential priming effects. To control for potential 

word length and frequency effects, noun pairs were matched for length and frequency, as far 

as possible, within and across languages (see Table 1). Word frequency norms for British 

English were collected from SUBTLEX-UK, developed by van Heuven, Mandera, Keuleers 

and Brysbaert (2006). Norwegian word frequency norms were found in the ‘Norwegian Web 

as Corpus’ database (NoWaC; Guevara, 2010). Both of the official Norwegian written 

standards, Bokmål and Nynorsk, were collected and combined to find the total frequency of 

usage regardless of written standard. For ease of comparison, both word frequency lists were 

converted into Zipf-values, in which 1-3 represents low frequency words, and 4-7 represents 
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high frequency words (Heuven et al., 2006). See Appendix D for a complete list of picture 

names used in experimental trials. 

Within item, picture names were matched for word length within language and ideally 

also across languages, i.e. ‘sheep’ and ‘map’ in English and ‘sau’ and ‘kart’ in Norwegian 

(see Table 2 below). However, it was unavoidable that, as the nouns produced would always 

be definite, and since Norwegian marks definiteness by a suffix, the Norwegian word was in 

many cases one syllable longer than the English word, e.g. ‘the umbrella’ = ‘paraplyen.’ 

Each item was assigned one of five adjectives, described above in section 2.1.3, each of 

which occurred four times across items within a list (see Table 2). The 20 items within an 

experimental list, each occurring in six conditions, totalled 120 experimental trials. When 40 

filler trials were added (see section 2.1.5), each experiment had a total of 160 trials. 

The two experimental lists were matched for word animacy, word length and word 

frequency, and were completed in each language, Norwegian and English, by sentence type 

(six conditions, as described in section 2) within participants and within items (see Appendix 

C). Furthermore, the lists were organised so that the English List 1 was identical to the 

Norwegian List 2 in terms of stimuli, fillers and practice block items, and the English List 2 

was likewise the same as the Norwegian List 1, thereby ensuring that a participant could be 

assigned either List 1 or List 2 across languages and be exposed to novel stimuli in both lists 

(see section 2.1.7).  

Each experimental list was divided into six blocks of 26 trials, including fillers. 

Within block, each item occurred once, and each condition occurred three to four times (see 

Appendix C). Within block, trials were pseudo-randomised such that the same sentence type 

never occurred on consecutive trials, and the initial phrase type, such as a simple noun 

phrase, did not occur more than twice in a row. Prepositional sentence types occurred equally 

often with the preposition ‘above’ as with ‘below.’ The same adjective did not appear in the 
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same position, i.e. qualifying first or second noun, on consecutive trials. Additionally, the 

visual layouts varied as much as possible within block, and the same visual layout never 

occurred on consecutive trials within block. These constraints aimed to ascertain syntactic 

and visual variation, while simultaneously making the order of items feel random for the 

participant, so as to prevent pattern recognition and strategy development. The order of the 

blocks within the list was counterbalanced and rotated between participants. 

 

2.1.5 Fillers 

In order to break up the syntax of the spoken sentences and thus avoid repetition priming, 40 

filler trials were distributed pseudo-randomly across each experimental list (see Appendix C). 

Each of the six blocks contained two of each filler type, and there were three types of filler 

sentences:  

1. There are no pictures 

- A grid of four red frames that are all empty of pictures. 

2. All the pictures are the same 

- A grid of four identical pictures 

3. There are three ‘picture name’; e.g. “there are three candles” 

- A grid in which three identical pictures are all displayed within the same angled red 

box frame 

As a general rule, the filler sentences were never more complex than the coordinate 

sentences. To avoid priming effects, the filler sentences did not contain nouns that were used 

as experimental items in that list. See Appendix B for visual stimuli examples. 
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2.1.6 Procedure 

Half of the participants were assigned to List 1 and half to List 2. Each participant came to 

the experimental linguistics lab at the university for testing on two separate days, each day 

testing one language only. Thus, participants completed one experimental list in Norwegian 

on one day and another with a different set of stimuli in English on another day, making a 

total of 40 items for each participant throughout the two days of testing. The reason why all 

participants started with a Norwegian list was to avoid the dominant language inhibition 

effect. This is the phenomenon by which the first language, which is usually the dominant 

language, is suppressed or inhibited by the use of the second language, resulting in slower L1 

processing (Meuter & Allport, 1999). To ensure natural language use, participants were free 

to speak in their own dialect during the Norwegian trials, and for the English trials, no 

constraints were placed on accent. The assignment of lists to language was counterbalanced 

across participants. 

Before coming in for the experiment, participants were sent a document in the 

language to be tested, containing clear instructions and examples of sentence types they 

would be required to produce (see Appendix E). Participants were asked to read these 

instructions carefully before arriving for testing. As this experiment did not seek to 

investigate lexical retrieval, it was important that participants were familiar with all of the 

picture names and adjectives to be produced to ensure that reaction times reflected syntactic 

processing and not lexical retrieval difficulties. Therefore, upon arriving for testing, 

participants were instructed to thoroughly examine a laminated booklet containing lists of 

picture names and adjectives to be used during testing, as well as a repetition of the examples 

from the instruction document, so that they would be comfortable with the experimental tasks 

and picture names, avoiding unnecessary speech onset delays due to confusion over the 

experimental task.  
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The testing was conducted individually for each participant inside a sound-attenuated 

booth within the experimental linguistics lab at the university with a window through which 

the experimenter and the participant could see each other. The experimenter was seated in 

front of two monitors, one of which showed a real-time display of the participant’s monitor, 

and the other on which experiment progress and information about block, trial, reaction times 

and error codes were displayed. The Presentation software was used to run the experiment. 

Communication between experimenter and participant was made possible through an 

intercom. The experimenter was equipped with a Sennheiser GSP 350 headset. Inside the 

booth, Creative SBS270 speakers conveyed the experimenter’s voice, and a Røde VideoMic 

NTG microphone captured the participants’ responses, which were recorded to allow for 

further examination and analyses if needed. All interactions between experimenter and 

participant remained in the language of testing, so as not to inhibit the target language by use 

of the other language. 

Inside the testing booth, the participant sat in front of a computer monitor and a 

keyboard. At the start of the experiment, the computer monitor displayed the most important 

instructions again to ensure that the participant knew the procedure. A ready check followed, 

requiring a key press from the experimenter when the participant had confirmed she or he 

was ready to begin.  

Each trial began by the appearance of a fixation cross in the centre of the screen for 

500 ms, accompanied by a low beep, followed by a 500 ms blank screen before the stimulus 

appeared on the screen and the voice key timer started. This timer automatically registered 

reaction time errors and deemed any reaction times of more than 3000 ms invalid. Upon 

speech onset, a voice key was triggered and started recording until the participant had 

finished speaking. The stimulus remained on-screen until the experimenter pressed a key 
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code for correct trial or a key code specifying an error. Upon the key press from the 

experimenter, the next trial would begin.  

The experimental blocks were preceded by two blocks of 18 practice trials to allow 

the participants to familiarise themselves with the procedure. The practice trials were 

identical in design to the experimental trials, but were made up of non-experimental items 

and fillers. Breaks were inserted between practice blocks, between the practice blocks and the 

experiment proper, and between experimental blocks. These breaks gave the participant the 

chance for a short rest and made possible communication between experimenter and 

participant, and required a key press from the experimenter before the next block could 

begin. Including breaks, experiment duration varied from approximately 20 to 30 minutes. 

 

3 RESULTS 

3.1 Results from Questionnaire Data 

3.1.1 Participants 

The participants for the questionnaire study were all bilinguals aged 18 to 34. Fifty-one 

participants (thirty-six females) filled out the BPQ; however, only thirty-seven of them took 

part in the production experiment for this study. The education level of the participants varied 

from upper secondary (one participant) to completed Master’s degree (M = 16.79 years of 

education, range = 12.5 to 23 years). No participants reported any hearing, learning or 

language disability, and all had normal or corrected-to-normal vision. All but three of the 

participants were right-handed. Participants completed the questionnaire independently prior 

to the experiment. 
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3.1.2 Language Background Usage 

All participants spoke Norwegian as their L1 except for three, whose L1 was English with 

Norwegian as their L2. One participant was born in the USA, the rest were born in Norway. 

All participants were Norwegian residents. Of the participants, eighteen spoke a third 

language, and one spoke a fourth language. All but four reported Norwegian as their most 

dominant language. Three reported English to be the most dominant, and one did not report a 

dominant language. All participants reported having acquired Norwegian first, followed by 

English, except for one participant who acquired English first and Norwegian subsequently. 

All participants identified mainly with Norwegian culture except two, who identified mainly 

with British and American cultures, respectively. When asked if they had become less fluent 

in one of their languages, fifteen participants reported becoming less fluent in English, and 

six reported a loss of fluency in Norwegian. When asked which language they used for 

different tasks, two participants reported using English for simple maths, seven used English 

when dreaming, fourteen used English when expressing anger or affection, and sixteen used 

English when talking to themselves. Forty-four participants reported accidentally mixing 

words or sentences from Norwegian and English, and all but five of the participants reported 

intentionally mixing words or sentences from Norwegian and English (see Table 3 below for 

variable means and ranges).  
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3.1.3 Language Exposure and Learning 

As shown in Table 4, exposure to English was mostly in the context of TV or streaming, 

music and other media, and reading, while exposure to Norwegian was mostly in the context 

of family, friends and colleagues, and reading. The highest contributors to the learning of 

English were education and reading, followed by TV or streaming, music and media and 

interactions with friends or colleagues (see Table 4 below for variable means and ranges). 
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3.1.4 Proficiency Measures 

Participants’ self-reported proficiency ratings in English were generally high. As Table 5 

(below) shows, on a scale from 0-10, the lowest average self-reported measure for all sub-

categories was 6.92. Participants reported the highest proficiency ratings within the 
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categories of understanding and reading, while grammar and spelling had the lowest ratings. 

In Norwegian, self-reported proficiency level was high in all sub-categories, the lowest 

ratings falling within the categories of grammar, vocabulary and spelling (see Table 5). 

 

 

 

3.1.5 Factor Analysis 

The participants’ responses were analysed by factor analysis so as to group variables together 

according to co-variance patterns, which indicate that they measure the same underlying 

factor. Factor analysis thus allows for the comparison of statistical clustering of questions. 

The data from the written answer variables, described in the above paragraph, were removed 

from the analysis input data, as well as data from questions with little to no variation in the 

answers. For example, many of the answers to questions about Norwegian were highly 

similar or identical due to the uniform nature of the participant set. Of the original 128 

variables, 46 remained. A correlation matrix of these variables was produced. Only variables 

with a correlation of 0.3 or more with another variable were included in the final data set, 

which meant that one variable was excluded from the analysis set due to insufficient co-

variation. There were also number of variables with too high a correlation at 0.9 or above, in 
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which case the variable deemed least relevant was removed. For example, where the 

correlation was between L1 and L2 versions of a variable, such as Question 3 regarding time 

exposed to each language (Appendix A, part 2), L1 variables were removed as these were 

deemed less relevant than the L2 measures for the present study. For a list of variables 

removed due to too high or insufficient correlation, see Appendix F. 

The remaining 38 variables formed the input to the factor analysis. This analysis 

yielded four factors, based on patterns of variables and commonalities underlying variable 

clusters. These factors account for close to 50 % of the variance in the data. Within these 

factors, positive loadings signify criteria contributing to the factor’s underlying construct, 

while negative loadings signify criteria in opposition to the underlying construct. Factor 

names were composed on the basis of the general nature and commonalities of the cluster of 

variables within. The output of the factor analysis can be seen in Table 6 (below).  

The first factor, which accounted for most of the variance, was named ‘English 

Proficiency,’ as the highest-loading variables are associated with proficiency in English, such 

as skills in English grammar, writing, reading, vocabulary, listening, speaking and 

pronunciation, as well as exposure to reading, interactions with friends or colleagues, music 

and media, and TV or streaming in English. This factor also includes variables concerning 

the contribution of reading and interacting with family to the learning of English. 

Interestingly, a higher proficiency in English is accompanied by a higher rate of accidental 

mixing of English into Norwegian (Q7 Accidental mixing: EN to NO, Table 6). This factor 

also includes some variables associated with age of Norwegian acquisition, such as fluency in 

speaking and reading, indicating that a higher age of fluency in Norwegian is related to 

higher English proficiency.  

The second factor was interpreted as relating to spoken English, as the factor is 

strongly influenced by the variable ‘Q4 Time spent speaking L2’ (Table 6), and it also 
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includes variables related to vocabulary and pronunciation in English, the amount of time the 

L2 is chosen when speaking, and English accidentally intruding when speaking Norwegian. 

This factor has therefore been named ‘Spoken English Proficiency.’ Another strong variable 

in this factor is ‘Q5 NO speaking fluency age,’ indicating that a higher age of speaking 

fluency in Norwegian is associated with higher English proficiency. This factor also includes 

variables with negative loadings related to Norwegian education, indicating that higher 

educational proficiency in Norwegian is associated with poorer performance in speaking 

English. Altogether, this factor seems to suggest that speaking more English relates to delay 

in Norwegian proficiency. 

 In the third factor, the variables with the highest positive loadings were all related to 

the learning of and exposure to English via informal channels such as TV/streaming and 

music and media, which led to this factor being named ‘Informal Learning of English.’ 

Variables that also played a part in this factor were related to reading in English, time 

exposed to English and proficiency in switching between languages, as well as English 

interactions with friends and self-instruction of English. The ages of achieving speaking 

fluency in Norwegian and reading fluency in English had weak negative loadings on this 

factor, indicating that a lower age of fluency in Norwegian is associated with a higher 

contribution of informal channels to the learning of English, and a higher degree of exposure 

to informal English.   

 As the fourth factor included several age-related variables with large positive loadings 

connected to the learning of English, this factor was named ‘Age of English Acquisition.’ 

Other variables with sizeable positive loadings are related to the learning of English through 

interacting with friends, as well as variables related to the learning of Norwegian through 

reading and watching TV or streaming. This covariance indicates that participants who 

acquired English later had more contribution from friends to their learning of English, and 
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that the later participants acquired English, the more they would read and watch TV in 

Norwegian. Negatively loaded variables in this factor are related to language mixing. The 

accidental intrusion of Norwegian into English has a weak negative loading on this factor, 

and the intentional mixing of English into Norwegian has a relatively large negative loading, 

implying that there is a relationship between age of English acquisition and language mixing. 

This factor suggests that higher age of fluency in reading and speaking English is associated 

with less accidental and intentional mixing of the languages.  

 

3.2 Results from Experimental Data 

The experimental data from twenty-seven participants provided 6480 observations. One 

subject with a 62 % error rate was removed from analyses. Timeout trials with zero reaction 

time (RT), which occurred if participants did not start speaking before the timer ran out, were 

removed from analyses. These removals make up 424 of the 6480 observations, or 6.53 %. 

Trials were coded with an operator response indicating whether the participant’s response 

was correct or erroneous, in which case the key code specified the type of error. Most errors 

were disfluency errors, as these made up more than 35 % of the errors and almost 10 % of the 

data. Finally, seven trials coded as a stimulus error were discarded, and two additional trials 

coded as experimenter errors were also removed. The RT analysis was restricted to correct 

trials only, which amounted to 73.9% of the data. Altogether, there was minimal removal of 

data. See Appendix G for data loss and mean error rate by participant. The conditions for the 

analyses were Scope (coordinate or prepositional structures), Language (English/Norwegian) 

and levels of Complexity: zero complexity (Zero), first noun phrase modification (NP1) and 

second noun phrase modification (NP2).  
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3.2.1 Error Analysis 

For the error analysis, a linear mixed effects model was run with a maximal structure that 

included random intercepts for subject (27) and item (20), as well as random slopes to 

account for variability between subjects in the effect of language and condition, and 

variability between items in the effect of condition (see Table 7 below for model syntax). 

Forward difference coding was conducted such that each level of the complexity condition 

was compared to the next. In this manner, two contrasts were coded: NP1.zero and NP1.NP2. 

The first contrast, NP1.zero, is the mean of NP1 minus the mean of Zero, i.e., the contrast 

between the likelihood of making an error on NP1 and the likelihood of making an error on 

Zero. The second contrast, NP2.NP1, represents the errors on NP2 relative to errors on NP1; 

i.e., the mean likelihood of making an error on NP2 minus the mean likelihood of making an 

error on NP1. To avoid collinearity, the levels of Scope and Language were centred.  

Table 7 shows the output from the linear effects model. Significant variables are 

shown in bold text. The analysis yielded significant effects of Scope, interactions between 
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Scope and Language, as well as effects of Complexity in the contrasts between the adjective 

positions, NP1 and NP2. Figure 4 illustrates the mean error rate for each condition in each 

language. As this graph shows, although the pattern of errors differs from Norwegian to 

English, both languages were on average equally error-prone. 

In Figure 4, mean error rates and standard deviation are shown for each phrase type 

and complexity condition in both English and Norwegian. There was a main effect of Scope; 

averaged across languages, participants made more errors in prepositional structures than 

coordinate structures. The interaction of Scope with Language is due to the difference 

between the phrase types across languages. As can be seen, in English the pattern for the 

coordinate structures versus the prepositional structures is very regular across the different 

complexity levels, in that participants consistently make more errors in prepositional 

structures than in coordinate structures. In Norwegian, the opposite is true except for in NP1 

sentences. In other words, prepositional structures in Norwegian are less error-prone than 

coordinate structures. 
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The main effect of the complexity difference between zero adjectives and first phrase 

adjectives, NP1.zero  (Table 7), indicates that, across languages, participants made more 

errors in NP1 trials compared to Zero trials. The contrast between NP2 and NP1 complexity 

levels interacted with Scope such that coordinate structures had more errors in the NP2 

condition than in the NP1 condition, while prepositional structures had more errors in the 

NP1 condition.  

 

3.2.2 RT Analysis 

The pattern of errors is mirrored in the speech onset latency (RT) data, and as such there is no 

evidence of a speed/accuracy trade-off in the data. The RT data were submitted to a linear 

mixed affects model analysis. Table 8 shows the output from the RT analysis. 
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The RT analysis revealed several significant effects, shown in bold text in Table 8. 

Firstly, there is a main effect of Language. Figure 5 illustrates how RTs were considerably 

faster in English than in Norwegian. Furthermore, Scope interacts with Language 

(scope:language, Table 8), such that in English, the prepositional structures are either slower 

than or similar to coordinate structures, while in Norwegian coordinates take longer to initiate 

than prepositional structures. The exception is the NP1 condition, in which in Norwegian the 

prepositional structures are slower in the NP1 condition, whereas reaction times are 

approximately the same in English for both structures.  

 The difference between the two Complexity conditions, NP2.NP1, is also significant, 

as NP2 is slower overall than NP1 across languages. However, both NP2.NP1 and NP1.zero 

interact with Language and Scope. The three-way interaction of Scope, Language and 

NP2.NP1, is seen especially in the coordinate condition in Norwegian; i.e. the effect of 

increasing complexity in NP2 is seen most strongly in coordinate structures compared to 

prepositional structures in Norwegian, see Figure 5. The three-way interaction of Scope, 
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Language and the contrast between Zero and NP1 (scope:language.NP1.zero, Table 8), can 

be observed in Norwegian, in which zero complexity sentences have longer RTs than NP1 in 

the coordinate condition, while the opposite is true for English. 

 A follow-up analysis was run in order to further examine the nature of the 

interactions, in which the data for English and Norwegian were analysed separately, see 

Table 9. This follow-up analysis showed that the interaction between Scope and the 

difference between NP1 and NP2 (scope:NP2.NP1) is significant in Norwegian, while in 

English this interaction is not significant. In Norwegian, the pattern between coordinate and 

prepositional structures is the opposite for NP1 and NP2 (see figure 5). Thus, averaged across 

languages, the difference in Complexity effects between NP1 and NP2 in the Coordinate 

condition will most likely either have no difference or only a slight increase due to the  
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increase in Norwegian, as illustrated in Figure 5, whereas the prepositional condition would 

see a decrease in Complexity effects between NP1 and NP2 when averaged. In English, there 

is a main effect of Scope in which prepositional structures take longer to initiate than 

coordinate structures, overall, see Figure 5. In English, there was also a main effect of 

NP1.zero (see Table 9); i.e., NP1 sentences have longer onsets than zero complexity 

sentences regardless of scope.  

The pattern of results for Norwegian is different. There was no main effect of Scope. 

However, there were significant effects of Complexity, as well as main effects of Scope 

interacting with Complexity. There was a main effect of NP2.NP1 in Norwegian (see Table 

9), as NP2 sentences took longer to produce than NP1 sentences (see Figure 5). This contrast 

significantly interacted with Scope (scope:NP2.NP1, Table 9), as this effect could be seen 

especially in coordinate structures. The contrast NP1.zero, on the other hand, had a negative 

main effect, meaning that latencies were longer for Zero than for NP1 sentences. The 

interaction of this contrast with Scope is because the effect was due to the difference between 

coordinate structures rather than prepositional structures. 

 

3.3 Effects of Individual Differences in Language Factors 

In order to examine how the factors from the questionnaire analysis might relate to 

participants’ performance in the experimental task, analyses including these factors were run 

on the experimental data for the two contrasts NP1.zero and NP2.NP1 in each language. 

Table 10 shows the output from the first of these analyses which includes the difference 

between NP1 and Zero in the English experiments. The pattern of effects for each factor is 

illustrated in the four graphs in Figure 6. 

 



66 
 

 

 

 



67 
 

As Table 10 shows, there is a main effect of the ‘English Proficiency’ factor that is 

borderline significant. As can be seen, as participants’ English proficiency level increases, 

their RTs also get faster across conditions.1 There is also another significant interaction of 

Scope with the ‘Informal Learning of English’ factor: as informal English learning increases, 

RTs to coordinate structures reduce, while RTs to prepositional structures increase slightly. 

Accordingly, coordinate structures are more strongly affected by the interaction between 

Scope and this factor. 

 

 

 
1 In Figure 6, although only the blue line is visible, the blue line representing NP1 sentences with prepositional 

structures, and the red line representing NP1 sentences with coordinate structures, are overlapping. 
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Table 11 displays the output from the analysis of the difference between NP2 and 

NP1 in the English experiments. This analysis yielded no significant effects, although there 

was a borderline effect of the interaction between Complexity and the ‘English Proficiency’ 

factor. As can be seen’ in Figure 7, RTs decrease more strongly for NP1 sentences than NP2 

sentences across scope conditions. 

 

 

 

 

The next analysis examined the interactions between the factors and the same two 

contrasts in the Norwegian data. Table 12 shows the output from the analysis including the 

NP1.zero contrast. The pattern of effects for each factor are shown in Figure 8. 

There is a main effect of Complexity interacting with the ‘Spoken English 

Proficiency’ factor, as well as a main effect of Complexity interacting with the ‘Informal 

Learning of English’ factor. The more complex condition NP1 has slower RTs in Norwegian 

as the English proficiency and level of informal English learning increases. 
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The analysis of the NP2.NP1 contrast in relation to the factors (see Table 13) reveals 

a borderline significance for Scope interacting with the ‘Age of English Acquisition’ factor, 

such that a higher age of acquisition of English is associated with slower RTs in coordinate 

structures in Norwegian, but faster RTs in prepositional structures. More importantly, there is 

a significant main effect of Complexity interacting with the ‘Spoken English Proficiency’ 

factor such that as spoken proficiency in English increases, Norwegian NP1 sentences have 

longer speech onsets, while NP2 sentences have shorter speech onsets. 
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4 DISCUSSION  

The aims of this study were to investigate how the scope of planning for bilingual sentence 

production differs between L1 and L2 sentence production in relation to linguistic 

background and experience, and to examine whether bilingual L2 planning scope interacts 

with sentence complexity the same way as does monolingual planning scope, as found by 

Smith and Wheeldon (1999) and Allum and Wheeldon (2007, 2009). To this end, the picture 

description experiment reported above was devised to test L1 and L2 production of 

coordinate and prepositional sentence types of different levels of complexity, accompanied 

by a bilingual profiling questionnaire. The following sections will discuss the results of this 

study. 
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4.1 Interpretation of Results 

4.1.1 The Findings from the Experimental Analyses 

First and foremost, the pattern of sentence planning scope was found to differ significantly 

between languages, as reflected in both the error data and the RT data. This difference is 

evident in the finding that in Norwegian, only the first functional phrase in a sentence is 

prioritised for grammatical encoding before speaking can begin, while in English, the entire 

subject phrase is grammatically encoded prior to speech onset. Evidence for this pattern can 

be seen in the difference between the production latencies of the different sentence structures 

between the languages. Results from both the error analysis and the RT analysis point 

towards coordinate structures being more demanding to produce than prepositional structures 

in Norwegian, while prepositional structures are more challenging than coordinate structures 

in English. The error analysis revealed that prepositional structures were less error-prone than 

coordinate structures in Norwegian, while in English, prepositional structures were more 

error-prone than coordinate structures. Similarly, the RT analysis revealed that, on the whole, 

RTs for prepositional structures are either slower than or similar to coordinate structures 

throughout in English. At first glance this finding seems sensible, as prepositional structures 

are arguably more complex than coordinate structures due to their hierarchical structure, 

which would reasonably cause longer speech onset latencies for these sentences. However, in 

Norwegian, prepositional structures had shorter RTs than coordinate structures despite being 

presumably more complex. The fact that prepositional structures take longer to produce than 

coordinate structures in English therefore suggests that in English, participants employ a 

more extensive planning scope, completing grammatical encoding of the entire subject 

phrase, i.e. the whole prepositional structure, before speech onset. These results are in line 

with the findings of Konopka et al. (2018) that L2 speakers utilise a larger planning scope 

than L1 speakers. 



73 
 

That the opposite is true for Norwegian, with longer speech onsets and increased error 

rates for coordinate structures, is consistent with prioritising the first functional phrase only 

for grammatical encoding, echoing the findings of Smith and Wheeldon (1999) and Allum 

and Wheeldon (2007, 2009). As previously mentioned, prepositional structures are more 

complex grammatically than coordinate structures. The only way coordinate structures would 

be more complex than prepositional structures is if speakers were not encoding the whole 

subject phrase grammatically, but instead prioritising the initial functional phrase. For 

example, if only the initial functional phrase is prioritised for prepositional structures, the 

scope of the first functional phrase in “[the dog] above the car” is smaller than the entire 

subject phrase, “[the dog above the car].” In contrast, for coordinate structures the first 

functional phrase would constitute the entire subject phrase and thus be considerably larger, 

e.g.  “[the dog and the car].” Thus, a coordinate structure would require a larger planning 

scope than a prepositional structure. As such, the pattern for the L1, Norwegian, suggests a 

smaller scope in which the initial functional phrase only is prioritised for grammatical 

encoding prior to speech onset, while the pattern for the L2, English, indicates that the entire 

subject phrase is grammatically encoded prior to speech onset regardless of sentence type. 

This finding thus reveals a major difference between L1 and L2 planning scope.  

The pattern of complexity effects provides further evidence for a different processing 

scope in the L2 than the L1. The RT analysis showed that when complexity is added to the 

first phrase of a coordinate structure in Norwegian, speech onset was reduced compared to 

zero complexity sentences. This onset reduction suggests that the added complexity breaks up 

the planning scope of the coordinate structure, and that only the first, modified noun phrase is 

grammatically encoded prior to speech onset, e.g. “[the yellow dog] and the car.” In other 

words, speakers will prioritise the first noun phrase for encoding before moving on to process 

the second noun phrase incrementally after speech onset. In contrast, when the second noun 
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phrase of a coordinate was modified by an adjective in Norwegian, speech onset was 

considerably slower than in the zero condition, and such sentences were also more error-

prone than the zero condition. Speech onset to NP2 coordinate structures was also slower 

compared to the NP2 prepositional structures, consistent with the pattern seen in the zero 

condition in which coordinate structures had slower RTs than prepositional structures. 

Altogether, these complexity effects suggest that in the L1, Norwegian, scope is not broken 

up when adding complexity to the second noun phrase, but that the second noun phrase of the 

coordinate structure, including the adjective, is also processed for grammatical encoding 

before speech onset. Thus, it is only when complexity is added to the first noun phrase of a 

coordinate that a breaking up of scope can be found, while adding complexity to the second 

noun phrase will further extend the scope of grammatical planning prior to speech onset, 

leading to longer speech onset latencies. 

Importantly, in the L2, English, there was no evidence for a breaking up of scope in 

any condition, as speech onsets increased with each complexity level. English NP1 sentences 

consistently had longer RTs than zero complexity sentences, regardless of scope, and 

prepositional structures had longer RTs overall than coordinate structures, except for NP1 

sentences where the RTs for both structures were the same. In English, there were also more 

errors in prepositional structures than coordinate structures whether they constitute the first or 

the second noun phrase of the sentence. Thus, planning scope appears to remain regular in 

English across conditions, with speech onset latencies and error rates reflecting complexity 

levels without evidence of scope breaking up into smaller increments. This pattern of 

complexity effects offers further evidence of tangible scope differences between L1 and L2 

planning. 

The finding that in English, participants seem to complete grammatical encoding of 

the entire subject phrase before speech onset, regardless of whether it is a coordinate or a 
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prepositional structure, is not consistent with linearly incremental planning in the L2, in 

which the speaker breaks up the utterance into smaller planning windows at risk of disfluency 

in order to initiate production faster. Rather, the slower speech onsets for increased 

complexity levels in the L2 are more in line with Hierarchical Incrementality in which larger 

message elements are encoded before speech onset, thereby delaying speech onset in favour 

of producing fluent utterances. The finding that the English experimental trials were not more 

error-prone than the Norwegian trials offers further support for a prioritisation of fluency at 

the expense of speed. L1 production, on the other hand, is more in line with Linear 

Incrementality, as suggested by the less extensive planning scope prior to speech onset and 

the breaking up of scope into smaller increments by increasing N1 complexity in a coordinate 

structure. Thus, these results mirror those of Konopka et al. (2018), who found that bilinguals 

prefer to use a hierarchically incremental planning strategy and employ a larger planning 

scope in their less practiced language, while employing a linearly incremental planning 

strategy with smaller planning windows in their native language.  

As previously stated, the RT analysis and the error analysis are largely in agreement, 

with the pattern of errors mirroring that of the RT analysis. Thus, there is no evidence of a 

speed/accuracy trade-off in the data, meaning that participants were not slowing down in 

order to be more accurate. As such, slower reaction times can be judged to reliably reflect the 

level of production difficulty. However, at this point an unexpected finding revealed by the 

RT analysis should be addressed, namely that participants were faster in English than in 

Norwegian. This finding is contrary to the assumption that L2 production is slower and more 

difficult than L1 production due to the increased cognitive load of speaking in a less practised 

language, especially considering the finding described above, that speaking in the L2 

involves a more extensive planning scope than in the L1. The faster speech onsets for English 
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trials are also contrary to the findings of Konopka et al. (2018), who found a delay in L2 

speech onset compared to the L1 tasks.  

The faster initiation of English production may be a practice effect due to the 

participants having already completed the task in Norwegian. However, such a practice effect 

was not found in an unrelated bilingual language comprehension experiment that was run 

simultaneously with the production experiment. This experiment was also conducted on 

separate days in Norwegian first and English subsequently, with the same participant group. 

In this comprehension experiment, participants were slower to respond in English than in 

Norwegian. Thus, the effect of participants being faster in English seems to be particular to 

complex production tasks. To find out whether this difference in speed is a practice effect or 

whether it can be contributed to language, the experiment would have to be counterbalanced 

by running another 27 participants in the opposite order, with English first and Norwegian 

second. This could not be done due to the limitations of this study; however, it presents an 

interesting opportunity for future research.  

 

4.1.2 The Findings from the Bilingual Profiling Questionnaire 

The factor analysis generated four factors that were taken to represent ‘English Proficiency,’ 

‘Spoken English Proficiency,’ ‘Informal Learning of English’ and ‘Age of English 

Acquisition.’ All of these factors were interpreted as representing English learning and usage. 

Interestingly, age-related variables played a large part in all of the findings. Firstly, a higher 

age of fluency in Norwegian played a part in the factor ‘Informal Learning of English,’ 

suggesting that a lower age of fluency in Norwegian is associated with informal learning in 

English. In other words, people who became fluent in Norwegian at a young age reported a 

higher contribution of TV, music and reading to the learning of English, and a higher degree 

of exposure to English TV, music and interactions with friends. This finding suggests that 
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informal channels play a larger part in learning English in cases where Norwegian fluency is 

attained at a younger age. It may be that people who become fluent in their L1 at a younger 

age are better equipped to acquire the L2 implicitly through informal immersion rather than 

explicitly learning it via formal schooling, and thus that there is a link between early L1 

acquisition and implicit L2 acquisition. The investigation of this link poses an intriguing 

opportunity for further research. 

The factor specifically associated with age-related variables, ‘Age of English 

Acquisition,’ suggested that people who acquire English later in life have more contribution 

to their English learning from interacting with friends. This finding implies that informal 

learning through social interactions plays a larger part in L2 acquisition than formal 

schooling when the language is learnt later in life. Additionally, a later age of acquisition of 

English was associated with more reading and watching TV in Norwegian, suggesting that 

later L2 acquisition is associated with more L1 usage in daily life. This finding can be 

interpreted as late L2 learners using their L1 at the expense of L2 learning, and thus that the 

frequent use of Norwegian is detrimental to the learning of English. Such an attrition effect of 

the use of one language negatively affecting that of the other is to be expected. Furthermore, 

a later English age of acquisition made it less likely for participants to intentionally insert 

English words into Norwegian speech, known as code-switching. Thus, thus finding suggests 

that frequent code-switching can be associated with a lower age of L2 acquisition.  

The ‘English Proficiency’ factor revealed an association between age of Norwegian 

fluency and proficiency in English, in that participants who acquired Norwegian fluency at a 

later age were more proficient in English. Likewise, the factor ‘Spoken English Proficiency’ 

suggested that an older age of fluency in Norwegian was associated with a higher level of 

English speaking proficiency, and thus that speaking more English is delaying Norwegian 

proficiency. It was not unexpected to find some attrition effects of English usage on 
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Norwegian. However, that the amount of English, and especially spoken English, is relating 

negatively to participants’ self-rating of Norwegian age of fluency is unusual given that this 

participant group represented Norwegian-dominant bilinguals who have grown up immersed 

in their first language, and who would in all probability not have been exposed to English to a 

large extent until after they were fluent in Norwegian. All in all, there seems to be a clear 

relationship between people’s L2 proficiency level and their ages of L1 and L2 acquisition, 

although the precise nature of this relationship is a question for further research. 

 

4.1.3 Interpreting Individual Differences in Experimental Performance 

When factoring in the effects of individual differences in language factors on participants’ 

performance in the experimental task, the findings become less conclusive than those 

reported above. Firstly, in the Norwegian experiments, it was interesting to find an increase 

in RTs for the NP1 complexity level as a result of higher speaking proficiency in English. 

The slower speech onsets for the initial modified noun phrase could reflect a trend of having 

increased difficulty retrieving adjectives in Norwegian due to interference from English, 

especially since Norwegian adjectives are arguably more complex than English adjectives 

because their form has to agree with that of the noun. It is possible that this interference 

effect reflects a competition between the two languages’ lexicons during lexical access, in 

line with the language-nonspecific view, although further study is needed in order to give 

conclusive interpretations on this matter.  

Another interesting finding was that NP2 sentences in Norwegian have shorter speech 

onsets as spoken English proficiency increases. As there was otherwise no evidence for a 

breaking up of planning scope for sentences in which the second noun is modified in the L1 

(see section 4.1.1), finding that a higher proficiency in English spoken usage may influence 

planning scope for Norwegian NP2 sentences warrants further investigation. Furthermore, it 
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was unexpected to find that for the Norwegian trials, a higher age of acquisition of English 

led to slower speech onsets in coordinate structures, but faster RTs to prepositional structures. 

It is unclear in what way acquiring fluency in English at a later age would affect the 

production of coordinate and prepositional structures in Norwegian, especially as there is no 

evidence of coordinate structures being planned to a greater extent than prepositional 

structures in English. On the contrary, prepositional structures were more error-prone and had 

longer RTs in English than coordinate structures. Accordingly, this effect of English age of 

acquisition on Norwegian speech onset latencies to different sentence structures is another 

subject for future research. 

 As regards the English experimental trials, it was found that as English proficiency 

increases, RTs get faster in English across conditions, and complex sentences have the 

strongest reduction of speech onset. These findings were unremarkable, as it is to be expected 

that higher English proficiency equals faster reaction times. Surprising, however, was the 

finding that the factor ‘Informal Learning of English’ was associated with reduced RTs to 

coordinate structures and increased RTs to prepositional structures in English. In other words, 

participants who reported a higher degree of contributions from informal channels to their 

learning of English had longer speech onset latencies to prepositional structures and shorter 

latencies to coordinate structures. As prepositional structures seem to be more difficult to 

produce than coordinate structures in English, given that they have longer RTs and are more 

error-prone overall than coordinate structures, it would have been expected to see stronger 

effects of proficiency measures in English on prepositional structures, i.e. a reduction in RTs 

for prepositional structures. That the opposite was the case, and participants instead became 

faster in coordinate structures due to more informal learning of and exposure to English, is 

therefore surprising and warrants further exploration.  
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Lastly, it was interesting to find that only the ‘Spoken English Proficiency’ factor 

showed signs of attrition effects on Norwegian proficiency. The more general ‘English 

Proficiency’ factor did not appear to negatively affect Norwegian proficiency, which is the 

opposite of what was expected, and may suggest that this factor is not necessarily a true L2 

factor. As many of the Norwegian variables had to be removed due to insufficient co-

variation or being too similar to their English equivalents (see section 3.1.5) before running 

the factor analysis, some of the resulting factors may in truth reflect more general language 

proficiency effects on both L1 and L2 processing. The finding that the ‘English Proficiency’ 

factor shows a similar pattern of effects in both languages and that there are no clear effects 

of proficiency in one language being detrimental to the other, which is what most research on 

bilingualism would suggest, raises doubt as to the extent to which this factor is a true English 

factor. For example, this factor reflecting general language proficiency rather than English 

proficiency specifically could explain why higher degrees of this factor has only beneficial 

effects on the speech onset latencies of both languages. As it is unclear whether this factor is 

a true reflection of English proficiency, it is difficult to say anything conclusive about 

whether a higher English proficiency leads to native-like performance in English for 

Norwegian-English bilinguals, as predicted prior to the experiments. More research on this 

aspect of the study regarding proficiency effects on bilingual planning and performance is 

therefore needed.  

To conclude this section, it should be noted that the participant set for the study 

turned out to be a very uniform group of bilinguals, with a high mean level of education of 

almost seventeen years. They had a generally high level of English proficiency, as on a scale 

from 0-10, the average self-reported number for all sub-categories was never below 6.92 (see 

Table 5). The mean age of attaining speaking and reading fluency in English was 

approximately thirteen, meaning that all participants, at eighteen years or older, had had at 
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least five years of experience with fluent English usage. Hence, both the experiment and the 

questionnaire study would have possibly yielded quite different results had the participant set 

had a wider range of proficiency level. For future research, it would be interesting to see what 

effects of bilingual profile could be found on experimental performance with a larger and 

more heterogeneous group of participants. 

 

4.2 Experimental Observations and Issues 

Throughout the weeks of running the experiment, observations were made which made clear 

some limitations and issues pertaining to the design and execution of the experiments. The  

most notable of these will now be addressed briefly with suggestions for how improvements 

might be made. The foremost issue that presented itself early in the course of testing is that 

not all of the translations were as non-cognate as had been thought. English has synonyms for 

‘above’ and ‘below,’ instead of which it is also possible to say ‘over’ and ‘under,’ which 

happen to be the Norwegian translations for these words. For this reason, many of the 

Norwegian participants tended to intuitively use ‘over’ and ‘under’ during the English 

experiment instead of ‘above’ and ‘below,’ despite being thoroughly instructed in the target 

sentence types and despite being repeatedly corrected during and after the practice blocks. 

This was also true to some extent for the adjective ‘sparkly,’ for which the Norwegian 

translation was ‘glitrende.’ However, although not as frequently used, an English alternative 

is the cognate ‘glittering,’ which led to some Norwegians intuitively preferring this adjective 

over ‘sparkly’ due to its resemblance to ‘glitrende.’ These translation issues observably led to 

high disfluency rates, especially in cases where the participant had completed the Norwegian 

experiment only the day before, which seemed to prime the problematic forms. The 

Norwegian experiment thus appeared to interfere with participants’ performance in the 

English experiment when not separated by enough time. This problem could have been 
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avoided by spacing out the experiments so that all participants had a longer interval, for 

example a week, between the two experiments. Alternatively, and perhaps preferably, more 

thought could have been put into the cognate status of the synonyms of translation words.   

 It was also observed that, in both languages, participants often paused slightly before 

the second noun phrase in a sentence, whether it be a coordinate or a prepositional structure. 

There is a possibility that such hesitations reflect a restructuring in planning strategy while 

production was ongoing. Distinct hesitations mid-sentence were coded as fluency errors, 

which as previously mentioned represented the bulk of the experimental errors (see section 

3.2). Due to the limitations of this thesis, conducting a breakdown of error type was not 

feasible due to constraints of time and space. However, if analysing these fluency errors in 

greater detail had been possible, it would have been interesting to investigate how bilingual 

speakers might utilise planning strategies while speaking is ongoing, and what aspects of L2 

experience and proficiency might factor into the choice of planning strategy.   

 Lastly it is worth mentioning that, during the course of testing, it became apparent that 

the order of naming, top-to-bottom and left-to-right, was not intuitive to all participants. It 

seems that some people naturally prioritise a top-to-bottom order, while others prioritise left-

to-right. Accordingly, in trials wherein the top right and bottom left pictures of the picture 

grid stimulus were framed, some participants, contrary to instructions, would read the bottom 

left corner image before the top right one, and thus the produced utterance would not match 

the target sentence. For this reason, it might be best to avoid this particular layout in future 

studies (see Appendix B, layout 4).  

 

4.3 Summary and Conclusion  

To sum up the results yielded by this study, firstly, it was found that Norwegian and English 

speakers employ significantly different planning scopes. Whereas only the first functional 



83 
 

phrase is prioritised for grammatical encoding before speech onset in Norwegian, in English 

the entire subject phrase is grammatically encoded prior to speaking. Data from both the error 

analysis and the RT analysis revealed a larger processing scope for coordinate structures than 

prepositional structures in the L1, suggesting that native speakers employ smaller planning 

scope when producing prepositional structures than when producing coordinates. The fact 

that these scope differences between sentence types were not found in L2 trials suggests that 

in the L2, the entire subject phrase is grammatically encoded prior to speech onset, reflecting 

a major scope difference between L1 and L2 planning. Additionally, the finding that adding 

complexity to the first noun in a coordinate structure will cause L1 speakers to break up 

planning scope into smaller increments, but that L2 speakers will not break up scope 

regardless of noun phrase complexity, provides further evidence of tangible scope differences 

between L1 and L2 planning. Furthermore, the finding that L2 speakers complete 

grammatical encoding of the entire subject phrase before speech onset regardless of sentence 

type is consistent with employing a hierarchical planning strategy in the less practiced 

language.  

 The results from the factor analysis revealed links between a younger age of fluency 

in Norwegian and informal learning of English, as well as between a later age of English 

acquisition and informal English learning. Late L2 learners also appear less prone to code 

switching. Additionally, a high English speaking proficiency seems to be connected to a later 

age of Norwegian fluency. As for the relationship between bilingual profile and experimental 

performance, a high proficiency in English was predictably linked to faster speech onsets in 

English. Furthermore, English appeared to interfere with the retrieval of adjectives in 

Norwegian in highly proficient English speakers, which may reflect competition between the 

words from both languages during lexical retrieval. Some unexpected associations between 

age of fluency in both languages and proficiency in English were found, indicating an 
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undeniable relationship between age of acquisition and L2 proficiency, the understanding of 

which requires further examination. Regrettably, several findings relating to proficiency and 

language background factors proved difficult to explain, not least due to uncertainty as to 

whether the ‘English Proficiency’ factor truly reflected English proficiency specifically or 

more general language proficiency. It was therefore difficult to ascertain whether higher 

English proficiency suggest more L1-like planning. 

I will conclude this discussion by comparing the experimental results to the general 

predictions. The first prediction was that performance in the L2 experimental task would be 

more native-like the higher the participant’s L2 proficiency level. However, due to the 

equivocal nature of the ‘English proficiency’ factor and the inconclusiveness of several of the 

findings when relating the bilingual profile factors to experimental performance, the 

relationship between English proficiency and planning strategies proved difficult to 

satisfactorily interpret.  

The second prediction was that bilingual L2 planning scope and monolingual L1 

planning scope would display a similar pattern of scope differences between coordinate and 

prepositional structures. However, experimental results revealed tangible scope differences 

between L1 and L2 planning. In the L1, speakers prioritised only the first functional phrase 

for grammatical encoding before speaking could begin, thus prepositional structures had 

shorter speech onsets than coordinate structures. In the L2, the entire subject phrase was 

grammatically encoded prior to speech onset, thus prepositional structures had longer speech 

onsets than coordinate structures. Neither did the prediction hold true that L2 speakers would 

have a longer SOL than L1 speakers. Although it may have been a practice effect, 

participants proved to be faster in the English experiment.  

The third prediction was that adding modifiers to either noun phrase in a conjoined 

noun phrase would either break down planning scope and lead to faster speech onsets for 



85 
 

sentences with a coordinate structure than for those with prepositional structures, or make no 

difference to scope and lead to an increase in speech onsets for each complexity level. The 

first alternative turned out to be accurate for L1 production. Adding complexity to the initial 

noun phrase did indeed break up the planning scope in conjoined noun phrases, such that 

planning scope became more similar to that of prepositional structures. However, in the L2 

the effect of added complexity behaved more as predicted by the second alternative, as 

speech onset latencies instead increased consistently with each complexity level.  

To conclude, the findings obtained by the present study suggest that the two 

languages of a bilingual operate with different scopes of grammatical encoding during the 

sentence planning process. Moreover, this study revealed that for sentence-initial conjoined 

noun phrases, adding complexity to the first noun phrase will break up planning scope, in that 

speakers will prioritise only the initial noun phrase for grammatical encoding prior to speech 

onset. That this effect only applies to the speaker’s native language provides further evidence 

in favour of second language sentence planning differing significantly from first language 

sentence planning.  
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APPENDICES 

Appendix A: Bilingual Profiling Questionnaire (BPQ) 

 
Part 1 

 

 
 
Part 2 
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Part 3 
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Appendix B: Examples of experimental stimuli and fillers 

Coordinate structures 

 
Layout: 1, top horizontal 

Sentence type 1: “The tyre and the beak” 

Complexity level: zero 

 
Layout: 2, bottom horizontal 

Sentence type 3: “The sparkly suit and the farm” 

Complexity level: NP1 

 
Layout: 3, downward diagonal 

Sentence type 5: “The grape and the small chin” 

Complexity level: NP2 

 
Layout: 4, upward diagonal 

Sentence type 1: “The frame and the wave” 

Complexity level: zero 

 
Layout: 5, right vertical 

Sentence type 5: “The key and the small bag” 

Complexity level: NP2 

 
Layout: 6, left vertical 

Sentence type 3: “The pink arrow and the river” 

Complexity level: NP1 
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Prepositional structures 

 
Layout: 7, top right 

Sentence type 4: “The sparkly spoon above the pond” 

Complexity level: NP1 

 
Layout: 8, top left 

Sentence type 2: “The branch above the steak” 

Complexity level: zero 

 
Layout: 9, bottom right 

Sentence type 4: “The yellow cloud below the fox” 

Complexity level: NP1 

 
Layout: 10, bottom left 

Sentence type 6: “The city below the pink corner” 

Complexity level: NP2 
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Fillers 

 
Filler type 1: “There are no pictures” 

 
Filler type 2: “All the pictures are the same” 

 
Filler type 3: “There are three flowers” 

 
Filler type 3: “There are three seagulls”  
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Appendix C: Experimental lists (English versions) 

English list 1 
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English list 2 

 



108 
 

 



109 
 

 
 

 
 

 
 

 

 
 

 
 

 

 
 

 
 

 

 
 

 
 

 

 
 

 



110 
 

Appendix D: List of trial picture names  
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Appendix E: Instructions booklet (English version) 
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Appendix F: Variables removed from the factor analysis 
 

Removed variable Reason for removal 
‘Q8b Intentional mixing NO to EN’ Insufficient co-variation 

‘Q3 Time exposed to L1’ > 0.9 correlation with ‘Q3 Time exposed to L2’ 

‘Q4 Time spent speaking L1’ > 0.9 correlation with ‘Q4 Time spent speaking L2’ 

‘Q5 Time spent reading L1’ > 0.9 correlation with ‘Q5 Time spent reading L2’ 

‘Q6 Choosing to speak L1’ > 0.9 correlation with ‘Q6 Choosing to speak L1’ 

‘Q4 EN proficiency: spelling’ > 0.8 correlation with ‘Q4 EN proficiency: grammar’ 

‘Q2 NO learning: music’ > 0.8 correlation with ‘Q2 NO learning: TV/streaming’ 

‘Q3 NO exposure: music’ > 0.8 correlation with ‘Q3 NO exposure: TV/streaming’ 
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Appendix G: Data loss and mean error rate by participant 

 

Data loss per participant: 

 
 

Mean error rate per participant: 

 
 


