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Abstract—Network slicing has been considered as a promising
candidate to provide customized services for vehicular appli-
cations that have extremely high requirements of latency and
reliability. However, the high mobility of vehicles poses significant
challenges to resource management in such a stochastic vehicular
environment with time-varying service demands. In this paper,
we develop an online network slicing scheduling strategy for joint
resource block (RB) allocation and power control in vehicular
networks. The long-term time-averaged total system capacity
is maximized while guaranteeing strict ultra-reliable and low-
latency requirements of vehicle communication links, subject to
stability constraints of task queues. The formulated problem is a
mixed integer nonlinear stochastic optimization problem, which
is decoupled into three subproblems by leveraging Lyapunov
optimization. In order to tackle this problem, we propose an
online algorithm, namely JRPSV, to obtain the optimal RB
allocation and power control at each time slot according to the
current network state. Furthermore, rigorous theoretical analysis
is conducted for the proposed JRPSV algorithm, indicating that
the system capacity and the system average latency obey a
[O (1/V ) ,O (V )] trade-off with the control parameter V . Ex-
tensive simulation results are provided to validate the theoretical
analysis and demonstrate the effectiveness of JRPSV as well as
the impacts of various parameters.

Index Terms—Vehicular networks, network slicing, resource
management, reliability, latency, stochastic optimization.

I. INTRODUCTION

G IVEN that vehicles have evolved into an obbligato part
of people’s modern life, vehicular networks, driven by

novel technology such as big data analysis and artificial intel-
ligence, have developed rapidly in recent years [1]. The time
people usually spend on vehicles (i.e., car, bus, or train) daily
can last several hours or more. In this context, it is expected
to be able to enjoy high-quality entertainment services (e.g.,
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watching movies) as well as information services (e.g., road
safety and traffic news) during the travelling [2]. The emer-
gence of vehicle-to-everything (V2X) communications aims
to make people’s daily travelling safer and more convenient,
thereby paving the way for cutting edge intelligent applications
such as intelligent transportation systems, intelligent vehicle
interconnection and autonomous driving.

The advent of the fifth-generation (5G) mobile communi-
cation network has greatly encouraged V2X communications.
Vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V)
communications aim to realize information exchange, which
makes enhanced mobile broad band (eMBB) and ultra reliable
and low latency communications (URLLC) widely used [3].
Cloud access, streaming video and vehicle social networks that
usually involve a large amount of data exchange need to fre-
quently access to radio access points and core network servers
so as to acquire data, which desires high-speed transmission
of communication links for eMBB applications. At the same
time, safety-critical information, such as cooperative aware-
ness messages (CAM), decentralized environmental notifica-
tion messages (DENM) and messages for autonomous driving
in vehicular networks naturally requires communication links
to be reliable and low latency.

To meet the strict reliability requirements of vehicular
applications, many studies have been carried out. For example,
radio resource management (RRM) [4] [5] issues have been
investigated in vehicular networks and the total capacity of
V2I links is maximized while guaranteeing the signal-to-
interference-plus-noise ratio (SINR) of V2V links [6] [7]. The
RRM scheme in [8] [9] can still achieve the SINR reliability
requirement of V2V links. It should be pointed out that
although the above literature has considered the reliability of
V2V links from the perspective of SINR outage probability, in
the face of diverse and heterogeneous applications in vehicular
networks, it is not sufficient to consider only the reliability of
communication links. Therefore, low-latency requirements of
the information exchanged through V2I and V2V links also
deserve serious attention. Given that the latency caused by
data packets queuing in the buffer dominates the end-to-end
latency [10], it is necessary to employ the queuing theory to
study the average latency of the system. In [11], the network is
modeled using M /M /m queues and the average queuing delay
is analyzed. It is studied in [12] that the latency based on the
queuing theory and the steady-state latency expression of vehi-
cle communication links is derived. In [13], the latency of V2V



2

links has been described by the average packet sojourn time
that consists of the queuing time plus the time for transmission
and retransmission. Although the average queuing latency has
been studied from different perspectives [11]–[13], average
latency is just the first moment of random latency experienced
by packets so that the tail behavior of the random latency
cannot be known [14], which does not accurately correspond
to practical situations sometimes. Therefore, latency violation
probability characterizing the tail behavior of packet latency,
especially in vehicular communication links, is worthy of
special consideration.

In view of the above mentioned requirements and consid-
ering the scarce spectrum resources, the way to reasonably
allocate radio resource for each vehicular application has been
examined by many researchers. Network slicing, which is one
of the key technologies of 5G, is a powerful means for resource
allocation due to its customized services and flexible schedul-
ing capabilities, especially considering the challenges posed
by diverse and heterogeneous vehicular applications as well as
wireless channel uncertainty caused by high-speed movement
in vehicular networks. In this scenario, certain effective radio
access network (RAN) slicing scheduling schemes have been
proposed [15]–[17]. In short, network slicing technology is an
effective approach to conquer challenges brought by the het-
erogeneity and diversity of applications in vehicular networks.
However, most of the existing studies utilizing network slicing
have not considered the stochastic nature of communication
traffic.

Due to the fact that vehicular networks operate in a stochas-
tic environment and vehicular applications arrive randomly
in time and space domains, the future network status can
hardly be predicted. In particular, the dynamic behaviors of
vehicular applications such as arrival and transmission are
random processes over the time. In addition, the coupling
of random arrival tasks in the time dimension cannot be
ignored, which makes long-term system performance more
important than that of short-term. Considering the efficiency
and the flexibility of network slicing technology in resource
scheduling, it can be employed for resolving the challenges
of diversity and heterogeneity in vehicular applications with
stochastic nature. Therefore, it is of great importance to
make resource allocation decision delicately in a stochastic
environment without foreseeing the future network status.

Inspired by the above-mentioned open issues, in this paper,
we focus on the radio resource allocation by employing
network slicing technology in stochastic vehicular networks
to fulfill the demand of heterogeneous applications. The
long-term time-averaged system capacity is maximized while
satisfying the high-rate, ultra-reliable and low-latency QoS
requirements of diverse applications at the same time. Our
contributions are summarized as follows:
• According to the QoS requirements of various appli-

cations in vehicular networks, two types of network
slicing, namely eMBB slicing and URLLC slicing, are
constructed to provide customized services for vehicu-
lar applications with high-rate transmission, low latency
and high reliability. Considering that vehicular networks
operate in a stochastic environment where applications

arrive randomly, RB allocation and power control are
tuned jointly in order to maximize the long-term time-
averaged system capacity, subject to the constraints of
latency violation probability and outage probability as
well as stability of task queues.

• The studied problem is a mixed integer nonlinear stochas-
tic optimization problem. In order to solve this prob-
lem, Markov inequalities and variable substitution are
firstly used to transform the probabilistic latency con-
straints. Then leveraging Lyapunov optimization theory,
the stochastic optimization problem is decoupled into
three sub-problems, which are optimized alternately to
obtain the optimal solution at each time slot. Furthermore,
we propose a joint RB allocation and power control
slicing scheduling algorithm called JRPSV. The JRPSV
algorithm provides an online slicing resource scheduling
strategy that can instantaneously determine the optimal
RB allocation and power control strategy without any
prior knowledge of future task arrival or network status
information.

• We evaluate the JRPSV algorithm from the perspectives
of stability, convergence and optimality, respectively. The
theoretical analysis results show that the JRPSV algo-
rithm has a convergence behavior when searching for
optimal solutions at each time slot, which can achieve
an asymptotic optimal system capacity while enforcing
the stability of the networks. In addition, the simulation
results validate the theoretical analysis, demonstrate the
effectiveness of the proposed JRPSV algorithm as well
as the impact of QoS parameters on system performance.
Compared with the set baselines, when the constraints of
latency and reliability are completely ignored, the JRPSV
algorithm can reduce the time-averaged queue length by
at least 20.74%, and achieve a trade-off between the
optimal system capacity and the average latency.

The remainder of this paper is organized as follows. Sec-
tion II introduces the system model and problem formulation.
The problem is transformed and reformulated in Section III.
In Section IV, we propose an effective iterative scheme to
obtain the approximate optimal solution, while Section V
theoretically analyzes the optimality and stability of the pro-
posed JRPSV. Simulation results are provided in Section VI
to evaluate the performance of JRPSV. Finally, Section VII
concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Vehicular Network Slicing Model

As shown in Fig. 1, we consider a vehicular network with
ground vehicles and a base station (BS), where the vehicular
communications can be divided into two types: V2I and V2V
communications. The V2I links are the communication links
between the vehicles and the BS with high-speed uplink
connections. The V2V communication links are the communi-
cation links among the vehicles, which are designed as ultra-
reliable and low-latency communication links. In this network,
two types of network slicing are constructed: eMBB slicing
and URLLC slicing. The V2I links that perform high-speed
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transmission to the BS are served by the eMBB slicing. Since
some V2I links have strict requirements for latency [18], not
only can URLLC slicing carries V2I services, but also V2V
services.

The vehicular network consists of M cellular vehicle
user equipments (VUEs) served by eMBB slicing and L
cellular VUEs served by URLLC slicing, which are de-
noted by Ce−VUEs and Cu−VUEs, respectively and all of
which connect with BS in V2I communication form. Denote
Ce−VUE set and Cu−VUE set by M = {1, 2, ...,M}
and L = {1, 2, ..., L}, respectively. Device to device vehicle
user equipments (D-VUEs) communicate with each other
directly through device-to-device (D2D) mode when they are
close to each other, and denote the D2D-V2V pairs set by
N = {1, 2, ..., N}. All smart VUEs can select V2I and V2V
communication modes based on demand. We assume that all
vehicles in this paper are equipped with a single antenna.

Denote the radio frequency resource RB set by K =
{1, 2, ...,K}, where K is the total number of RBs and
K ≥ M + L needs to be satisfied. The RBs are designed to
be allocated to Ce−VUEs, Cu−VUEs and D2D-V2V pairs
in vehicular communication networks, respectively. The RB
resource subsets allocated to Ce−VUEs constitute eMBB
slicing, and URLLC slicing consists of RB resource subsets
allocated to Cu−VUEs. The network adopts orthogonal fre-
quency division multiple access (OFDMA) technology to serve
VUEs in the uplink scenario, and the RBs in each slicing are
orthogonal to each other.

Let gm,B and gl,B denote the channel gains from the mth
Ce−VUE and the lth Cu−VUE to the BS, respectively. Let
gn denote the channel gain of the desired transmission for the
nth D2D-V2V pair. Let gl,n,B denote the interference channel
gain from the nth D2D-V2V transmitter to the BS on the RB
of the lth Cu−VUE and gl,n denote the interference channel
gain from the lth Cu−VUE to the nth D2D-V2V receiver.
Without loss of generality, it is assumed that all channel gains
include path loss, shadow fading and small-scale fading [7].

The vehicular network operates over a continuous period
of time, which is divided into discrete time slots denoted by
T = {0, 1, 2, ..., T − 1} , t ∈ T , and the duration of each time
slot is considered as unit time.

B. Vehicular Network Communication Model

1) eMBB Slicing: The RB resource in the eMBB slicing
can provide services for V2I links with high-rate connections
and wide band access. The rules of RB allocation we define
is that the RBs in the eMBB slicing can only be used by one
Ce−VUE, and cannot be reused by other VUEs. The binary
variable xem,k (t) ∈ {0, 1} is adopted to indicate whether the
kth RB is allocated to the mth Ce−VUE at the time slot t.
If the allocation action is performed, xem,k (t) = 1 and vice
versa. Then, the received instantaneous uplink signal-to-noise
ratio (SNR) at the BS for the mth Ce−VUE is given by

γc,em,k (t) =
P c,e
m,k (t) gm,B (t)

σ2
, (1)

where P c,e
m,k (t) indicates the instantaneous transmit power of

the mth Ce−VUE when occupying the kth RB at time slot
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Fig. 1. Service-oriented vehicular network slicing.

t, and 0 ≤ P c,e
m,k (t) ≤ P c,e

max holds. Here, the superscript “c”
means celluar link. σ2 is the noise power, and it is assumed
that all VUEs have the same noise power. The instantaneous
uplink transmission rate of the mth Ce−VUE can be given
by

Rc,e
m,k (t) = log2

(
1 + γc,em,k (t)

)
, (2)

and the maximum achievable uplink transmission rate of the
mth Ce−VUE is Rc,e

m (t) =
∑
k∈K

xem,k (t)Rc,e
m,k (t).

Let Ac,e
m (t) ∈ [0, Ac,e

max] be the data arrival rate of
the mth Ce−VUE at time slot t, and it is assumed that
{Ac,e

m (t) |∀t ≥ 0} obeys Poisson process while Ac,e
m (t) in the

different time slots is independent and identically distributed
(i.i.d.). Then the data queue backlog of the mth Ce−VUE at
time slot t is denoted by Qc,e

m (t), which evolves according to

Qc,e
m (t+ 1) = max {Qc,e

m (t)−Rc,e
m (t) , 0}+Ac,e

m (t) . (3)

By definition in [19], queue stability needs to satisfy

Q̄c,e
m = lim

T→∞
sup

1

T

T−1∑
t=0

E [Qc,e
m (t)] <∞. (4)

It should be noted that the queue backlog has the same mean-
ing as queue length, and in the context we will interchangeably
use these two terms.

2) URLLC Slicing: With respect to URLLC services, there
are both V2I and V2V communication links. The RBs in the
URLLC slicing can be allocated to Cu−VUEs and D2D-
V2V pairs on demand, and each VUE can only select one
communication mode. Due to the fact that the number of
V2V links is far greater than that of V2I links [6], the uplink
RB resource in the URLLC slicing can be directly used by
Cu−VUEs, and can be reused by two close D-VUEs. Let
binary variables xul,k (t) , xun,k (t) ∈ {0, 1} indicate whether the
kth RB is allocated to the lth Cu−VUE and the nth D2D-V2V
pair, respectively. Then, the uplink SINR of the lth Cu−VUE
at time slot t can be given by

γc,ul,k (t) =
P c,u
l,k (t) gl,B (t)∑

n∈N
xun,k (t)P d,u

n,k (t) gl,n,B (t) + σ2
, (5)

where P c,u
l,k (t) and P d,u

n,k (t) denote the transmit power of
the mth Cu−VUE and the transmitter of the nth D2D-V2V
pair on the kth RB at time slot t, and 0 ≤ P c,u

l,k (t) ≤
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P c,u
max, 0 ≤ P d,u

n,k (t) ≤ P d,u
max hold. Here, the superscript “d”

in P d,u
n,k (t) means D2D-V2V link. The received uplink SINR

at the receiver of the nth D2D-V2V pair when the RB of the
lth Cu−VUE is reused can be given by

γd,un,k (t) =
P d,u
n,k (t) gn (t)∑

l∈L
xul,k (t)P c,u

l,k (t) gl,n (t) + σ2
. (6)

Then the uplink transmission rate of the lth Cu−VUE and the
nth D2D-V2V pair can be given by

Rc,u
l,k (t) = log2

(
1 + γc,ul,k (t)

)
, (7a)

Rd,u
n,k (t) = log2

(
1 + γd,un,k (t)

)
. (7b)

Similarly, the maximum achievable uplink transmission rate of
the lth Cu−VUE and the nth D2D-V2V pair are Rc,u

l (t) =∑
k∈K

xul,k (t)Rc,u
l,k (t) and Rd,u

n (t) =
∑
k∈K

xun,k (t)Rd,u
n,k (t), re-

spectively.
Let Ac,u

l (t) ∈ [0, Ac,u
max] and Ad,u

n (t) ∈
[
0, Ad,u

max

]
be the

data arrival rate of the lth Cu−VUE and the nth D2D-V2V
pair respectively, while Ac,u

l (t) and Ad,u
n (t) are i.i.d. over

different time slots. The mean arrival rate of Poisson process
{Ac,u

l (t) |∀t ≥ 0} and
{
Ad,u

n (t) |∀t ≥ 0
}

can be denoted by
λc,ul and λd,un , respectively. Let Qc,u

l (t) and Qd,u
n (t) be the

data queue backlog of the lth Cu−VUE and the nth D2D-V2V
pair, which evolve according to

Qc,ul (t+ 1) = max {Qc,ul (t)−Rc,ul (t) , 0}+Ac,ul (t) , (8a)

Qd,un (t+ 1) = max
{
Qd,un (t)−Rd,un (t) , 0

}
+Ad,un (t) . (8b)

Similar to (4), the queue stability conditions that should be
satisfied are Q̄c,u

l <∞ and Q̄d,u
n <∞, respectively.

3) Vehicle Communication Mode: Based on the above
analysis, we can divide the communication mode of vehicles
into reused mode and unreused mode.

In the reused mode, the nth D2D-V2V pair usually reuses
the RB of the lth Cu−VUE, and this characteristic can be
described as 0 ≤

∑
k∈K

xul,k (t) ≤ 1 and 0 ≤
∑
k∈K

xun,k (t) ≤ 1.

The RB allocated to the Cu−VUE can only be reused by
one D2D-V2V pair at most, which can be expressed as 0 ≤∑
l∈L

xul,k (t) ≤ 1 and 0 ≤
∑

n∈N
xun,k (t) ≤ 1.

In the unreused mode, the Ce−VUE, the Cu−VUE or the
D2D-V2V pair occupies one RB for communication and the
RB is not allocated to any other VUEs. Considering that one
RB is allocated to each Ce−VUE at most, we have 0 ≤∑
k∈K

xem,k (t) ≤ 1. In addition, eMBB and URLLC slicing can-

not own the same RB, and the RBs in the eMBB slicing cannot
be reused by VUEs in the URLLC slicing. Therefore, the rules
can be expressed as 0 ≤

∑
m∈M

xem,k (t) +
∑
l∈L

xul,k (t) ≤ 1 and

0 ≤
∑

m∈M
xem,k (t) +

∑
n∈N

xun,k (t) ≤ 1.

C. QoS Requirements for Vehicular Networks

1) QoS Requirements for eMBB Slicing: eMBB vehicular
applications require very high data transmission rate, so the

data transmission rate of the mth Ce−VUE needs to satisfy
the transmission rate threshold Re,req, which can be described
by

Rc,e
m,k (t) ≥ Re,req. (9)

2) QoS Requirements for URLLC Slicing: With respect to
URLLC services, the requirements of low latency and high
reliability must be satisfied. According to Little’s theorem,
when the system reaches steady state and the arrival rate of
the data traffic is constant, the average latency is proportional
to the data queue length [19]. The average latency, i.e., the
first moment of random latency experienced by packets, is
not that accurate to portray the tail behavior of packets,
especially considering random actions of packets. Thus the
latency violation probability is introduced to constrain latency.
The latency violation probability should be less than the
tolerable threshold, which can be expressed by

lim
t→∞

Pr (Qc,u
l (t) ≥ Qc,req) ≤ P c,laten

max , (10a)

lim
t→∞

Pr
(
Qd,u

n (t) ≥ Qu,req
)
≤ Pu,laten

max , (10b)

where Qc,req and Qu,req are queue length thresholds with
latency constraints. P c,laten

max and Pu,laten
max indicate tolerable

threshold probabilities that meet different low latency require-
ments of URLLC services.

Then, the reliability requirement of the D2D-V2V pair n
can be satisfied by controlling the outage probability, which
can be given by

Pr
(
Rd,u

n,k (t) ≤ Ru,req
)
≤ P outage

max , (11)

where Ru,req is the target threshold for the transmission rate
of the V2V link, and P outage

max is tolerable outage probability.

D. Problem Formulation

Let X =
{
xem,k (t) , xul,k (t) , xun,k (t) ,∀m, l, n, k

}
and

P =
{
P c,e
m,k (t) , P c,u

l,k (t) , P d,u
n,k (t) ,∀m, l, n, k

}
be the RB

allocation variable matrix and vehicle transmit power matrix,
respectively. The object is to maximize the long-term time-
averaged system capacity, and the optimization variables are
the transmit power of all VUEs (i.e. P) and the RB allocation
variable (i.e. X). The optimization problem is formulated as
follows:

max
{X,P}

lim
T→∞

1

T

T−1∑
t=0

E

[ ∑
m∈M

Rc,em (t) +
∑
l∈L

Rc,ul (t) +
∑
n∈N

Rd,un (t)

]
(12a)

s.t. xem,k (t) , xul,k (t) , xun,k (t) ∈ {0, 1} , ∀m, l, n, k, (12b)

0 ≤
∑
n∈N

xun,k (t) ≤ 1, 0 ≤
∑
l∈L

xul,k (t) ≤ 1, ∀k, (12c)

0 ≤
∑
k∈K

xem,k (t) ≤ 1, 0 ≤
∑
k∈K

xul,k (t) ≤ 1,∀m,∀l,

0 ≤
∑
k∈K

xun,k (t) ≤ 1, ∀n, (12d)

0 ≤
∑
m∈M

xem,k (t) +
∑
l∈L

xul,k (t) ≤ 1, ∀k,

0 ≤
∑
m∈M

xem,k (t) +
∑
n∈N

xun,k (t) ≤ 1, ∀k, (12e)
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0 ≤ P c,em,k (t) ≤ P c,emax, 0 ≤ P c,ul,k (t) ≤ P c,umax, ∀m, l, k,
0 ≤ P d,un,k (t) ≤ P d,umax, ∀n, k, (12f)

Rc,em,k (t) ≥ Re,req,∀m, k, (12g)

lim
t→∞

Pr (Qc,ul (t) ≥ Qc,req) ≤ P c,laten
max ,∀l, (12h)

lim
t→∞

Pr
(
Qd,un (t) ≥ Qu,req

)
≤ Pu,laten

max , ∀n, (12i)

Pr
(
Rd,un,k (t) ≤ Ru,req

)
≤ P outage

max , ∀n, k, (12j)

Q̄c,em , Q̄c,ul , Q̄d,un <∞, ∀m, l, n. (12k)

Problem (12) is rather challenging to solve, mainly due
to the three reasons below. Firstly, the optimization variables
X for allocating RBs to different slices are binary and thus
(12b)-(12e) involve integer constraints. Secondly, even with
fixed RB allocation variables X, probability constraints (12h)-
(12j) are non-convex constraints with respect to the transmit
power variables P. Finally, the constraint (12k) guarantees the
stability of queues. Due to random arrival tasks, the optimal
RB allocation and power control decisions are time dependent.
Therefore, problem (12) is a mixed integer nonlinear stochastic
optimization problem, which is difficult to be optimally solved
in general.

III. PROBLEM TRANSFORMATION

A. Delay Constraints Transformation

In order to make problem (12) more tractable, we first deal
with two non-convex constraints (12h) and (12i) on latency,
so that the two probabilistic constraints become deterministic
constraints. According to Markov’s inequality [20], for a non-
negative random variable X , we have

Pr {X ≥ a} ≤ E {X}
a

. (13)

Since Qc,u
l (t) in constraint (12h) is always non-negative,

constraints (12h) can be relaxed as

lim
t→∞

Pr (Qc,u
l (t) ≥ Qc,req) ≤

E [Qc,u
l (t)]

Qc,req
, (14)

which can be further written as E [Qc,u
l (t)] ≤ P c,laten

max Qc,req.

Considering that E [Qc,u
l (t)] = tλc,ul −

T−1∑
t=0

Rc,u
l (t), we have

tλc,ul −
T−1∑
t=0

Rc,u
l (t) ≤ P c,laten

max Qc,req. (15)

From (15), the lower bound of the instantaneous transmission
rate of the lth Cu−VUE at time slot t can be expressed by

Rc,u
l (t) ≥ tλc,ul −

T−2∑
t=0

Rc,u
l (t)− P c,laten

max Qc,req. (16)

It can be seen that the probabilistic constraint on latency in
(12h) is transformed into a deterministic tractable constraint
in (15), which can further help us analyze the impact of
latency constraints. In order to strictly guarantee the low
latency characteristics of URLLC services, the queue backlogs
arriving at the server in the current time slot should not be
greater than the processing rate of the server. Otherwise it

will cause queuing and result in system latency. The queue
backlog evolution is always a non-increasing expression, that
is, the queue backlog at the next moment will always be less
than or equal to the queue backlog at the current moment. In
order to accurately represent this characteristic, we introduce
corresponding auxiliary variables and virtual queues in the
following to strictly guarantee the latency constraints.

We introduce auxiliary variable vector ϕ =
{ϕc,u

l (t) |∀l ∈ L}, which satisfies the following constraint:

ϕ̄c,u
l = lim

T→∞
sup

1

T

T−1∑
t=0

E [ϕc,u
l (t)] ≤ R̄c,u

l , (17)

where R̄c,u
l = lim

T→∞
1
T

T−1∑
t=0

E [Rc,u
l (t)], and we have

ϕc,ul (t) ≥ max

{
(t+ 1)λc,ul −

t−1∑
τ=0

ϕc,ul (τ)− P c,laten
max Qc,req, 0

}
.

(18)

Similarly, with regard to constraint (12i), we can use the
same operation to convert it into a deterministic constraint.
Introduce auxiliary variable vector ψ =

{
ψd,u
n (t) |∀n ∈ N

}
,

which satisifies the following constraint:

ψ̄d,u
n = lim

T→∞
sup

1

T

T−1∑
t=0

E
[
ψd,u
n (t)

]
≤ R̄d,u

n , (19)

where R̄d,u
n = lim

T→∞
1
T

T−1∑
t=0

E
[
Rd,u

n (t)
]

and we have

ψd,un (t) ≥ max

{
(t+ 1)λd,un −

t−1∑
τ=0

ψd,un (τ)− Pu,laten
max Qu,req, 0

}
.

(20)

In order to strictly guarantee the low-latency of URLLC
slicing, we impose constraints ϕ̄c,u

l ≤ R̄c,u
l and ψ̄d,u

n ≤ R̄d,u
n .

Next, the concept of virtual queues [19] was introduced
to transform corresponding constraints into queue stability
problems. Hc,u

l (t) and Zd,u
n (t) are defined as virtual queues

with evolving equations as follows:

Hc,u
l (t+ 1) = max {Hc,u

l (t) + ϕc,ul (t)−Rc,ul (t) , 0} , (21a)

Zd,un (t+ 1) = max
{
Zd,un (t) + ψd,un (t)−Rd,un (t) , 0

}
. (21b)

For simplicity, let Rtotal (t) =
∑

m∈M
Rc,e

m (t) +
∑
l∈L

ϕc,u
l (t) +∑

n∈N
ψd,u
n (t) be the equivalent total system capacity. Then,

the original question (12) is transformed into the following
problem (22):

max
{X,P,ϕ,ψ}

lim
T→∞

1

T

T−1∑
t=0

E [Rtotal (t)] (22a)

s.t. (12b)− (12g) , (12j) , (18), (20), (22b)

Q̄c,e
m <∞, ϕ̄c,u

l ≤ R̄c,u
l , ψ̄d,u

n ≤ R̄d,u
n ,∀m, l, n. (22c)

Although the probability constraints (12h) and (12i) are
transformed into deterministic linear constraints (18) and (20),
integer constraints and queue stability constraints included in
this problem still make the problem difficult to solve.
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B. Lyapunov Optimization
In this subsection, an online algorithm based on Lyapunov

optimization theory is proposed to solve the above problems.
We can effectively solve the formulated stochastic optimiza-
tion problem by solving the deterministic problem of each
time slot based on the current status information, and do not
need any information about the future moments of task arrival,
network queue status, etc.. The key of Lyapunov optimization
is to use the Lyapunov function to optimally control the
dynamic system while ensuring the stability of the system.

Define queue vectors Q (t) = {Qc,e
1 (t) , ..., Qc,e

M (t)},
H (t) = {Hc,u

1 (t) , ...,Hc,u
L (t)} and Z (t) =

{
Zd,u

1 (t) , ...,

Zd,u
N (t)

}
. Let vector Θ (t) = {Q (t) ,H (t) ,Z (t)} be back-

logs of task queues containing all types of applications. The
Lyapunov function is defined as

F (Θ (t)) =
1

2

∑
m∈M

Qc,em (t)2 +
1

2

∑
l∈L

Hc,u
l (t)2 +

1

2

∑
n∈N

Zd,un (t)2.

(23)

The Lyapunov drift function is given by

∆ (Θ (t))
∆
= E [F (Θ (t+ 1))− F (Θ (t)) |Θ (t)] , (24)

where ∆ (Θ (t)) is the expected change of the Lyapunov
function in a time slot, which is, the difference between the
arrival and the transmission of each VUE data queue according
to the current network status.

In addition to stabilizing the task data queue for each VUE,
we should also maximize network capacity at time slot t.
Therefore, in conjunction with problem (22), we introduce a
control parameter V and define drift-plus-penalty G (Θ (t)) at
time slot t, which is given by

G (Θ (t))
∆
= ∆ (Θ (t))− V E [Rtotal (t) |Θ (t)] , (25)

where V is a non-negative control parameter representing the
trade-off between network stability and system capacity. A
large V indicates that more network stability may be sacri-
ficed. More specifically, a larger data queue length is required
to achieve higher system capacity. When V is sufficiently
large, a progressively optimal system capacity can be obtained
by minimizing G (Θ (t)).

Nevertheless, it can be seen that G (Θ (t)) is a quadratic
function of the length of the data queue, which is difficult
to minimize directly. Thus we theoretically deduce the upper
bound of G (Θ (t)) in the following theorem. According to
the analysis in [19], if we can effectively minimize the upper
bound of G (Θ (t)) instead of directly minimizing itself, we
can still achieve near-optimal system capacity.

Theorem 1: Given the network status at time slot t, i.e.
Θ (t), the upper-bound of G (Θ (t)) can be given by

G (Θ (t)) ≤ C + E [Φ (t) |Θ (t)] , (26)

where C is a non-negative constant as follows

C=
1

2

∑
m∈M

{
(Rmax

m )
2

+ (Amax
m )

2
}

+
1

2

∑
l∈L

{
(Rmax

l )
2

+ (ϕmax
l )

2
}

+
1

2

∑
n∈N

{
(Rmax

n )
2

+ (ψmax
n )

2
}
, (27)

and Φ (t) is defined as

Φ (t)
∆
= −

∑
m∈M

(Qc,e
m (t) + V )Rc,e

m (t)

+
∑
l∈L

(Hc,u
l (t)− V )ϕc,u

l (t) +
∑
n∈N

(
Zd,u
n (t)− V

)
ψd,u
n (t)

−
∑
l∈L

Hc,u
l (t)Rc,u

l (t)−
∑
n∈N

Zd,u
n (t)Rd,u

n (t). (28)

Proof: Please refer to Appendix A. �
In Theorem 1, we derive the upper bound of G (Θ (t))

for a given network state Θ (t). Therefore, the problem of
optimizing G (Θ (t)) is converted to optimize its upper bound
Φ (t). In addition, the constraints of network stability in (22c)
is relaxed by leveraging the Lyapunov optimization theory, and
we focus on optimizing Φ (t) in each time slot t regardless of
variables that change randomly over different time slots. Based
on this, the problem is further formulated as

min
{X,P,ϕ,ψ}

Φ (t) (29a)

s.t. (12b)− (12g) , (12j) , (18) , (20) . (29b)

IV. PROBLEM SOLUTION

In order to make the problem (29) tractable, we first relax
binary variables in (12b) into continuous variables, which
leads to the following problem

min
{X,P,ϕ,ψ}

Φ (t) (30a)

s.t. xem,k (t) , xul,k (t) , xun,k (t) ∈ [0, 1] ,∀m, l, n, k, (30b)

(12c)− (12g) , (12j) , (18) , (20) . (30c)

Such a relaxation usually demonstrates that the objective value
of problem (30) is the lower bound of the objective value
of problem (29). Although relaxed, the problem is still a
non-convex optimization problem due to the non-convexity
of the objective function and constraint (12j), which is rather
challenging to solve effectively. Hereinafter, the slack problem
(30) is decoupled into three sub-problems and an effective
alternating iterative algorithm is proposed.

A. Equivalent Transmission Rate in URLLC Slicing

For any given RB allocation and transmit power {X,P},
the equivalent transmission rate of URLLC slicing {ϕ,ψ}
in problem (30) can be optimized by solving the following
problem:

min
{ϕ,ψ}

∑
l∈L

(Hc,u
l (t)− V )ϕc,ul (t) +

∑
n∈N

(
Zd,un (t)− V

)
ψd,un (t)

(31a)
s.t. (18) , (20) . (31b)

It can be understood that problem (31) is a standard linear
programming (LP) problem, which can be effectively solved
by CVX.
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1− exp

{
−
(
2R

u,req − 1
)
σ2

P d,u
n,k (t) gn (t)

}∏
l 6=n

1

1 +
(2Ru,req−1)xu

l,k(t)P c,u
l,k (t)gl,n(t)

Pd,u
n,k (t)gn(t)

≤ P outage
max . (33)

1−

exp

((
2R

u,req − 1
)
σ2

P d,u
n,k (t) gn (t)

)∏
l 6=n

(
1 +

(
2R

u,req − 1
)
xul,k (t)P c,u

l,k (t) gl,n (t)

P d,u
n,k (t) gn (t)

)
−1

≤1− exp

{
−
(
2R

u,req − 1
)
σ2

P d,u
n,k (t) gn (t)

−
∑
l∈L

(
2R

u,req − 1
)
xul,k (t)P c,u

l,k (t) gl,n (t)

P d,u
n,k (t) gn (t)

}
≤ P outage

max ,∀l, n, k. (34)

B. Vehicle Transmit Power Control

For any given equivalent transmission rate and RB alloca-
tion {ϕ,ψ,X}, the transmission power {P} can be optimized
by solving the following problem

min
{P}

−
∑

m∈M

∑
k∈K

(Qc,e
m (t) + V )xem,k (t)Rc,e

m,k (t)

−
∑
l∈L

∑
k∈K

Hc,u
l (t)xul,k (t)Rc,u

l,k (t)

−
∑
n∈N

∑
k∈K

Zd,u
n (t)xun,k (t)Rd,u

n,k (t) (32a)

s.t. (12f) , (12g) , (12j) . (32b)

It can be seen that due to the non-convexity of the objective
function and the non-convex constraint (12j), the problem
(32) is a difficult non-convex problem. First, the non-convex
probabilistic constraint (12j) is converted into a deterministic
constraint according to the lemma in [21], which can be
written as (33) at the top of this page. However, the constraint
(33) is still non-convex, which is difficult to solve. To avoid
operating on such complex inequality constraints, we further
use the conclusions in [22] to bound the derived constraint
of outage probability, which is given by (34) at the top of
this page. Then we have a tight upper bound of the outage
probability in (34), which can be further written as

P d,u
n,k (t) gn (t)

σ2 +
∑
l∈L

xul,k (t)P c,u
l,k (t) gl,n (t)

≥
(
2R

u,req − 1
)

ln
(

1
1−P outage

max

) . (35)

It can be observed that constraint (35) is linear.
Through analyzing the objective function of problem (32),

it can be told that the convexity of Rc,u
l,k (t) and Rd,u

n,k (t)
cannot be directly judged, but they can be written as
the differences of two concave functions, respectively.
To concise the process representation, slack variables

S=

{
Sc,u
k,l (t) =

∑
n∈N

xun,k (t)P d,u
n,k (t) gl,n,B (t) + σ2,∀k, l

}
and W=

{
W d,u

k,n (t) =
∑
l∈L

xul,k (t)P c,u
l,k (t) gl,n (t) + σ2,∀k, n

}
are introduced, which follows that

Rc,ul,k (t) = log2

(
Sc,ul,k (t) + P c,ul,k (t) gl,B (t)

)
− R̂c,ul,k (t) , (36a)

Rd,un,k (t) = log2

(
W d,u
n,k (t) + P d,un,k (t) gn (t)

)
− R̂d,un,k (t) . (36b)

Since any concave function can find its global upper bound at
any point through the first-order Taylor expansion [23], with
given local points P c,u

l,k (t)
r
, P d,u

n,k (t)
r
, Sc,u

l,k (t)
r and W d,u

n,k (t)
r

in the rth iteration, we obtain the following upper bounds for
Rc,u

l,k (t) and Rd,u
n,k (t), respectively, i.e.,

R̂c,ul,k (t) ≤ log2

(
Sc,ul,k (t)r

)
+
Sc,ul,k (t)− Sc,ul,k (t)r

Sc,ul,k (t)r ln 2

∆
= R̂c,u,ubl,k (t) , (37a)

R̂d,un,k (t) ≤ log2

(
W d,u
n,k (t)r

)
+
W d,u
n,k (t)−W d,u

n,k (t)r

W d,u
n,k (t)r ln 2

∆
= R̂d,u,ubn,k (t) . (37b)

With given local points Pr,Sr,Wr and the upper bounds in
(37a) and (37b), problem (32) is approximated as follows

max
{P,S,W}

∑
m∈M

∑
k∈K

(Qc,em (t) + V )xem,k (t)Rc,em,k (t)

+
∑
l∈L

∑
k∈K

Hc,u
l (t)xul,k (t)

·
[
log2

(
Sc,ul,k (t) + P c,ul,k (t) gl,B (t)

)
− R̂c,u,ubl,k (t)

]
+
∑
n∈N

∑
k∈K

Zd,un (t)xun,k (t)

·
[
log2

(
W d,u
n,k (t) + P d,un,k (t) gn (t)

)
− R̂d,u,ubn,k (t)

]
(38a)

s.t.
∑
n∈N

xun,k (t)P d,un,k (t) gl,n,B (t) + σ2 ≤ Sc,ul,k (t) ,∀l, k,

(38b)∑
l∈L

xul,k (t)P c,ul,k (t) gl,n (t) + σ2 ≤W d,u
n,k (t) , ∀n, k, (38c)

(12f) , (12g) , (35) . (38d)

Problem (38) is a convex optimization problem. The La-
grange dual method is used to solve it, and closed-form solu-
tions for each variable can be obtained according to Karush-
Kuhn-Tucker (KKT) conditions. Considering the limitation of
the article length, we omit the detailed steps and the similar
process can be found in [24]. Since problem (38) is a convex
optimization problem, the dual gap is zero. It is worth noting
that the upper bound adopted in problem (38) shows that
any feasible solution in problem (38) is also feasible for
problem (32), but the converse is usually not true. As a result,
the optimal objective value obtained from the approximate
problem (38) is usually used as the upper bound of that of
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problem (32).

C. RB Resource Allocation

For any given equivalent transmission rate of URLLC
slicing and transmit power of vehicles {ϕ,ψ,P}, the RB
allocation strategy {X} in problem (30) can be optimized by
solving the following subproblem:

min
{X}

−
∑

m∈M

∑
k∈K

(Qc,e
m (t) + V )xem,k (t)Rc,e

m,k (t)

−
∑
l∈L

∑
k∈K

Hc,u
l (t)xul,k (t)Rc,u

l,k (t)

−
∑
n∈N

∑
k∈K

Zd,u
n (t)xun,k (t)Rd,u

n,k (t) (39a)

s.t. (12c)− (12e) , (30b) . (39b)

It can be seen that (12c)-(12e) and (30b) are linear con-
straints. However, due to the non-convexity of the objec-
tive function, problem (39) is still a non-convex problem.
Next, we use appropriate means to convert the problem.
Auxiliary slack variables α =

{
αc,u
l,k (t) = Rc,u

l,k (t) ,∀l, k
}

and β =
{
βd,u
n,k (t) = Rd,u

n,k (t) ,∀n, k
}

are introduced, which
leads to the non-convexity of the objective function due to
bilinear parts xul,k (t)αc,u

l,k (t) and xun,k (t)βd,u
n,k (t). Meanwhile,

constraints Rc,u
l,k (t) ≥ αc,u

l,k (t) and Rd,u
n,k (t) ≥ βd,u

n,k (t) should
be satisfied. To deal with these non-convex factors, we define
Ξc,u
l,k (t) = −xul,k (t)αc,u

l,k (t) and Γd,u
n,k (t) = −xun,k (t)βd,u

n,k (t),
respectively, which can be further written as

Ξc,ul,k (t) =
1

2
xul,k(t)2 +

1

2
αc,ul,k (t)2 − 1

2

(
xul,k (t) + αc,ul,k (t)

)2
,

(40a)

Γd,un,k (t) =
1

2
xun,k(t)2 +

1

2
βd,un,k(t)2 − 1

2

(
xun,k (t) + βd,un,k (t)

)2

.

(40b)

Successive convex approximation (SCA) technique is used to
approximate Ξc,u

l,k (t) and Γd,u
n,k (t) in each iteration. Recall that

any concave function can find its global upper bound at any
point through the first-order Taylor expansion. Therefore, with
given local points xul,k(t)

r
, xun,k(t)

r
, αc,u

l,k (t)
r and βd,u

n,k(t)
r in

the rth iteration, the following concave upper bounds are given
by

Ξc,ul,k (t) ≤ 1

2
xul,k(t)2 +

1

2
αc,ul,k (t)2 − 1

2

(
xul,k(t)r + αc,ul,k (t)r

)2
−
(
xul,k(t)r + αc,ul,k (t)r

) (
xul,k (t)− xul,k(t)r

)
−
(
xul,k(t)r + αc,ul,k (t)r

) (
αc,ul,k (t)− αc,ul,k (t)r

)
∆
= Ξc,u,ubl,k (t) , (41a)

Γd,un,k (t) ≤ 1

2
xun,k(t)2 +

1

2
βd,un,k(t)2 − 1

2

(
xun,k(t)r + βd,un,k(t)r

)2

−
(
xun,k(t)r + βd,un,k(t)r

) (
xun,k (t)− xun,k(t)r

)
−
(
xun,k(t)r + βd,un,k(t)r

)(
βd,un,k (t)− βd,un,k(t)r

)
∆
= Γd,u,ubn,k (t) . (41b)

With respect to non-convex constraints Rc,u
l,k (t) ≥ αc,u

l,k (t)

and Rd,u
n,k (t) ≥ βd,u

n,k (t), we can obtain the lower bound of

Rc,u
l,k (t) and Rd,u

n,k (t) through SCA technique respectively,
which can be given by

Rc,ul,k (t) ≥ log2

1 +
P c,ul,k (t) gl,B (t)∑

n∈N
xun,k(t)rP d,un,k (t) gl,n,B (t) + σ2


−∆c,u

l,k (t)
∑
n∈N

P d,un,k (t) gl,n,B (t)
(
xun,k (t)− xun,k(t)r

)
∆
= Rc,u,lbl,k (t) , (42a)

Rd,un,k (t) ≥ log2

1 +
P d,un,k (t) gn (t)∑

l∈L
xul,k(t)rP c,ul,k (t) gl,n (t) + σ2


−∆d,u

n,k (t)
∑
l∈L

P c,ul,k (t) gl,n (t)
(
xul,k (t)− xul,k(t)r

)
∆
= Rd,u,lbn,k (t) , (42b)

where ∆c,u
l,k (t) and ∆d,u

n,k (t) are the coefficients related to
the derivative that is not dominant and omitted here. Then
problem (39) is approximated as the following problem

min
{X,α,β}

−
∑
m∈M

∑
k∈K

(Qc,em (t) + V )xem,k (t)Rc,em,k (t)

+
∑
l∈L

∑
k∈K

Hc,u
l (t) Ξc,u,ubl,k (t)

+
∑
n∈N

∑
k∈K

Zd,un (t) Γd,u,ubn,k (t) (43a)

s.t. αc,ul,k (t)−Rc,u,lbl,k (t) ≤ 0, ∀l, k, (43b)

βd,un,k (t)−Rd,u,lbn,k (t) ≤ 0, ∀n, k, (43c)

(12c)− (12e) , (40b) . (43d)

Problem (43) is a convex optimization problem, and the
optimal solution can be effectively obtained by the convex
optimization solving tools such as CVX [23]. It should also
be noted that problem (43) is always a subset of problem (39).
Therefore, the optimal objective value of problem (43) can be
used as the upper bound of that of problem (39).

Remark 1: Variables X obtained by the problem (43) are
continuous with value between 0 and 1, so the binary variables
of RB allocation need to be reconstructed, which indicate that
the allocation of RBs should minimize the objective function
of problem (40) and can be given by m∗ = arg min

m

∂Φ(t)
∂xe

m,k(t) ,

l∗ = arg min
l

∂Φ(t)
∂xu

l,k(t) and n∗ = arg min
n

∂Φ(t)
∂xu

n,k(t) , where

xe,∗m∗,k (t) = 1, xu,∗l∗,k (t) = 1 and xu,∗n∗,k (t) = 1 indicate the
suboptimal RB allocation variables, respectively.

V. PROPOSED ALGORITHM

Due to the random and unpredictable behaviors of vehicu-
lar applications, it is great of importance to make resource
allocation decision without foreseeing the future network
status. Motivated by this, in this section, the proposed slicing
scheduling algorithm, namely JRPSV, is tailored to provide an
online and asymptotically optimal resource allocation decision
without requiring prior statistical knowledge of any random
variables. More specifically, JRPSV employs jointly RB al-
location and power control to effectively maximize network
system capacity, as summarized in Algorithm 1. JRPSV can
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Algorithm 1 Joint Optimization of RB Allocation and Power
Control Slicing Scheduling Algorithm in Vehicular Networks
(JRPSV)

1: At the beginning of the tth time slot, observe the current
queues Qc,e

m (t) , Hc,u
l (t) and Zd,u

n (t) respectively, as well
as channel states.

2: Determine P and X at current time slot t according to
Algorithm 2.

3: Base on the above obtained optimization results, update
queues Qc,e

m (t) , Hc,u
l (t) and Zd,u

n (t) according to (3),
(21a) and (21b), respectively.

Algorithm 2 Alternating Iterative Algorithm for Problem (30)
1: At current time slot t:
2: Initialize P0 and X0. Let r = 0.
3: repeat
4: Solve problem (31) for given {Pr,Xr}, and denote the

optimal solution as
{
ϕr+1,ψr+1

}
.

5: Solve problem (38) for given
{
ϕr+1,ψr+1,Pr,Xr

}
,

and denote the optimal solution as
{
Pr+1

}
.

6: Solve problem (43) for given
{
ϕr+1,ψr+1,Pr+1 ,Xr},

and denote the optimal solution as
{
Xr+1

}
.

7: r = r + 1.
8: until The change of the objective value is below a thresh-

old ζ > 0. Return the optimal solution {ϕ∗,ψ∗,P∗,X∗}.

obtain the optimal determination of RB allocation X∗ and
transmit power P∗ at each time slot according to Algorithm 2.
In particular, with respect to Algorithm 2, all optimization
variables in problem (30) are divided into three parts, i.e.
{ϕ,ψ} , {P} and {X}. When solving these variables, two
parts of variables are fixed while solving the other two parts of
variables, and the three sub-problems are iterated alternately.
The details are summarized in Algorithm 2.

A. Performance Analysis on JRPSV

In this subsection, we make a theoretical analysis of the
performance of the proposed algorithm JRPSV. Theorem 2
and Theorem 3 not only explain how the control parameter
V affects system capacity and system queue length, but also
reveal the trade-off between optimal system capacity and
system latency.

Theorem 2: Let Ropt
total = lim

T→∞
1
T

T−1∑
t=0

E
[
Ropt

total (t)
]

be the

theoretical optimal system capacity of origin problem (22),
and R̄∗total is the achievable system capacity obtained by

Algorithm 1, where R̄∗total = lim
T→∞

1
T

T−1∑
t=0

E [R∗total (t)]. Then

we have

R̄∗total ≥ R
opt
total −

C

V
, (44)

where C is a non-negative constant defined by (27).
Proof: Please refer to Appendix B. �

Theorem 3: Suppose there exists δ > 0,Ω (δ) and a
stationary and randomized scheme Π that satisfies (12b)-(12j),
and the following Slater Conditions [19]:

E
[
RΠ

total (t)
]

= Ω (δ) , (45a)

E [Ac,e
m (t)] ≤ E

[
Rc,e,Π

m (t)
]
− δ, ∀m ∈M. (45b)

Then we have

Q̄c,e
m ≤

C + V
[
Ω (δ) +Ropt

total

]
δ

. (46)

Proof: Please refer to Appendix C. �
Theorem 2 and Theorem 3 manifest that the total capacity of

the system has a controllable gap between the proposed algo-
rithm JRPSV and the theoretical optimal value, i.e. O (1/V ),
and when V is larger, the total system capacity obtained by
JRPSV is closer to the theoretical optimal value. Meanwhile,
it can be observed that the upper bound of the time-averaged
queue length increases with the increase of V . Therefore,
there is a [O (1/V ) ,O (V )] trade-off between the optimal
system capacity and latency. In other words, when we want
to approach the optimal capacity of the system, actions such
as RB allocation and power control determined by the JRPSV
algorithm will result in a larger average system latency, which
illustrates that the optimal performance is achieved at the
expense of system latency. Therefore, we can adjust the control
parameter V to achieve the trade-off between them.

B. Convergence of Algorithm 2

This section mainly discusses the convergence of Algo-
rithm 2. Since Algorithm 2 is completed in a time slot, for
simplicity, we omit the symbol representing time slot t after
each variable. It is worth noting that for the power control
sub-problem (32) and the RB allocation sub-problem (39),
we only optimally solve their approximate problems (38) and
(43). In order to show the convergence behavior of Algorithm
2, we have the following analysis. Define Φ (ϕr,ψr,Pr,Xr)
the value of the objective function at the rth iteration, and
define the objective function of problem (38) and (43) as
Φub,r

pow (ϕ,ψ,P,X) and Φub,r
alloc (ϕ,ψ,P,X), respectively.

First, in Step 4 of Algorithm 2, since problem (31)
is optimized with given {Pr,Xr}, the optimal solution{
ϕr+1,ψr+1

}
is obtained, and we have

Φ (ϕr,ψr,Pr,Xr) = Φ (ϕr,ψr) + Φ (Pr,Xr)

≥ Φ
(
ϕr+1,ψr+1

)
+ Φ (Pr,Xr) . (47)

We define Φ
(
ϕr+1,ψr+1

)
+ Φ (Pr,Xr)

∆
=

Φ
(
ϕr+1,ψr+1,Pr,Xr

)
. Next, the first-order Taylor

expansions in (37a) and (37b) will provide a tight upper
bound at given local points

{
ϕr+1,ψr+1

}
and Xr, which

means that problem (38) at Xr has the same objective value
as that of problem (32), i.e.,

Φ
(
ϕr+1,ψr+1,Pr,Xr

)
= Φub,r

pow

(
ϕr+1,ψr+1,Pr,Xr

)
=Φub,r

pow (Pr,Xr) + Φub,r
pow

(
ϕr+1,ψr+1

)
. (48)
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In Step 5 of Algorithm 2, having obtained the optimal solution
Pr+1 with given

{
ϕr+1,ψr+1

}
and Xr, it follows that

Φub,r
pow (Pr,Xr) + Φub,r

pow

(
ϕr+1,ψr+1

)
≥Φub,r

pow

(
Pr+1,Xr

)
+ Φub,r

pow

(
ϕr+1,ψr+1

)
. (49)

Since the objective value of problem (38) is the upper bound
of that of problem (32) at Pr+1, we have

Φub,r
pow

(
Pr+1,Xr

)
+ Φub,r

pow

(
ϕr+1,ψr+1

)
≥Φ

(
ϕr+1,ψr+1,Pr+1,Xr

)
. (50)

As can be seen from the above inequality, the object value of
problem (32) is non-increasing after each iteration. Similarly,
in Step 6 of Algorithm 2, it follows that

Φ
(
ϕr+1,ψr+1,Pr+1,Xr

)
= Φub,r

alloc

(
ϕr+1,ψr+1,Pr+1,Xr

)
=Φub,r

alloc

(
Pr+1,Xr

)
+ Φub,r

alloc

(
ϕr+1,ψr+1

)
≥Φub,r

alloc

(
Pr+1,Xr+1

)
+ Φub,r

alloc

(
ϕr+1,ψr+1

)
≥Φ

(
ϕr+1,ψr+1,Pr+1,Xr+1

)
. (51)

Based on the above analysis, we obtain

Φ (ϕr,ψr,Pr,Xr) ≥ Φ
(
ϕr+1,ψr+1,Pr+1,Xr+1

)
, (52)

which indicates that the objective function of problem (30) is
non-increasing after each iteration in Algorithm 2. Due to the
fact that the value of the objective function of problem (30)
is lower bounded by a finite value, Algorithm 2 is guaranteed
to converge.

C. Complexity Analysis

This subsection mainly discusses the computational com-
plexity of the proposed JRPSV algorithm. The computational
complexity of the JRPSV algorithm mainly stems from the
determination of power control P and RB allocation X in
Step 2, which is dominated by Algorithm 2. Thus, we mainly
analyze the computational complexity of Algorithm 2.

In Step 4 of Algorithm 2, the complexity of solv-
ing the LP problem (31) by employing the interior point
method is O

(
(LN)

3.5
)

[23]. In Step 5, Lagrange dual
method is used to solve the problem (38). According to
the similar process in [24], the computational complexity
of the Lagrange dual method is O (imaxMLNK), where
imax is the maximum number of iterations to obtain the
KKT points. In Step 6, solving convex problem (43) with
the interior point method results in the complexity of
O
(

(MLNK)
3.5
)

. Denote the maximum number of iter-
ations that allows Algorithm 2 to converge as rmax. The
computational complexity of Algorithm 2 can be estimated
by O

(
rmax

(
(LN)

3.5
+ imaxMLNK + (MLNK)

3.5
))

=

O
(
rmax(MLNK)

3.5
)

.

VI. SIMULATION RESULTS

In this section, we will provide simulation results to verify
the proposed JRPSV algorithm. We refer to the simulation
setup of the highway case detailed in 3GPP TR 36.885 [25],
and model a multi-lane highway. The highway passes through

TABLE I
SIMULATION PARAMETERS [25], [26].

Parameters Value
Cell radius 500 m
Carrier frequency 2 GHz
Bandwidth 4 MHz
Number of lanes 6
Lane width 4 m
Vehicle speed 70 km/h
Vehicle drop model spacial Poisson process
Average distance between vehicles 2.5v, v in m/s
Reliability for V2V (P outage

max ) 0.01
Latency for V2I (P c,laten

max ), V2V (Pu,laten
max ) 0.01, 0.01

Number of Ce−VUEs, Cu−VUEs
and D2D-V2Vs (M , L, N ) 10, 10, 10

Number of RBs (K) 20
Noise power (σ2) -114 dBm
Maximum transmit power of Ce−VUE,
Cu−VUE and D2D-V2V
(P c,emax, P c,umax, P d,umax)

23, 23, 23 dBm

Pathloss model of V2I links 128 + 37.6log10d,
d in km

Shadow fading of V2I links Log-normal,
standard deviation 8 dB

Pathloss model of V2V links LOS in WINNER
+ B1 [27]

Shadow fading of V2V links Log-normal,
standard deviation 3 dB

a single cell, with the base station at the center of the cell.
The scattering point of the vehicle follows the spatial Poisson
process, and the density of the vehicle depends on the speed.
The main simulation parameters are listed in the Table I. It
is noted that by default, all parameters are set to the values
specified in the table, and the parameter settings in each figure
take precedence in the corresponding case.

In the following subsections, we will first evaluate the
stability of the proposed JRPSV and the convergence of
Algorithm 2, and then demonstrate how the control parameter
V affects the system capacity and queue length. Thereafter,
we will study the impact of corresponding QoS requirements
on system performance. Finally, compared with the set mul-
tiple baselines, we manifest the effectiveness of the proposed
algorithm.

A. Stability and Convergence

In Fig. 2, we observe the total queue length in the eMBB
slicing

∑
m∈M

Qc,e
m (t) and the total queue length in the URLLC

slicing
∑
l∈L

Hc,u
l (t) +

∑
n∈N

Zd,u
n (t) over time as well as the

impact of control parameter V . Let the initial queue length be
Θ (0) = {Q (0) ,H (0) ,Z (0)} = 0. It is not difficult to see
that the sum of the queue length increases at the beginning, and
the total queue length of each slice will eventually fluctuate
around a constant when it reaches as a stable state. In addition,
it can be seen that for both approaches of slicing, an increase
of V will increase the total queue length and fluctuate around
a larger value, which validates the content of Theorem 2.

Next, we show the convergence behavior of Algorithm 2
in each slot in Fig. 3. The set convergence condition is(
Φr+1 − Φr

)
/Φr+1 ≤ ζ (ζ = 1e− 05). The initial variables

are randomly assigned at the beginning, so that the objective
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Fig. 2. Queue length of eMBB slicing and URLLC slicing versus time slots.
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Fig. 3. Convergence behavior of Algorithm 2 parameterized by different V .

goal is a small value. Such a small value cannot represent any
information of optimization, and it is just an initial value of
the objective goal in the 0-th iteration. From the first iteration,
we obtain the local optimal solution step by step and then
approach to the optimal solution gradually. The objective goal
has a non-increasing trend until the convergence condition is
reached after about five iterations. In addition, the control
parameter V also affects the objective goal. The larger the
value of V , the larger the absolute value |Φ| of the objective
goal.

B. Performance of JRPSV Versus Control Parameter V

Figure 4 depicts the CDF of the time-averaged system
capacity and the time-averaged system queue length under
different control parameters V , respectively. It can be seen
that in (a), as V becomes larger, the mean of the time-averaged
system capacity data samples also increases. In other words,
a higher V will make the time average total capacity of
the system larger, and when V is large enough, the optimal
system capacity will be reached. The time-averaged system
queue length

∑
m∈M

Q̄c,e
m +

∑
l∈L

H̄c,u
l +

∑
n∈N

Z̄d,u
n in (b) also

increases as V increases. A higher V results in a longer system
queue and a higher average system latency as well. The above
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Fig. 4. Effect of control parameter V on system performance.

Fig. 5. Time-averaged queue length of slicing parameterized by different
time-averaged arrival rate and V .

experimental results show that when V is large enough, the
proposed algorithm will infinitely approach the optimal system
capacity, but at the same time, it will also bring higher system
latency, which indicates the trade-off relationship between
optimal system capacity and system average latency, and
further validates the Theorem 2 and Theorem 3.

C. The Impact of QoS Requirements on Algorithm Perfor-
mance

By changing Āc,e
m , λc,ul , λd,un and the control parameter V ,

we show the relationship between the time-averaged queue
length and the time-averaged arrival rate for each slicing and V
in Fig. 5. In particular, we configure the time-averaged arrival
rate of applications served by the eMBB slicing as Āc,e

m =
[200, 250, 300, 350, 400] bits/slot/Hz, and the adopted time-
averaged arrival rate of applications served by URLLC slicing
are

(
λc,ul + λd,un

)
= [11, 15, 19, 23, 27] bits/slot/Hz. Similar

to the results in Fig. 4, when the time-averaged arrival rate
is constant, the time-averaged queue length of eMBB slicing
(
∑

m∈M
Q̄c,e

m ) and URLLC slicing (
∑
l∈L

H̄c,u
l +

∑
n∈N

Z̄d,u
n ) in-
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crease almost linearly with V , which can be characterized as a
O (V ) relationship. When the control parameter V is constant,
an increment of the time-averaged arrival rate also causes a
growth of the time-averaged queue length. This is because
when the processing rate of system is constant, a higher arrival
rate will result in a larger queue backlog of system, which will
cause higher system latency.

In order to demonstrate the effect of the probability P c,laten
max

and Pu,laten
max on the time-averaged queue, we compare the

CDF of the time-averaged queue length of each slicing under
different P c,laten

max and Pu,laten
max in Fig. 6, where the value of

P c,laten
max is the same as Pu,laten

max in each experiment. It can
be seen intuitively that as the value of probability rises, the
average queue of URLLC slicing lengthens, but there is little
change in eMBB slicing. This happens because the constraint
in (12h) and (12i) affects virtual queues Hc,u

l (t) and Zd,u
n (t).

When the value of the probability tends to be larger, the
restrictions on the low-latency are loosened. At the same time,
the probability that the actual queues Qc,u

l (t) and Qd,u
n (t)

in the network exceeds the threshold queue is greater, but it
has no effect on Qc,e

m (t). In each experiment, no matter how
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Fig. 8. Time-averaged throughput with varying vehicle speed v.
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Fig. 9. Time-averaged queue length with varying number of vehicles under
different schemes.

the value of P c,laten
max and Pu,laten

max change, Qc,e
m (t) is still an

unaffected random and stable data queue.
Figure 7 presents the impact of the D2D-V2V link outage

probability on the average time throughput, and compares the
time-averaged CDF of each slicing under different P outage

max . It
is noted that when a higher outage probability of the D2D-V2V
communication link is allowed, the time-averaged throughput
of URLLC slicing (

∑
l∈L

R̄c,u
l +

∑
n∈N

R̄d,u
n ) becomes larger, but

the time-averaged throughput of eMBB slicing (
∑

m∈M
R̄c,e

m )

hardly changes. This is due to the following facts. A higher
outage probability of D2D-V2V communication link makes
them more tolerant to the interference from Cu−VUEs, which
encourages them to increase their transmit power. As a result,
the increase of

∑
l∈L

R̄c,u
l causes the time- averaged throughput

of URLLC slicing larger. From another perspective, according
to the constraint (35), a higher P outage

max causes γd,un,k (t) to have
a smaller lower bound, and increasing P c,u

l,k (t) appropriately
can adapt to the change of the lower bound of the inequality,
which leads to an increment in

∑
l∈L

R̄c,u
l .

Figure 8 illustrates that as the speed of the vehicle increases,
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the time-averaged throughput of both slicing decreases. The
reason is that according to the simulation settings, higher
vehicle speeds result in sparse traffic, which will increase the
average distance between vehicles. In order to guarantee the
reliability of V2V links, the transmit power of the D2D-V2V
transmitter needs to be increased to compensate for the higher
path loss of the V2V link, which reduces the system capacity.
In addition, it is worth mentioning that if the maximum
transmit power enlarges, there will be a certain gain. For
instance, when the vehicle speed is v = 50km/h, increasing
the maximum transmit power of the vehicle by 6 dBm, the
values of throughput for eMBB slicing and URLLC slicing
become strengthened by 11.38% and 13.37%, respectively.

D. Scheme Comparison

In order to verify the superiority of the proposed algorithm
in reducing the average system latency under the premise of
maximizing the system capacity, we set up multiple schemes
to evaluate the performance of the JRPSV algorithm. Fig. 9
mainly shows the change of time-averaged queue length in
the URLLC slicing (

∑
l∈L

H̄c,u
l +

∑
n∈N

Z̄d,u
n ) under distinct

QoS schemes for different numbers of vehicles. Baseline 1:
Disregard outage probability constraint for D2D-V2V commu-
nication links, which is equivalent to removing only the con-
straint (12j) in problem (12). Baseline 2: Latency constraints
on URLLC slicing is not considered, which is equivalent to
removing the constraints (12h) and (12i) in problem (12).
Baseline 3: Any QoS constraint of URLLC slicing is not
considered. It can be observed from Fig. 9 that as the number
of vehicles grows, the time-averaged queue length of each
scheme increases. When the number of vehicles is constant,
compared with the other three baselines, the JRPSV algorithm
can reduce the queue length to different degrees, which makes
the average latency of the system lower. It is worth mentioning
that when there are fewer vehicles in the system, the benefits
brought by the JRPSV algorithm are lower than when there
are more vehicles in the system. For example, when the total
number vehicle is M +L+N = 12, compared to baseline 3,
the JRPSV algorithm reduces the time-averaged queue length
by 20.74%. When M + L+N = 30, the proposed algorithm
brings 42.15% gain compared to baseline 3.

The above results can be attributed to the fact that when the
number of vehicles in the system is small, in order to maximize
the system capacity, the D2D-V2V pairs communicate in
the unused mode as much as possible, and do not reuse
the RBs of Cu−VUEs, which improves the SINR of the
V2I and V2V links and meets the QoS requirements to a
certain extent. When the number of vehicles in the system
gradually increases, the D2D-V2V pairs start to reuse the
RB of Cu−VUEs. The growing number of V2V links will
cause more interference to V2I links, which further reduces
the SINR of the vehicle communication link, thereby reducing
the transmission rate. When the arrival rate is greater than the
transmission rate, the task data queue enlarges rapidly, which
triggers to undesirable latency. The JRPSV Algorithm consid-
ers the QoS requirements of multiple services comprehensively

and reduces the average system latency by decreasing queue
backlogs.

VII. CONCLUSION

In this paper, we investigate the RB allocation and power
control resource management in stochastic vehicular networks.
Network slicing is utilized to provide customized and flexible
services for each vehicular application, aiming to maximize the
network system capacity while guaranteeing high reliability
and low latency of vehicle communication links. The proposed
online algorithm, JRPSV, can make asymptotically optimal
resource allocation decisions based on the current network
state information. Through comprehensive theoretical analysis,
we prove that the gap between the optimal system capacity
obtained by the JRPSV algorithm and the theoretical opti-
mal system capacity is bounded. Meanwhile, the asymptotic
optimal system capacity is reached at the expense of system
latency, and there is a [O (1/V ) ,O (V )] trade-off between
system capacity and system average latency. Furthermore,
the impact of various parameters is revealed, which confirms
the importance of comprehensive consideration of multiple
QoS requirements, and provides valuable guidelines for the
practical deployment of vehicular networks.

APPENDIX A
PROOF FOR THEOREM 1

First, the expression of Qc,e
m (t+ 1)

2, Hc,u
l (t+ 1)

2 and
Zd,u
n (t+ 1)

2 are derived respectively according to the fact that
(max [a− b, 0] + c)

2 ≤ a2 +b2 +c2 +2a (c− b) ,∀a, b, c ≥ 0,
which is given by

Qc,e
m (t+ 1)

2 ≤ Qc,e
m (t)

2
+Rc,e

m (t)
2

+Ac,e
m (t)

2

+ 2Qc,e
m (t) [Ac,e

m (t)−Rc,e
m (t)] , (53a)

Hc,u
l (t+ 1)

2 ≤ Hc,u
l (t)

2
+ ϕc,u

l (t)
2

+Rc,u
l (t)

2

−2Hc,u
l (t)Rc,u

l (t) + 2Hc,u
l (t)ϕc,u

l (t) , (53b)

Zd,u
n (t+ 1)

2 ≤ Zd,u
n (t)

2
+ ψd,u

n (t)
2

+Rd,u
n (t)

2

−2Zd,u
n (t)Rd,u

n (t) + 2Zd,u
n (t)ψd,u

n (t) . (53c)

Then the expression of F (Θ (t+ 1))−F (Θ (t)) is given by

F (Θ (t+ 1))− F (Θ (t)) =
1

2

∑
m∈M

{
Qc,em (t+ 1)2 −Qc,em (t)2}

+
1

2

∑
l∈L

{
Hc,u
l (t+ 1)2 −Hc,u

l (t)2}
+

1

2

∑
n∈N

{
Zd,ul (t+ 1)2 − Zd,ul (t)2

}
. (54)

Substituting (53a)-(53c) into (54), we have the inequality in
(55), which is at the top of the next page, and non-negative
constant C is defined as in (27). Therefore, the upper bound
of drift-plus-penalty G (Θ (t)) is given in (56) at the top of
the next page.

Then we have

G (Θ (t)) = ∆ (Θ (t))− V E [Rtotal (t) |Θ (t)]

≤ C + E [Φ (t) |Θ (t)] , (57)

where Φ (t) is defined the same as in (28).
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F (Θ (t+ 1))− F (Θ (t)) ≤ 1

2

∑
m∈M

{
(Rmax

m )
2

+ (Amax
m )

2
}

+
1

2

∑
l∈L

{
(Rmax

l )
2

+ (ϕmax
l )

2
}

+
1

2

∑
n∈N

{
(Rmax

n )
2

+ (ψmax
n )

2
}

+
∑

m∈M
Qc,e

m (t) [Ac,e
m (t)−Rc,e

m (t)] +
∑
l∈L

Hc,u
l (t) [ϕc,u

l (t)−Rc,u
l (t)]+

∑
n∈N

Zd,u
n (t)

[
ψd,u
n (t)−Rd,u

n (t)
]
. (55)

G (Θ (t)) = ∆ (Θ (t))− V E [Rtotal (t) |Θ (t)] ≤ C + E

[ ∑
m∈M

Qc,e
m (t)Ac,e

m (t)−
∑

m∈M
Qc,e

m (t)Rc,e
m (t)

+
∑
l∈L

Hc,u
l (t) [ϕc,u

l (t)−Rc,u
l (t)] +

∑
n∈N

Zd,u
n (t)

[
ψd,u
n (t)−Rd,u

n (t)
]
|Θ (t)

]
− V E [Rtotal (t) |Θ (t)] . (56)

APPENDIX B
PROOF FOR THEOREM 2

The parameters for optimal solution at each time slot
obtained by Algorithm 2 are denoted by ϕ∗, ψ∗, P∗ and X∗.
Substituting these optimal variables into (56), we can obtain
the following formula,

∆ (Θ (t))− V E [R∗total (t) |Θ (t)]

≤ C + E

[ ∑
m∈M

Qc,e
m (t) (Ac,e,∗

m (t)−Rc,e,∗
m (t))

+
∑
l∈L

Hc,u
l (t)

(
ϕc,u,∗
l (t)−Rc,u,∗

l (t)
)

+
∑
n∈N

Zd,u
n (t)

(
ψd,u,∗
n (t)−Rd,u,∗

n (t)
)
|Θ (t)

]
− V E [R∗total (t) |Θ (t)] . (58)

According to Theorem 4.5 in [19], the following properties
can be obtained:

E [R∗total (t)] ≤ Ropt
total + δ

′
, (59a)

E [Ac,e,∗
m (t)−Rc,e,∗

m (t)] ≤ δ
′
,∀m ∈M, (59b)

E
[
ϕc,u,∗
l (t)−Rc,u,∗

l (t)
]
≤ δ

′
,∀n ∈ L, (59c)

E
[
ψd,u,∗
n (t)−Rd,u,∗

n (t)
]
≤ δ

′
,∀m ∈ N . (59d)

Substituting this set of inequalities into (58), and letting δ
′ →

0, it follows that

∆ (Θ (t))− V E [R∗total (t) |Θ (t)] ≤ C − V Ropt
total. (60)

Taking expectation on both sides of (60) and summing up the
time term t = 0, 1, ..., T − 1, we have

E [L (Θ (T ))]− E [L (Θ (0))]− V
T−1∑
t=0

E [R∗total (t)]

≤CT − V TRopt
total, (61)

where Θ (0) = 0. Then dividing on both sides of (61) by V T ,
the result is

E [L (Θ (T ))]

V T
− 1

T

T−1∑
t=0

E [R∗total (t)] ≤ C

V
−Ropt

total. (62)

Let T →∞, and then we have R̄∗total ≥ R
opt
total −

C
V .

APPENDIX C
PROOF FOR THEOREM 3

Substituting Slatter Conditions in Theorem 3 into (58), it
follows that

∆ (Θ (t))− V E [R∗total (t) |Θ (t)]

≤C + V Ω (δ)− δ
∑

m∈M
Qc,e

m (t). (63)

Taking expectation on both sides of (63) and summing up the
time term t = 0, 1, ..., T − 1, we have

Q̄c,e
m ≤

C + V

[
Ω (δ) + lim

T→∞
1
T

T−1∑
t=0

E [R∗total (t)]

]
δ

+
E [L (Θ (0))]

δT
. (64)

Let T →∞, and then Q̄c,e
m ≤

(
C + V

[
Ω (δ) +Ropt

total

])
/δ is

proven.
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