Abstract—An optimization problem of content placement in cooperative caching is formulated, with the aim of maximizing the sum mean opinion score (MOS) of mobile users. Firstly, as user mobility and content popularity have significant impacts on the user experience, a recurrent neural network (RNN) is invoked for user mobility prediction and content popularity prediction. More particularly, practical data collected from GPS-tracker app on smartphones is tackled to test the accuracy of user mobility prediction. Then, based on the predicted mobile users’ positions and content popularity, a learning automata based Q-learning (LAQL) algorithm for cooperative caching is proposed, in which learning automata (LA) is invoked for Q-learning to obtain an optimal action selection in a random and stationary environment. It is proven that the LA based action selection scheme is capable of enabling every state to select the optimal action with arbitrary high probability if Q-learning is able to converge to the optimal Q value eventually. In the LAQL algorithm, a central processor acts as the intelligent agent, which allocate contents to BSs according to the reward or penalty from the feedback of the BSs and users, iteratively. To characterize the performance of the proposed LAQL algorithms, sum MOS of users is applied to define the reward function. Extensive simulation results reveal that: 1) the prediction error of RNNs based algorithm lessen with the increase of iterations and nodes; 2) the proposed LAQL achieves significant performance improvement against traditional Q-learning algorithm; and 3) the cooperative caching scheme is capable of outperforming non-cooperative caching and random caching of 3% and 4%, respectively.
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I. INTRODUCTION

It is expected that the first fifth generation (5G)-network based solutions will be commercially launched by 2020 [2]. According to a recent report from Cisco [3], mobile data traffic has grown 18-fold over the past 5 years and will grow at a compound annual growth rate (CAGR) of 47 percent from 2016 to 2021. More particularly, mobile video traffic accounted for 60 percent of total mobile data traffic in 2016, and over three-fourths (78 percent) of the worlds mobile data traffic will be video by 2021. In the vast area of 5G wireless systems, an extraordinary variety of technological innovations was included to support a large number of devices over limited spectrum resources [4–7]. Investigation presented in [8] shows that backhaul consumes up to 50 percent of the power in a wireless access network. Proactive caching at the base stations (BSs) is a promising approach to dealing with this problem, by introducing caching capabilities at BSs and then pre-fetching contents during off-peak hours before being requested locally by users (see [9], and references therein).

Designing proactive caching policy for each BS independently (e.g., each BS caching the most popular contents) may result in insufficient utilization of caching resources (see [10], and references therein). Cooperative caching increases content diversity in networks by exchanging availability information, thus further exploits the limited storage capacity and achieves more efficient wireless resource utilization (see [11–14], and references therein). The key idea of cooperative caching is to comprehensively utilize the caching capacity of BSs to store specific contents, thus improving QoE of all users in networks. However, the challenges of cooperative caching is how to place contents in different BSs, according to the caching capacity of the BSs, the content popularity and the user mobility. In [11], multicast-aware cooperative caching is developed using maximum distance separable (MDS) codes for minimizing the long-term average backhaul load. In [12], delay-optimal cooperative edge caching is explored, where a greedy content placement algorithm is proposed for reducing the average file transmission delay.

Based on aforementioned advantages of wireless caching, research efforts have been dedicated to caching solutions in wireless communication systems. Aiming to minimize the average downloading latency, the caching problem was formulated as an integer-linear programming problem in [15], which are solved by subgradient method. In [16], multi-hop cooperative caching is proposed for improving the success probability of content sharing [17]. The emerging machine learning paradigm, owing to its broader impact, has profoundly transformed our society, and it has been successfully applied in many applications [18], including playing Go games [19], playing atari [20], human-level control [21]. Wireless data traffic contains strong correlations and statistical features in various dimensions, thereby the application of machine learning in wireless cooperative caching networks optimization presents a novel perspective. In this paper, we formulate a long-term optimization problem of content placement in cooperative caching. To predict user mobility and content popularity, we adopt a recurrent neural network (RNN) to predict user mobility and content popularity in the near future time slot. After obtaining user mobility and content popularity, we propose a learning automata based Q-learning (LAQL)
A. Motivation and Related Works

Sparked by the aforementioned potential benefits, we therefore explore the potential performance enhancement brought by reinforcement learning (RL) for wireless cooperative caching networks. The authors in [22] proposed a content-aware proactive caching algorithm, which learns content popularity online by regularly observing context information of connected users. In [23], content caching is considered in a software-defined hyper-cellular networks (SD-HCN), aiming at minimizing the average content provisioning cost.

RL algorithm is essentially also one of stochastic optimization algorithms. The advantage of RL is that it can learning the reward or penalty from the feedback of the environment without knowing the transition probabilities of states. There are some research contributions on RL for content caching [24–29]. The authors in [24–26] utilize the deep neural network to approximate the Q-table of RL, i.e., the deep Q-network. However, the neural networks in DQN are unstable and hard to reproduce. In [30], an approach to perform proactive content caching was proposed based on the powerful frameworks of echo state networks (ESNs) and sublinear algorithms, which predicts the content popularity and users’ periodic mobility pattern. In [31], ESNs are used to effectively predict each user’s content request distribution and its mobility pattern when limited human-centric information such as users’ visited locations, requested contents, gender, job, and device type, etc. Q-learning enables learning in an unknown environment as well as overcoming the prohibitive computational requirements, which has been widely used in wireless networks. In [27], the authors model the proactive caching problem as a Markov decision process with the goal of minimizing the long-term average energy cost. The proposed threshold-based proactive caching scheme is proven optimal. However, the system setup ignores the interference between BSs in the cooperative area, which we consider in our scenario. The authors in [28] propose a Q-learning based caching policy without knowing the transition probabilities. But only one base station caching is considered in [28], which may result in insufficient utilization of caching resources according to [10]. In [29], a hyper deep Q-networks (DQNs) is developed for the caching system for a parent caching node and multiple leaf nodes. The above research contributions have laid a solid foundation for caching, but two critical problems are still not solved. The first problem is the user mobility and content popularity prediction. [27] only assumes that the content popularity remains relevant to the user for random lifetimes. [28] agrees that content popularity is important for caching, but it does not provide a sufficient approach to predict content popularity. Another problem is that for RL, the action selection scheme has significant influence on the performance of RL.

B. Contributions and Organization

The aforementioned research contributions considered a static content placement of cooperative caching in the scenario that user mobility and content popularity are static and formulate a static optimization problem [15, 16]. In practical scenario, we can predict user mobility and content popularity according to the collected prior data. In this article, we study the wireless cooperative caching system, where the caching capacity and the backhaul capacity are restricted. It is worth pointing out that the characteristics of cooperative caching make it challenging to apply the RL, because the number of caching states increases exponentially with the number of contents and BSs. With the development of RL and high computing speed of new computer, we design an autonomous agent, that perceives the environment, and the task of the agent is to learn from this non-direct and delayed payoff so as to maximize the cumulative effect of subsequent actions. The agent improves its performance and chooses behavior through learning.

Driven by solving all the aforementioned issues, we present a systematic approach for content cooperative caching. More specifically, we propose a learning automata based Q-learning (LAQL) algorithm for content placement in wireless cooperative caching networks (i.e., we consider “what” and “where” to cache). Instead of complex calculation of the optimal content placement, our designed algorithm enables a natural learning paradigm by state-action interaction with the environment it operates in, which can be used to mimic experienced operators. In our contributions of the Globecom article, we adopted Q-learning for the content placement in cooperative caching. In this article, we further propose a learning automata based Q-learning algorithm to improve the performance of cooperative caching. Further more, we utilize recurrent neural networks (RNNs) to predict the content popularity, while in the Globecom work, the content popularity is assumed to follow a Zipf distribution. Our main contributions are summarized as follows.

1) We propose a content cooperative caching framework to study the QoE of mobile users. We establish the correlation between user mobility, content popularity, and content placement in cooperative caching, by modeling the content placement with user mobility and content popularity. Then, we formulate the sum mean opinion score (MOS) maximization problem subject to the BSs’ caching capacity, which is a combinatorial optimization problem. We mathematically prove that the formulated problem is non deterministic polynomial-time (NP) hard.

2) We invoke recurrent neural networks (RNN) for user mobility prediction and content popularity prediction. We utilize practical trajectory data collected from GPS-tracker app on smartphones to validate the accuracy of user mobility prediction.1

3) We conceive an LAQL algorithm based solution for content placement in cooperative caching. In contrast to a conventional Q-learning algorithm where $\epsilon$-greedy is utilized, we design an action selection scheme invoking learning automata (LA). Additionally, we prove that the LA based action selection scheme is capable of enabling

1The dataset has been shared by authors in Github. It is shown on the website: https://github.com/swfo/User-Mobility-Dataset.git. Our approach can accommodate other datasets without loss of generality.
4) We demonstrate that the performance of the proposed LAQL based content cooperative caching with content popularity and user mobility prediction outperforms conventional Q-learning. Meanwhile content cooperative caching is capable of outperforming non-cooperative caching and random caching algorithm in terms of QoE of users.

The rest of the paper is organized as follows. In Section II, the system model for content caching in different BSs is presented. In Section III, the RNN based user mobility and content popularity prediction are investigated. LAQL for content cooperative caching is formulated in Section IV. Simulation results are presented in Section V, before we conclude this work in Section VI. Table I provides a summary of the notations used in this paper.

II. SYSTEM MODEL

A. System Description

We consider a circle cooperative area composed of $M$ base stations (BSs) with one transmit antennas and $N_a$ single antenna users (as shown in Fig. 1). The central processor collects relevant information from the system, and acts as a master to control the BS (slaves), and implements a centrally controlled adjustment of caching policies [28]. Denote $\mathcal{M} = \{1, \cdots, M\}$ and $\mathcal{N}_a = \{1, \cdots, N_a\}$ be the BSs set and the user set, respectively. We assume that the content library in the central network consists of $F$ contents denoted by $\mathcal{F} = \{1, \cdots, F\}$, and the size of $f$-th content is $l(f)$. For simplicity, we assume that each content has the same size 1, i.e., $l(f) = 1$. This assumption is easily found by dividing contents into blocks with the same size [32]. The position of user $i$ is denoted as $z_i(t)$. The position of BS $m$ is denoted by $z_m(t)$. Assume that the BSs have same caching capacity $s$. To guarantee the limited storage capacity of BSs, the content caching vector of BS $m$ is defined as $X_m(t) = [x_{1,m}(t), x_{2,m}(t), \cdots, x_{s,m}(t)]$, where $x_{j,m}(t) \in [1, F], \forall j \in [1, s]$. Therefore, the cooperative caching matrix is denoted as:

$$
X(t) = 
\begin{bmatrix}
X_1(t) \\
X_2(t) \\
\vdots \\
X_M(t)
\end{bmatrix} = 
\begin{bmatrix}
x_{1,1}(t), x_{2,1}(t), \cdots, x_{s,1}(t) \\
x_{1,2}(t), x_{2,2}(t), \cdots, x_{s,2}(t) \\
\vdots \\
x_{1,M}(t), x_{2,M}(t), \cdots, x_{s,M}(t)
\end{bmatrix}
$$ (1)

where $t$ is the time index. $X(t)$ denotes the content placement matrix in time slot $t$.

We set the position of users randomly, and the position of user $i$ is denoted as $z_i(t) = (z_{i}^{ux}(t), z_{i}^{uy}(t))$, and the position of BS $m$ is represented by $z_m(t) = (z_{m}^{ux}(t), z_{m}^{uy}(t))$. As such, the distance between user $i$ and BS $m$ is given by $|r_{mi}(t)| = \|z_i(t) - z_m(t)\|$. We consider a wireless communication system with FDMA.

Consider content $f$ in the cooperative region, which is cached in multiple BSs, denoted by $\mathcal{M}_f$. These BSs jointly transmit content $f$ to user $i$ who requests for it. The received signal-interference-noise ratio (SINR) of coherent received signal of user $i$ requesting for content $f$ is given by

$$
\text{SINR}_{if}(t) = \frac{\left( \sum_{m \in \mathcal{M}_f} \sqrt{\rho(t)} |h_{mi}(t)| r_{mi}(t)^{-\alpha/2} \right)^2}{\text{I}_{if}(t) + B N_0},
$$ (2)

where $\rho$ denotes the equally transmit power of all BSs, and $|r_{mi}|^{-\alpha}$ represents a standard distance-dependent power law pathloss attenuation between BS $m$ and user $i$, where $\alpha \geq 2$ is the pathloss exponent. $h_{mi}(t)$ denotes the small-scale Rayleigh fading between BS $m$ and user $i$. $B$ is the bandwidth. $N_0$ is the noise spectral density. $\text{I}_{if}(t)$ is the sum of interfering signal power from BSs that do not cache content $f$ at time slot $t$, which is given by

$$
\text{I}_{if}(t) = \sum_{s \in [1, F], s \neq f} \left( \sum_{n \in \mathcal{M}_c} \sqrt{\rho(t)} |h_{ni}(t)| r_{ni}(t)^{-\alpha/2} \right)^2,
$$ (3)

where $\mathcal{M}_c$ represents all the base stations (BSs) that cache content $v$. The first sum function implies that the BSs that cache different contents are non-coherent interference. While the second sum function inside implies that the BSs that cache same content are coherent interference.

The bandwidth of each downlink user is denoted as $B$. Therefore, based on Shannon’s capacity formula, the achievable rate of user $i$ requesting for content $f$ at time $t$ can be expressed as

$$
R_{if}(t) = B \log_2 (1 + \text{SINR}_{if}(t)).
$$ (4)

In the cooperative caching scenario, users are moving in a time duration $T$. The time duration is sliced into time slots. Each time slot is a time interval, which has sufficiently large blocklength. In the beginning of each time slot, each user requests for one content. We assume that users make requests
simultaneously. Since users are moving, distances between users and BSs are dynamic. The content popularity is also dynamic in different time slots. Therefore, we firstly predict the user mobility and content popularity in the next time slot. Then, based on the predicted information, we allocate contents to BSs before users actually request for contents.

If the content is not cached in the BS, then the content needs to be fetched from the centre network using fronthaul link. Due to the fronthaul link capacity constraints, the total transmitting rate of each BS should not exceed its fronthaul capacity \( R_{m, \text{max}} \). Assuming that there are \( H_m \) users associated with BS \( m \), whose requested content is not cached, thus

\[
\sum_{i=1}^{H_m} \log_2 (1 + \text{SINR}_{if}(t)) \leq R_{m, \text{max}}. \tag{5}
\]

Another constraint is that the transmit rate for each user should not be less than the minimum transmit rate \( R_{i, \text{min}} \), thus

\[
\log_2 (1 + \text{SINR}_{if}(t)) \geq R_{i, \text{min}}. \tag{6}
\]

### B. Quality-of-Experience Model

As in [33], the definition of quality-of-experience (QoE) is “The overall acceptability of an application or service, as perceived subjectively by the end user.” The QoE is a user’s satisfaction description during the process of interactions between users and services [34]. Mean opinion score (MOS) model is widely adopted for measuring users’ QoE of services such as: file downloading, web browsing, and video streaming. The MOS methodology is capable of linking the technical objective function with the subjective user perceived quality [35]. In this article, we concentrate on the web browsing applications. Therefore, based on [35], we define our MOS of user \( i \) in time \( t \) as

\[
\text{MOS}_{if}(t) = -C_1 \ln (d(R_{if}(t))) + C_2, \tag{7}
\]

where \( C_1 \) and \( C_2 \) are constants determined by analyzing the experimental results of the web browsing applications, which are set to be 1.120 and 4.6746, respectively. \( \text{MOS}_{if}(t) \) represents the user perceived quality expressed in real numbers ranging from 1 to 5 (i.e., the score 1 represents extremely low quality, whereas score 5 represents excellent quality. \( R_{i, \text{avg}} \) is achievable sum rate of user \( i \) at time \( t \), and \( d(R_{if}, t) \) is the delay time of a user receiving a content. According to [36],

\[
d(R_{if}(t)) = 3\text{RTT} + \frac{\text{FS}}{R_{if}(t)} + \frac{\text{MSS}}{R_{if}(t)} + \frac{2\text{MSS}(2^\text{c}-1)}{R_{if}(t)}, \tag{8}
\]

where \( R_{if}(t) \) represents the data rate, RTT is the round trip time, FS is the web page size, and MSS is the maximum segment size. \( L \) is the number of slow start cycles with idle periods, \( L = \min \{L_1, L_2\} \), which is defined as [36]:

\[
L_1 = \log_2 \left( \frac{R_{if}(t)\text{RTT}[\text{MSS}]}{\text{MSS}} + 1 \right) - 1, \quad L_2 = \log_2 \left( \frac{\text{FS}}{\text{MSS}} + 1 \right) - 1,
\]

where \( L_1 \) denotes the number of cycles that the congestion window takes to reach the bandwidth-delay product and \( L_2 \) is the number of slow start cycles before the web page size is completely transferred. Substituting (8) into (7), we obtain MOS of user \( i \) in equation (9):

\[
\text{C. Problem Formulation}
\]

We obtain users mobility and content popularity from Section III. Hereafter, the objective is to maximize the overall

\[
\text{MOS}_{tot} = \sum_{t=1}^{T} \sum_{m=1}^{N} \sum_{f=1}^{F} p_{if}(t) \text{MOS}_{if}(t),
\]

where \( \text{MOS}_{tot} \) represents the content placement problem in cooperative caching is to determine the cached contents for each BS aiming to maximize the sum MOS of users, subject to the caching capacity constraint. The optimization problem is formally expressed as

\[
\text{(P1)} \max_{x} \text{MOS}_{tot} = \sum_{t=1}^{T} \sum_{m=1}^{N} \sum_{f=1}^{F} p_{if}(t) \text{MOS}_{if}(t), \tag{10a}
\]

\[
\text{s.t.} \quad C_1 : \quad x_{j,m} \in [1, F], \forall j, \forall m, \forall t, \tag{10b}
\]

\[
C_2 : \quad p_{if}(t) \in (0, 1), \forall i, \forall f, \forall t, \tag{10c}
\]

\[
C_3 : \quad \sum_{i=1}^{H_m} \log_2 (1 + \text{SINR}_{if}(t)) \leq R_{m, \text{max}}, \forall f, \forall t, \tag{10d}
\]

\[
C_4 : \quad \log_2 (1 + \text{SINR}_{if}(t)) \geq R_{i, \text{min}}, \forall i, \forall f, \forall t, \tag{10e}
\]
where \( x_{i,m}(t) \) denotes the caching decision of BS \( m \) at time \( t \), \( p_{i,f}(t) \) denotes the popularity of user \( i \) requesting for content \( f \) at time \( t \). (10d) and (10e) are BS fronthaul link capacity constraint and user minimum transmit rate constraint, respectively.

**Lemma 1.** The optimization problem in (10) is a NP-hard problem.

*Proof: See Appendix A. ■*

As indicated by Lemma 1, the problem is NP-hard and therefore the problem has no polynomial-time solution discovered so far. We solve the formulated problem in two steps. The first step is to predict user mobility and content popularity. This is a time series prediction problem, therefore we adopt RNN algorithm in this step. The first step is illustrated in Section III. After obtaining user mobility and content popularity, the second step is to solve the caching matrix in (10). As can be seen from (10), the objective function is a long-term maximization problem. Meanwhile, the goal of RL is to obtain the long-term sum reward. Therefore, we adopt RL for the formulated problem. Furthermore, we consider our problem in a discrete time slot, where the caching decision for each time slot is only dependent on the information of last time slot. This meets the character of Markov decision process (MDP). Moreover, the formulated long-term maximization problem is non-trivial for conventional optimization approaches to obtain an optimal or satisfying suboptimal solutions. Instead of utilizing conventional optimization approaches, we utilize Q-learning algorithm to solve the problem. In order to improve the performance of Q-learning, we adopt learning automata (LA) for the action selection of every state in Q-learning.

**III. RNN Based User Mobility and Content Popularity Prediction**

In reality, users are mobile, and may have periodic mobility patterns. We assume that the time interval of the change of users’ mobility is \( T \). Universal approximation theorems in [37] show that neural networks have a striking fact that they compute any function at all. Recurrent neural networks are well suited to time series prediction problems [38–40]. Hencefore in this section, we propose an RNN based user position and content popularity prediction algorithm. The inputs the RNN for user mobility prediction are users’ positions in one hour containing 12 positions.

**Definition 1.** As in Fig. 2, the inputs of the RNN cell are current input data \( x_1 \) and hidden state data from previous layer \( a_1 \), the output is hidden state \( a_{l+1} \) which is given to the next RNN cell and also utilized to predict \( y_{l\text{output}} \). The definition of the parameters adopted in RNNs are given as below.

- **Input layer (IL):** Passive layer, receiving single value of input, and duplicating the value to multiple outputs. \( z^{1}_i(t) \) represents the position of the i-th user at time \( t \), and the network input is the history combination of \( H \) positions, i.e., \( [z^{1}_i(t−H), z^{1}_i(t−H+1), \cdots, z^{1}_i(t−1)] \). Here we set \( H = 6 \) which means that we use history one hour positions to predict positions in the next hour.
- **Output Layer (OL):** Active layer, modifying the data of input, and exporting given outputs for the network. \( y_{l\text{output}} = [y_{l+1,i}, y_{l+2,i}, \cdots, y_{l+N,i}] \) represents the positions of the i-th user for the next step, where \( N \) represents length of the track. The output of the RNN is given as below

\[
y^{output}_l = \text{softmax} \left( W^{l}_{ya}a_l + b^y_l \right),
\]

where \( W^{l}_{ya} \) and \( b^y_l \) denote the output weight matrix and the output bias of layer \( l \) respectively. The softmax function is a normalized exponential function. \( a_l \) is the state of the RNN cell, which is given as

\[
a_l = \tanh \left( W^{l}_{ax}x^{input}_{l-1} + W^{l}_{aa}a_{l-1} + b_l \right),
\]

where \( W^{l}_{ax} \) denotes the input weight matrix of layer \( l \), \( W^{l}_{aa} \) denotes the transmit weight matrix of layer \( l \) and \( b_l \) denotes the bias of layer \( l \). \( \tanh (\bullet) \) is the activation function (i.e., Hyperbolic tangent function.), which is applied to node inputs to produce node output.

- **Mean square error (MSE):** The performance of the RNN based user mobility prediction developed in our work is evaluated by MSE, which adjusts the weight of the network after each iteration, thus it affects the rate of convergence. The forward propagation algorithm will pass the information through the network to make a prediction in the output layer. After forward propagation, the network uses a MSE function to measure the loss between trained output and output:

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (y^{actual}_i - y^{output}_i)^2.
\]
The popularity prediction is that it stores the non-linear characters in the multi-parameters of RNNs, which reflects the nature of the relationship between history content popularity and future content popularity.

Content popularity plays an important role in overall achievable sum rate, therefore content popularity is another element that we predict for content cooperative caching. Note that the dimension of content popularity is larger than user mobility. For this reason, we set more hidden layers than user mobility prediction network. The structure of the neural network based content popularity prediction contains three hidden layers and a fully connected output layer. The input data is partitioned into blocks of size \( k_{in} = 5 \times 1 \), where each block represents for content popularity in 5 time slots. The output is a block of size \( k_{out} = 1 \times 1 \), where each block represents the content popularity in the next time slot.

IV. LEARNING AUTOMATA BASED Q-LEARNING FOR CONTENT COOPERATIVE CACHING

A. Q-learning Based Solution

Q-learning is an off-policy and model-free RL algorithm compared to policy iteration and value iteration. Moreover, the agent of Q-learning does not need to traverse all states and actions on contrary to value iteration. Q-learning stores state and action information into a Q table \( Q^\pi(s,a) \), where \( \pi \) is the policy, \( s \) represents the state, and \( a \) represents the action. The objective of the Q-learning is to find optimal policy \( \pi^* \), and estimate the optimal state-action value function \( Q^* (s,a) := Q^\pi(s,a), \forall s,a \), which can be shown that [42]

\[
\pi^*(s) = \arg \max_a Q^*(s,a), \forall s \in S, \tag{14}
\]

where \( \pi^*(s) \) denotes the optimal policy of state \( s \), and \( S \) denotes the set of all states.

The expression for optimal strategy \( V_{\pi^*}(s) \) is rewritten as

\[
V_{\pi^*}(s) = \max_{a \in A} \left[ r(s,a) + \gamma \sum_{s' \in S} P_{s,s'} V_{\pi^*}(s') \right]. \tag{15}
\]

where Bellmans optimality criterion states that there is one optimal strategy in a single environment setting [43].

With the above circumstances, we define the states and the actions of Q-learning in our scenario as below

1) States space: states are matrices with size of \( S \times M \), and the total number of states is \( F^{S \times M} \).
2) Actions space: actions we take here is to change the state, and thus the actions are increase one or decrease one of the element state matrix. As a result, the total number of actions are \( 2 \times S \times M + 1 \), with the last action \( 0 \) \( S \times M \), which means that the state does not need to change.
3) Reward function: the reward that we give here is based on objective function MOS:

\[
r(a_t, s_t, s_{t+1}) = \begin{cases} 
0 & \text{if } \text{MOS}_{s_{t+1}} \geq \text{MOS}_{s_t}, \\
1 & \text{if } \text{MOS}_{s_{t+1}} < \text{MOS}_{s_t}.
\end{cases} \tag{16}
\]
4) For Q value (or state-action value) update, Bellman Equation is applied,

\[
Q(s, a) \leftarrow (1 - \alpha)Q(s, a) + \alpha [r + \gamma \max_{a'} Q(s', a')].
\]  

(17)

where \(\alpha \in (0, 1)\) denotes the learning rate, which determines the speed of learning, (i.e., a larger \(\alpha\) value leads to a faster learning process, yet may result in non-convergence of learning process, and a smaller \(\alpha\) value leads to a slower learning process), \(\gamma \in (0, 1)\) denotes the discount factor, which determines the balance between historical Q value and future Q value, (i.e., a larger \(\gamma\) value means that the future Q value is more important, and a smaller \(\gamma\) value will balance more on the current Q value).

In Q-learning algorithm, the state matrix \((s_t, a_t, s_{t+1}, Q(s, a))\) is stored in a matrix to train the Q matrix. Using greedy Q-learning algorithm to search best state-action policy may cause an issue that some states may never be visited. For this reason, the agent might become stuck at certain states without even knowing about better possibilities. Therefore we propose a LAQL based cooperative caching algorithm. LAQL based cooperative caching algorithm is a tradeoff between exploration and exploitation, where exploration means to explore the effect of unknown actions, while exploitation means to remain at the current optimal action since learning.

Q-learning achieves optimal solution if \(\varepsilon = 1\). However, in this circumstance, the probability that Q-learning achieves local-optimal solution is much higher than that Q-learning achieves optimal solution. For this reason, we normally set \(\varepsilon < 1\) to explore all states, and to obtain quasi-optimal solution.

B. Learning Automata Based Q-learning For Cooperative Caching

An LA is an adaptive decision-making unit which learns the optimal action from a set of actions offered by the environment it operates in. Learning automata and Q-learning are used in different scenarios. Learning automata is usually applied to an agent in a random and stationary environment that has one state, such as multi-armed bandit problem, that has only one state, while Q-learning is used by an agent in an environment that can be described by multiple states. In our scenario, the optimization problem has complex structures and long horizons, which poses a challenge for the RL agent due to the difficulty in specifying the problem in terms of reward functions as well as large variances in the learning agent. We address these problems by combining LA with Q-learning for the cooperative caching. An illustration of the learning automata based Q-learning (LAQL) algorithm for content cooperative caching can be found in Fig. 3.

The goal of Q-learning is to find an optimal policy that maximize the expected sum of discounted return:

\[
\pi^* = \arg \max_\pi \sum_{t=0}^{T-1} \gamma^t \mathbb{E} \left[ r_t + \gamma \max_{a'} Q(s_{t+1}, a') \right].
\]  

(19)

Algorithm 2 The LAQL Algorithm for Content Cooperative Caching (Training Stage)

**Input:** Caching matrix of state \(s\), caching action \(Q(s, a)\), users’ positions \(z_i^a(t)\), and content popularity \(p_{sf}(t)\).

1: Initialise Q-table \(Q(s, a)\), state \(s\), and action selection probability vector in LA for each state \(s\).

2: repeat

3: for each episode do

4: for each step do

5: Choose cooperative caching action \(a\) according to Learning Automata Based Action Selection Scheme:

5.1: The agent chooses one of the actions according to the distribution of \(P_a(t)\) in the LA for the current state;

5.2: Update the reward probability estimation based on the feedback from the environment for the chosen action.

5.3: If action is active, i.e., a reward is achieved. Then

\[
\begin{align*}
    & p_i(t + 1) = \max \{p_i(t) - \Delta, 0\}, \; i \neq h \\
    & p_h(t + 1) = 1 - \sum_{i, i \neq h} p_i(t + 1)
\end{align*}
\]

EndIf

6: Take the chosen action \(a\), thereafter calculate reward \(r\) of the action \(a\) and state \(s\);

7: Update Q-table: calculate Q value using the defined reward function in (17);

8: State update: \(s \leftarrow s'\);

9: end for

10: end for

11: until state \(s\) does not change.

**Output:** Q-table \(Q(s, a)\), and content cooperative caching matrix of BSs \(X\).

In our scenario, the state space and action space are discrete. Different from traditional Q-learning, the agent of LAQL algorithm chooses the actions according to the effectiveness of actions (i.e., whether the action is a success or failure). The LAQL algorithm consists of three steps. In each iteration,
firstly, an action probability vector is maintained: \( P_n (t) = [p_1 (t), p_2 (t), \cdots, p_{n_a} (t)] \), where \( n_a \) represents the number of actions of the target state and \( \sum_{i=1}^{n_a} p_i (t) = 1 \). We select an action according to the probability distribution \( P_n (t) \). Secondly, based on the current feedback, the maximum likelihood reward probability is estimated for the chosen action in the current iteration. Suppose the \( i \)th action of the target state is chosen in the current iteration, then the reward probability \( \tilde{d}_i (t) \) is updated as [44, 45]:

\[
\begin{align*}
  u_i (t) &= u_i (t - 1) + (1 - r (t)) \\
  v_i (t) &= v_i (t - 1) + 1 \\
  \tilde{d}_i (t) &= \frac{u_i (t)}{v_i (t)},
\end{align*}
\]

where \( u_i (t) \) denotes the number of times that action \( i \) has been rewarded when selected. \( v_i (t) \) represents the number of times that action \( i \) has been selected.

Algorithm 3 The LAQL Algorithm for Content Cooperative Caching (Testing Stage)

\textbf{Input:} state \( s \), action \( a \).

- Generate a content cooperative caching matrix of network randomly, and set it as the initiating state \( s \);
- for each iteration do
  - Choose an action of the current state according to Learning Automata based Action Selection Scheme;
  - Calculate reward, and update state;
- end for

\textbf{Output:} Content cooperative caching matrix of BSs \( X \).

Thirdly, if \( r (t) = 0 \), meaning a reward is achieved, the LAQL agent increases the probability of selecting the current best action based on the current reward estimates of all actions. In more details, if \( \tilde{d}_h (t) \) is the largest element among all reward estimates of all actions, we update \( p_i (t), i \in \{1, 2, \cdots, n_a\} \) as:

\[
\begin{align*}
  p_i (t + 1) &= \max \{ p_i (t) - \Delta, 0 \}, i \neq h \\
  p_h (t + 1) &= 1 - \sum_{i \neq h} p_i (t + 1)
\end{align*}
\]

where \( \Delta = \frac{1}{n_a \kappa} \), and \( \kappa \) being a positive integer.

If \( r (t) = 1 \), then \( P_n (t + 1) = P_n (t) \).

The details of LAQL for content cooperative caching are illustrated in Algorithm 2 and Algorithm 3. Clearly, although the converged \( Q (s, a) \) value indicates the long term average reward of the actions for a given state \( s \) and action \( a \), due to the random nature of the studied scenario, i.e., the uncertainty of the destination state upon an action, the optimal action may not surely return a higher reward than the suboptimal actions at a certain time instant when we select it. Therefore, although it is important to apply LA to balance exploration and exploitation, it is necessary to show that LA can converge to the optimal action with high probability in this random environment.

\textbf{Lemma 2.} Given that \( Q (s, a) \) is capable of converging to the optimal \( Q \) value, the LA corresponding to every state \( s \) can select the optimal action with arbitrary high probability.

\textbf{Proof:} See Appendix B.

\textbf{Remark 3.} The proposed LA based action selection scheme enables the states in \( Q \)-table to select the optimal action.

\textbf{C. Computational Issues}

The computational complexities of traditional Q-learning and LAQL are quite different. In the process of content caching in different BSs, the complexity of Q-learning based cooperative caching depends primarily on the number of BSs \( M \), caching capacity of BS \( S \) the number of contents \( F \), as can be seen in TABLE II. We consider an example where \( F = 10 \), \( S = 4 \), \( M = 10 \), the computational complexity is shown in the second column in TABLE II. As can be seen from TABLE II, LAQL based cooperative caching takes 32000 operations, whereas optimal caching takes \( 10^{4 \times 10} \) and \( \varepsilon \)-greedy Q-learning takes 4000. It can also be seen from TABLE II that with the increased number of contents in the central network, the number of operations of Q-learning algorithm and LAQL algorithm increase exponentially.

In terms of storage requirements, however, the optimal caching method possesses lowest number of memory unites since it does not need to memorize much knowledge. The table of LAQL and \( \varepsilon \)-greedy Q-learning requires a higher number of memory units, the maximum of which is \( F^{SM} \times (2 \times S \times M + 1) \).

\textbf{V. Numerical Results}

In this section, simulations are conducted to evaluate the performance of the proposed algorithms. We first consider the situation that the users move in a random walk model, after that we utilize user mobility data collected from smartphones to test the performance of neural network based user mobility prediction. The position data of on single user is collected from daily life using GPS-tracker app on an Android system smartphone. We open the APP when we start the journey, and record the positions during the journey. Meanwhile, we also consider random walk model for content popularity. We use random walk model to test the prediction accuracy of our proposed neural network for content popularity prediction. For the simulation setup, we consider a cooperative circle region with length of a side 4 km. There are \( M = 2 \) BSs in the region, and \( N = 100 \) users are randomly and independently distributed in the region. We assume that the total number of contents is \( F = 10 \). All the simulations are performed on a desktop with an Intel Core i7-7700 3.6 GHz CPU and 16 GB memory.

To investigate the performance of the proposed algorithms, three different algorithms are simulated for cooperative caching system, respectively. The benchmark scheme we compared is non-cooperative caching, i.e., BSs do not cooperate with each other. In other words, BSs cache the most popularity contents independently. Another benchmark is random caching, i.e., the BSs do not know the prior information such as content popularity and user mobility, hence BSs cache contents randomly.
### TABLE II
**NUMBER OF OPERATIONS REQUIRED FOR DIFFERENT SCHEMES**

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Operations</th>
<th>Numerical Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal caching</td>
<td>$FSM^2$</td>
<td>$10^4 \times 10^2$</td>
</tr>
<tr>
<td>$\varepsilon$-greedy Q-learning Algorithm</td>
<td>$FSM$</td>
<td>$10 \times 4 \times 10$</td>
</tr>
<tr>
<td>Learning automata based Q-learning Algorithm</td>
<td>$FSM \times 2SM$</td>
<td>$10 \times 4 \times 10 \times 2 \times 4 \times 10$</td>
</tr>
</tbody>
</table>

### TABLE III
**PARAMETER CONFIGURATIONS**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>Content library size</td>
<td>10</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of BSs</td>
<td>2</td>
</tr>
<tr>
<td>$N_u$</td>
<td>Number of Users</td>
<td>100</td>
</tr>
<tr>
<td>$L$</td>
<td>Size of content</td>
<td>1</td>
</tr>
<tr>
<td>$B$</td>
<td>Bandwidth</td>
<td>20MHz [30]</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Transmit power of each BS</td>
<td>20 dBm [30]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Path loss exponent</td>
<td>4</td>
</tr>
<tr>
<td>$C_1$</td>
<td>Caching capacity</td>
<td>1.120 [46]</td>
</tr>
<tr>
<td>$C_2$</td>
<td>constant</td>
<td>4.6746 [46]</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison between outputs of the RNN and the real data.

Fig. 4. MSE of RNNs for content popularity prediction.

**A. Simulation Results of Content Popularity Prediction**

In this subsection, we utilize history data of content popularity to predict content popularity in the future. More precisely, content popularity in 5 time slots are provided as RNN input, while the output is content popularity in the next slot. As is shown in Fig. 4, MSE of the RNN decreases with epochs. It reached bottom after approximately 90 epochs.

**B. Simulation Results of User Mobility Prediction**

Sociological researches have provided us various methods to collect people’s moving trajectory. However, it consumes a lot of resources (i.e., time, manpower, and money) to collect a large number of data. In this paper, we collect movements of one user, to validate the accuracy of our proposed RNNs based prediction algorithm. In Fig. 5(a), we use measured data from smartphone to test the prediction accuracy of the RNN. The data is collected from daily life using GPS-tracker app on an Android smartphone. Fig. 5(a) shows the trajectory of user in Google Maps, and there are trembles and corners in the trajectory, which will effect prediction accuracy. The results indicated in Fig. 5(b) confirm the accuracy of RNNs. This phenomenon is also confirmed by the insights in Remark 2.

**C. Simulation Results of LAQL Based Cooperative Caching**

In this subsection, we compare the proposed LAQL based cooperative caching with the above mentioned traditional caching schemes. Fig. 7 shows QoE distribution of users in this rectangle area, with Q-learning based caching scheme. It can be observed that users near BSs have better QoE than those who are far from BSs. This is easy to understand because the distance between a user and a BS has important influence on MOS of the user, and also this can be further explored to analysis the deployment of BSs (i.e., deployment schemes and density of BSs).

Figure 8 shows the sum MOS of users as a function of transmit power. We first adjust the learning rate $\alpha$ and discount factor $\gamma$ of conventional Q-learning algorithm, because $\alpha$ and $\gamma$ have significant influence of Q-learning. After several adjustment, we set $\alpha = 0.75$ and $\gamma = 0.6$. After that, we set the learning rate and discount factor of LAQL the same as conventional Q-learning, aiming at reducing the interference of learning rate and discount factor between conventional Q-learning and the proposed LAQL algorithm. As can be seen from this figure, MOS increases with greater transmit power. We see that LAQL based cooperative caching outperforms conventional Q-learning. This is because the action selection scheme of LAQL enables the agent to choose optimal action.
Fig. 5. User mobility prediction using RNNs (data from smartphone).

Fig. 7. The MOS of distribution of users in different positions of the area.

Fig. 8. The MOS of different caching schemes vs. transmit power.

Fig. 9. The convergence of learning automata based Q-learning and conventional Q-learning over trials.

VI. CONCLUSION

In this article, content placement scheme in cooperative caching was studied along with user mobility and content popularity prediction for wireless communication system. In order to fulfill backhaul constraints, an optimization problem of users’ MOS maximization was formulated. 1) For user position and content popularity prediction, an RNN algorithm was used. The algorithm was trained on historical data and then used to predict the user’s trajectory and the popularity of contents in the future. The prediction accuracy was evaluated by comparing the predicted trajectory with the actual trajectory of the user. 2) For MOS prediction, a RNN algorithm was used to learn the relationship between the user’s position and the MOS of the content. The algorithm was trained on historical data and then used to predict the MOS of the content at different positions. The prediction accuracy was evaluated by comparing the predicted MOS with the actual MOS.

In the cooperative caching, the cache content is shared among the BSs, which can improve the system performance. The reason is that the cooperative caching is capable of better balancing the caching resource in different BSs than non-cooperative caching.

Fig. 9 shows the convergence of LAQL and $\epsilon$-greedy Q-learning. For each trial, we try 10000 iterations. As can be seen from the figure, the curves of Q-learning fluctuate a lot, and with the increase of $\epsilon$, Q-learning takes more trials to converge. One can also see from Fig. 8 that, although the proposed LAQL algorithm takes more trails to converge, the performance of LAQL outperforms $\epsilon$-greedy Q-learning when LAQL converges. The reason is that for the proposed LAQL algorithm, the optimal action is chosen for every state.
proposed that utilized the powerful nonlinear fitting ability of the RNN. The efficiency of the proposed scheme was validated by practical testing data set. 2) For content cooperative caching problem, an LAQL based cooperative caching algorithm was proposed, utilizing LA for optimal action selection in every state. The effectiveness of the proposed solution was illustrated by numerical experiments. One promising extension of this work is to consider a scenario in which the sizes of contents are dynamic and with high variety. Another extension is to apply the learning automata based action selection scheme in deep reinforcement learning (DRL) algorithms to improve the learning speed.

APPENDIX A: PROOF OF LEMMA 1

The express of the objective function in (10) is (9). To prove that the optimization problem in (10) is NP-hard. We first consider the NP-hardness of the following problem.

**Problem 1** (N-Disjoint Set Cover Problem). Given a set $A$ and a collection $B$, the N-disjoint set cover problem is to determine whether $B$ can be divided into $N$ disjoint set covers or not. More generally, consider a bipartite graph $G = (A, B, \mathcal{E})$ with edges $\mathcal{E}$ between two disjoint vertex sets $A$ and $B$. Thus the $N$-disjoint set cover problem is whether there exist $N$ disjoint sets $B_1, B_2, \ldots, B_N \subseteq B$ in which $|B_1| + |B_2| + \cdots + |B_N| = |B|$ and $A = \bigcup_{B \in B} N(B) = U_{B \subseteq B} \bigcup_{B \in B} N(B)$. The $N$-disjoint set cover problem can be denoted as NDSC $(A, B, \mathcal{E})$.

According to [47], the NDSC $(A, B, \mathcal{E})$ is proved to be NP-complete when $(N \geq 2)$. Consider $A$ to be the set of mobile users, $B$ to be BSs with caching capacity, and $\mathcal{E}$ to be the edges representing connections between mobile users and BSs. The content popularity is $P = [p_1, p_2, \ldots, p_F]$ where $p_f < 1$ for $\forall f \in F$. Without loss of generality, we set the caching capacity of each BS is equals to 1, which means that each BS can cache only one content. According to (9), the maximization of the total MOS of users can only be gained by the BS caches all contents that the user requested. In other words, each user has at least one neighboring BS caching content 1 and other neighboring BS caching contents 2 to $F$. Letting $B_1, B_2$, and $B_F$ be the disjoint sets of BSs containing file 1 to file $F$, separately. We conclude that determining whether the objective function (10) is maximized is equivalent to determining the existence of and forming a $N$-disjoint set cover problem. From the analysis above, one can conclude that problem (10) is NP-hard.

APPENDIX B: PROOF OF LEMMA 2

We shall prove Lemma 2 in two steps. Firstly, we show that we can convert the average reward value for an action to a reward probability, given that a higher average reward corresponds a higher reward probability. In other words, we need to map the value of Q value\(^2\) from $(-\infty, +\infty)$ to $(0, 1)$.

\(^2\)For Q-learning, it is necessary to have bounded rewards for the actions in order to make the system converge. Here we use the range $(-\infty, +\infty)$ to indicate the bounded rewards can be arbitrarily large.

This conversion can be done by a modified arctangent-shape function, as shown in Fig. 10. Given that $Q(s, a)$ can converge to the optimal Q value, we can be certain that there exists a long term stationary reward behind each action of each state, and thus a stationary reward probability after conversion. Secondly, we need to show that the LA is $\epsilon$-optimal in the random and stationary environment, represented by the reward probability behind each action, but hidden before learning. The proof of $\epsilon$-optimal is not trivial and the detailed proof can be found in [44]. Here we just outline the main steps of the proof presently.

Now let’s suppose there are $r$ actions for state $s$. The real reward in probability for action $i$, after conversion from the long term average reward value of action $i$, is $d_i$. Correspondingly, the estimated reward probability by the LA for action $i$ at time $t$ is $d(t)_i$, where $i \in \{1, \ldots, r\}$. Define $D = [d_1, \ldots, d_r]$ and $D(t) = [d_1(t), \ldots, d_r(t)]$. Let action probability vector be $P(t) = [p_1(t), p_2(t), \ldots, p_r(t)]$, which is used to determine the issue of which action is to be selected at $t$, where $\sum_{j=1}^{r} p_j(t) = 1$. Let $m$ be the index of the optimal action. To show the $\epsilon$-optimality of LA, we need to prove that given any $\epsilon > 0$ and $\delta > 0$, there exist an $N_0 > 0$ and a $t_0 < \infty$ such that for all time $t \geq t_0$ and for any positive learning parameter $N > N_0$,

\[
Pr\{p_m(t) > 1 - \epsilon\} > 1 - \delta.
\] (24)

This result has been proven in [44], and we illustrate here only the outline of the proof, just for a quick reference to the theorem that has been used to support the result. One is recommended to refer to the original paper for a thorough elaboration of the reasoning.

The $\epsilon$-optimality of the DPA was based on the submartingale property of the Action Probability sequence $\{p_m(t)_{t>t_0}\}$. Thus the submartingale convergence theory and the theory of Regular functions were invoked to prove that the DPA will converge to the optimal action in probability, i.e., $Pr[p_m(\infty) = 1] \rightarrow 1$.

$\{p_m(t)_{t>t_0}\}$ being a submartingale was proven by the definition of submartingale. Firstly, $p_m(t)$ is a probability, hence $E[p_m(t)] \leq 1 < \infty$ holds. Secondly, according to the
learning mechanism of DPA, the expectation of $p_m(t)$ can be calculated explicitly in (22), where $q(t) = Pr(d_m(t) > d_i(t)), \forall i \neq m$, is the accuracy probability of the reward estimates. By the definition of submartingale, one can see that if $\forall t > t_0$, $q(t) > \frac{\Delta}{c_i + \Delta} = 1 - \frac{j}{r} \geq \frac{1}{2}$ holds, then $E[p_m(t + 1)|P(t)] > p_m(t)$ becomes true, and $\{p_m(t)_{t > t_0}\}$ is thus a submartingale.

Once the submartingale property is proven, the submartingale convergence theorem holds. To prove the DPA converges to the optional action, we need to shown that $p_m(\infty) = 1$ will happen with arbitrarily large probability, rather than $p_m(\infty) = 0$. This is then equivalent to proving the convergence probability below

\[
\Gamma_m(P) = Pr\{P(\infty) = e_m|P(0) = P\} \rightarrow 1,
\]

where $e_j$ is the unit vector with the $j^{th}$ element being 1. To prove Eq. (25), we now need to clarify the following definitions [48]:

- $\Phi(P)$: a function of $P$.
- $U$: an operator such that $U\Phi(P) = E[\Phi(P(n+1))|P(n) = P]$.

Applying $U$ for $n$ times: $U^n\Phi(P) = E[\Phi(P(n))|P(0) = P]$.

The function $\Phi(P)$ is:

- Superregular: If $U\Phi(P) \leq \Phi(P)$. Then applying $U$ repeatedly yields:

\[
\Phi(P) \geq U\Phi(P) \geq U^2\Phi(P) \geq \ldots \geq U^n\Phi(P). \quad (26)
\]

- Subregular: If $U\Phi(P) \geq \Phi(P)$. In this case, if we apply $U$ repeatedly, we have

\[
\Phi(P) \leq U\Phi(P) \leq U^2\Phi(P) \leq \ldots \leq U^n\Phi(P). \quad (27)
\]

- Regular: If $U\Phi(P) = \Phi(P)$. In such a case, it follows that:

\[
\Phi(P) = U\Phi(P) = U^2\Phi(P) = \ldots = U^n\Phi(P). \quad (28)
\]

If we suppose $\Phi(P)$ satisfies the boundary conditions $\Phi(e_m) = 1$ and $\Phi(e_j) = 0, (\forall j \neq m)$, then, one can calculate $U^n\Phi(P)$ and obtain very interesting results as equation (23). Equation (23) tells that the convergence probability can be studied by applying $U$ an infinite number of times to the function $\Phi(P)$. What’s more, if $\Phi(P)$ is a Regular function, the sequence of operations will lead to a function that equals the function $\Phi(P)$ itself, whereas if $\Phi(P)$ is a subregular/superregular function, the sequence of operations can be bounded from below/above by $\Phi(P)$.

What the authors have done in [44], is to find a subregular function of $P$ that meets the boundary conditions, to bound the convergence probability of $\Gamma_m(P)$ from below. Then they proved the subregular function itself converges to unity, thus implies that the convergence probability, which is greater than or equal to the subregular function of $P$, will converge to unity as well.
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