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Abstract

The operational performance of grid connected micro-grid system can be affected by many factors e.g. techno-economic sizing, appropriate energy management strategy, geographical locations, grid constrains and electricity energy pricing dynamics. To make renewable energy based micro-grid system more reliable as well as efficient and economically viable, it is imperative to consider a holistic approach and investigate all these factors for design and operation of the micro-grid system. In this work, techno-economic sizing of distributed generator(s) with energy storage are analyzed for operating grid connected PV based system as a micro-grid, even during the possible grid outage period. Energy management strategies have been proposed and evaluated for improving techno-economic performance of the PV based micro-grid system. Performance of the micro-grid system can be significantly improved using appropriate energy management strategies for maximizing the use of local energy resources and battery energy throughputs. Impact of electricity energy pricing dynamics has been analyzed for techno-economic operation of the grid connected PV based micro-grids at the selected geographical locations (i.e. Tropical and Nordic climates). The local grid limits on the operation of the micro-grid system has been evaluated for maximizing the local energy resources utilization with consideration of peak demand and energy pricing. The regional energy pricing dynamics and local grid limits have considerable impact on performance of the PV based micro-grid. The maximum penetration of PV based micro-grid (i.e. hosting capacity study) within the distribution power network has been assessed considering the network constraints (e.g. voltage or/and loading of the power lines, etc.) and they have significant impact on PV capacity installations at different buses. The increasing penetration of PV based micro-grid system affects the voltage quality within the distribution network. The reactive power versus voltage (Q-V) droop control technique has been evaluated for managing the voltage profile within the prescribed limits. The Q-V droop function has been implemented in the PV inverter and tested its operation using the real time digital simulator and power hardware-in-loop method for improving the voltage profile within the distributed network. The presented results in this work are going to be useful for promoting the PV based micro-grid within the distribution network.
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Chapter 1

1. Introduction

The grid connected institutional photovoltaic (PV) based energy systems are increasing, and they are creating an opportunity to operate them as micro-grid [1.1]. The PV based institutional energy system integrated with battery energy storage and distributed generators have large potential to function as microgrid in the grid-connected mode as well in the islanding mode. However, the integration of large number of solar PV system within the distribution network are creating many technical challenges (e.g. voltage quality, power quality, techno-economic operations, etc.). It is imperative for such micro-grid systems to maintain the power quality, reliability and optimize the energy supply according to the load characteristics. The specific characteristics of a micro-grid system are described in the literatures [1.2] along with their key functionalities e.g. operational modes, control architectures, protection mechanism etc. A micro-grid system has to be integrated within the low voltage (LV) or medium voltage (MV) distribution network with appropriate operational architecture. Within the micro-grid, distributed energy sources need to have appropriate energy storage for providing the controllable and dispatchable power, and to contribute to the demand-side-management. A micro-grid system design should consider autonomy during the grid outage conditions for ensuring uninterrupted and reliable electricity supply to the load [1.3]. The micro-grid systems should be inter-operatable with the existing electrical grid network infrastructure, and it should contribute in making the overall system more stable, reliable and sustainable. There are variety of micro-grid’s applications from small off-grid system for rural electrification to the large industry applications, and these systems can be easily scalable according to the demand and availability of local distributed energy resources (DERs) [1.4]. The sizing and selection of DERs are important for operating as a micro-grid system with integration of intermittent renewable energy resources, and it is necessary to operate micro-grid with appropriate energy management strategies for effective utilization of DERs [1.5]. The energy management strategies can effectively contribute in developing micro-grid architecture as well as controlling the energy flow through intelligent power conditioning devices. Such type of micro-grids can be operated using AC micro-grid architecture, and it can contribute in regulating the operational frequency and voltage within the micro-grid during grid connected
as well as in the islanded modes [1.6]. While design and developing a micro-grid system, it is very essential to consider different aspects (e.g. techno-economic sizing, appropriate energy management strategy, geographical locations, grid constrains and electricity energy pricing dynamics) and analyze their impacts for improving the operational performance of the micro-grid system.

1.1. State-of-Art Literature Review

The optimum selection of DERs is important for operating it as a micro-grid system for reliable, secure, and stable operation. The selection of appropriate DERs should be done based on the geographical locations and the load demand. Sizing of DERs along with the battery, based on maximum utilization of local distributed energy resources, have been presented in ref [1.7], but grid outages scenarios have not considered. A techno-economic sizing of off-grid renewable energy system has been presented for supplying the electricity to a rural community in the Sri Lanka [1.8]. Although the ref. [1.8] has found the economic viability of the RE based system for off-grid applications, but seasonal techno-economic performance analysis has not been reported. It has been reported in ref. [1.8] that the battery capacity based on the seasonal load profile may not contribute efficiently throughout the year, and similarly battery capacity estimated by using annual load profile may not perform well for remaining period of the year. A techno-economic study of a residential community in Beijing (China) has investigated a micro-grid for fulfilling local energy demand, with maximizing contribution from local sources [1.9], but battery energy throughput and grid outages scenarios are not considered. In several previous studies [1.7-1.10], optimal size of a renewable energy systems has examined based on average hourly daily load profile, or monthly average daily load. Also, in ref [1.11] the monthly average daily demand profile has considered, however the temporal position of peak demand in the profile remain has kept fixed. In another study [1.12], only the average energy consumption of an application is considered, when sizing a wind-PV-battery hybrid system. In most of the reviewed literatures [1.7-1.12], the presented approaches do not consider the grid outage scenario with maximum utilization of local distributed energy sources and battery energy contribution. Techno-economic sizing of distributed generator(s) with energy storage are required for operating grid connected renewable energy-based system as a micro-grid, even during the possible grid outage period.
Energy management strategies are required for operation of renewable energy based micro-grid to improve the techno-economic performance even during the non-expected grid outage conditions. The International Electrotechnical Commission (IEC) has published a standard IEC 61970, which defines the effective operation of electrical power system and to assure the adequate safety and reliability of energy supply at the minimum cost [1.13]. The IEC standards can be useful for developing energy management strategies for effective functioning of the DERs, and for managing them within the environment of micro-grid. Some of the energy management strategies have been presented for achieving the optimal energy generation cost and efficient operation of the micro-grid [1.14]. The impacts of electricity energy pricing dynamics on the operational performance of aggregated home energy management system with renewables is not sufficiently addressed in the ref [1.15]. A control strategy, based on demand side management, for micro-grid has been proposed in ref [1.16], for reducing the grid dependency through shifting of the operation of non-essential loads. The voltage / power ratios of different DERs have been considered to control the operation of the non-essential loads, and it has been reported that significant saving can be achieved [1.16] and operation of the micro-grid with grid constraint is not covered significantly, while integration of renewable energy system. To ensure the energy management and control in a micro-grid system, a control scheme has been proposed in ref [1.17] and demonstrated the micro-grid operation in grid connected and islanding modes, but maximum utilization of local energy resources has not addressed sufficiently. The energy management strategy using ‘equivalent loss factor’ has been presented [1.18], to minimize the system’s cost and as well as to reduce the greenhouse gas emission but maximization of local energy sources with battery storage participation are not covered. Another, techniques have been implemented to achieve the minimum generation and environmental cost, considering operation and maintenance costs of the entire system [1.19], but market price variation of different technologies has not been addressed and its impact on the system cost has not been presented. In ref [1.20], technical characteristics of the system (e.g. phase angle, power balance data, etc.), are used to achieve the best economic solution, and electricity energy pricing dynamics are not sufficiently addressed. It has been observed that minimum cost of energy is calculated without maximizing the local energy production, which can increase dependency on the grid supply and compromise the system reliability, if grid outage occurs [1.21-1.22].
There are some other techniques e.g. scalarization, weighted average energy resources, which are also used to optimize the output of the local energy sources for micro-grid. Most of these techniques described in the literatures [1.15-1.22], are focused on cost minimization, environmental benefits with limited technical functionalities. The issues related to maximum penetration of local renewable sources (e.g. to maximize PV production) and DERs, optimum usage of energy storage along with minimum cost of electricity generation are not reported in the most of literature [1.15-1.22]. Appropriate energy management strategies should be researched with grid constraints and considering the maximum utilization of the DERs through battery energy throughput within the micro-grid environment.

During the last few years, electricity demand and energy pricings are increasing significantly, and especially for the commercial / institutional consumers [1.23]. The electricity distribution companies are introducing dynamic energy pricing (e.g. Time-of-Use (ToU) energy tariffs, real time tariffs, power tariffs, seasonal energy pricing, etc.) for reducing the peak demand [1.23]. The ToU electricity tariffs can provide consumers some reward-risk profile; however, the real-time energy pricing can offer more incentive, but may be at some risk (e.g. rebound effect, etc.) [1.24]. It has reported by the American Council for an Energy-Efficient Economy (ACEEE) that the demand response programs along with a reduction in the peak demand has saved around 200 billion kWh unit of electricity in the US during 2015 [1.25]. In ref. [1.26], economic performance of building integrated photovoltaic system (BIPV) with and without energy storage has evaluated under energy pricing and grid constraints for a typical residential household located at southern Norway, but it has not sufficiently included the energy management strategies for operation of BIPV with energy storage. A Time-of-Use (ToU), pricing tool is recommended for the electricity utility companies to encourage the customers for reducing their loads during the peak hours and achieve the potential of saving in the electricity bill [1.27]. The significant annual electricity bill saving, and emission can be achieved for a typical BIPV house [1.28], however, the techno-economical operational energy performance should be significantly elaborated under market energy pricing dynamics. The market-energy pricing dynamics is going to impact the micro-grid operation and energy management within the distributed network.

The industries’ / institutions’ energy system can be operated in coordination with local renewable energy sources as a micro-grid, considering market energy pricing as well as grid constraints [1.29]. The demand side management strategies
are used for controlling the operation of non-essential power intensive loads (e.g. thermal load), and it has been demonstrated in the EU FP7 project ‘Scalable Energy Management Strategies for Households’ [1.15], but the energy tariffs and renewable energy integration with energy storage have not appropriately considered. In Anhui province in China, the impact of increase in the ToU energy tariffs as well as block tariffs for demand side management on residential customers have been reported for finding an opportunity of BIPV system [1.30].

It has been reported in ref. [1.31-1.33] that the market energy pricing dynamics are going to affect the operation and performance of distributed network with renewable energy systems, and energy management strategies can play very important role during the market energy pricing dynamics. In most of the available literatures [1.21-1.33], the techno-economic evaluation of institutional PV based micro-grid, considering implementation of market energy pricing dynamics in the operational energy management strategies have not significantly analyzed for maximum utilization of local DERs even during the grid outage as well as contribution for peak demand reduction.

The operational performance of PV based micro-grid system is significantly affected by the local meteorological conditions (e.g. solar irradiance conditions, temperature, wind speed, etc.). In the last few years, many studies [1.7-1.33,] have evaluated PV system performance for different geographical regions, but they have not sufficiently addressed the techno-economic performance of the grid integrated PV based micro-grid. However, some studies [1.1, 1.15, 1.26, 1.34] have reported operation of PV based micro-grid in the Nordic climatic conditions, but they have not adequately considered electrical energy market dynamics and maximizing the use of local energy resources with battery energy throughput. Within the Nordic countries, Norway is using mainly hydroelectricity (i.e. 96%), but in the recent years PV market is growing rapidly [1.34]. The installed cumulative PV capacity in Norway has reached 119.8 MWp at the end of 2019, and it was only 15.3 MWp at the end of 2015[1.35]. It indicates that the PV market has increased eightfold in the last five years. It is mainly due to National policy such as Plusskundeordningen, subsidy payouts for small solar PV installations, etc. The BIPV system for a typical South Norwegian household has been studied for economic sizing of energy storage [1.36], but local energy management through battery energy throughput has not been considered. Thermal load management can be used for demand side management [1.37], but the battery energy system can contribute more effectively for electrical energy supply and demand management.
The increasing PV penetration as well as energy market dynamics of the Norwegian system can contribute for local energy management for institutional systems to operate as micro-grid [1.34-1.37].

The most of PV based micro-grid system systems are integrated in low voltage (LV) or medium voltage (MV) distribution network. Due to the limitation of the distribution power system, a certain capacity of PV can be incorporated within the network. It is important to analyze the PV hosting capacity (HC) without violating the network limits and without making any further modifications within the existing distribution network infrastructure [1.38]. HC of an electrical network can be determined using power flow methods with consideration of network parameters. The voltage, reverse current flow, short circuit current, line loadings etc. are some of the network parameters can be considered, while examining the HC of PV system to be integrated within the distribution network. Few studies [1.39-1.40] have attempted the estimation of HC in the distribution network and they have categorized in two groups: (i) study presented in ref [1.39] proposed a methodology based on grid performance and load characteristics, and (ii) study [1.40] is used to predict the impacts on operation and future planning of electrical network. Both types of studies have considered performance parameters of distribution network measures (e.g. bus overvoltage, line overloading, or power quality etc.), and estimated the HC of distributed generation that could be connected to the individual bus. Impacts of harmonic distortion due to HC have been explained in the ref [1.41]. The HC calculations depend on the network parameters, however very few studies [1.42] have considered only daily generation profiles of the DERs and not evaluated impact on network performance considering key technical parameters. Therefore, it is very essential to analyze the HC within the distributed network considering daily load profiles, DERs generation with impact on key operational parameters of the distributed network performance.

There are many challenges for increasing the penetration of PV into distributed network, as it has raised operational and control difficulties within the micro-grid [1.43-1.45]. In ref [1.46], PV penetration study has conducted by the Department of Energy’s SunShot Program, and it is reported that the voltage at the PV plant, close to a capacitor bank, surpasses the 1.05 p.u. during daytime, when the PV generation is maximum. But the study [1.46] didn’t examine the potential mitigation techniques. A PV impact analysis study for urban LV network in Sri Lanka has reported in ref [1.47], and mentioned the feeder voltage rise during
daytime and when the energy demand is lower. But it [1.47] has not provided any mitigation techniques. In ref [1.48], the major impacts of PV integration have been presented for power quality issues, protection relays etc., but daily load and generation profiles are not effectively considered. Some countries have implemented few technical solutions at the power conditioning device level (e.g. PV inverter) to address problems related to high PV penetration. In Germany, to overcome over-voltage events, from January 2012, a fixed limitation of the active power (i.e. 70% of the nominal peak-output power of the PV system) feed-in by each PV system has become mandatory [1.49]. Some other alternative solutions to curtailment of active power by domestic load shifting, to increase local consumption, and energy storage are discussed in ref. [1.50]. Impact of increasing penetration of PV based micro-grid on distribution network are not sufficiently evaluated considering the daily load and PV generation profiles. Also, the mitigation techniques to keep the network performance parameters within the limits have not been presented sufficiently with some testing results using real time digital simulator. Integration of distributed energy sources via intelligent power conditioning devices within the micro-grid can help in controlling the power dispatching from the DERs for effective power management within the micro-grid, as well as in improving the power quality, stability and control within the distributed network. It is significantly important to investigate and analyze the potential issues with high PV system penetration in the distribution networks and implement some of the mitigation techniques (e.g. reactive power versus voltage droop functionality, etc.) which can contribute in addressing some of the challenges (e.g. voltage deviation, line loading limits, etc.).

To develop a reliable, cost effective, efficient, and sustainable PV based micro-grid system, some of the key aspects (e.g. techno-economic sizing, appropriate energy management strategy, geographical locations, grid constrains and electricity energy pricing dynamics, distributed network performance, etc.) need to be considered. Appropriate techno-economic sizing of the grid connected micro-grid system is very important for reducing the local energy generation cost of DERs as well as increase utilization of local energy sources even during the grid outages conditions. The role of energy management strategy becomes very essential for effective operation of PV based micro-grid system under energy pricing dynamics and grid constraints. To increase penetration of PV based micro-grid within the distributed network, hosting capacity analysis and appropriate mitigation technique(s) are to be implemented and tested using proper platform.
1.2. Research Objectives

Based on identified research gaps through state-of-art literature review, following are the key objectives of the thesis:

- Techno-economic sizing of renewable energy sources for grid connected system to operate as a micro-grid with anticipation of frequent grid outage conditions to supply the reliable power within micro-grid.
- Development of micro-grid operational energy management strategies with minimization of energy generation cost of local resources.
- To maximize the local resources energy utilization through appropriate energy management strategies by enhancing the local energy storage participation with consideration of grid power shortage.
- To improve the operational performance of institutional energy system through micro-grid by reducing the grid dependency (e.g. islanding, peak reduction, etc.) and enhancing the distributed generator(s) participations.
- Impact of electrical energy pricing dynamics on techno-economic operation of micro-grid and participation of local energy resources with micro-grid energy generation cost.
- Influence of geographical locations and local grid conditions on techno-economic performance of the renewable energy (e.g. PV based) micro-grid with regional electrical energy market pricing mechanism.
- Hosting capacity analysis within the distributed power network for maximizing the penetration of PV based micro-grid.
- Evaluation of operational performance (e.g. voltage quality) within the distribution network due to increasing penetration of PV based micro-grid.
- Mitigation technique (e.g. reactive power versus voltage droop functionality) for improving operational performance (e.g. voltage quality) of the distribution network with increasing penetration of PV based micro-grid.

1.3. Thesis Organization

The presented work has been organized in seven chapters. The Chapter 1 has covered the state-of-art literature review for identifying key research objectives of the work.

Chapter 2: In this chapter, techno-economic sizing of renewable energy based distributed generators for operating as a micro-grid has presented,
considering a typical case. The energy management techniques have been presented for minimizing the grid contribution and energy cost of locally generated electricity with maximization of PV contribution and battery energy throughput to meet the institutional load demand.

Chapter 3: In this chapter, the impact of the electricity energy pricing dynamics on techno-economic performance of a typical institutional micro-grid system from India is studied. Operational energy management strategies for grid connected PV based micro-grid functioning has been presented and evaluated for maximizing the local energy resources utilization with contemplation of peak demand even under grid outage conditions and market energy pricing dynamics.

Chapter 4: In this chapter, a functioning PV based micro-grid from the Norwegian climatic conditions is considered for techno-economic performance analysis. Also, techno-economic comparative performance analysis of PV based micro-grid with and without energy management strategies for Indian and Norwegian climatic conditions are presented.

Chapter 5: Impacts of geographical locations (i.e. India and Norway) and local grid constrains on the operation of the micro-grid system has been presented in this chapter. The focus has been to compare the local energy resources maximum use with contemplation of peak demand under energy pricing dynamics.

Chapter 6: In this chapter, the hosting capacity of a selected distribution network is presented considering voltage or/voltage and loading as constraints. This chapter has further presented voltage quality problems due to increasing penetration of PV based micro-grid, while operating the selected buses at maximum hosting capacity. Appropriate mitigation techniques have been presented with testing results using platform to keep the network performance parameters within the limits.

Chapter 7: This chapter concludes the key findings of this work. Suggestions for future work have also presented.
2. Energy Management Strategies for Techno-Economic Assessment of PV Based Institutional Micro-Grid

2.1 Summary

Building integrated photovoltaic (PV) system with energy storage within an institution may need appropriate coordination among distributed energy resources (DERs). It is required to have an appropriate energy management strategy to improve the system performance as well as to operate it as a micro-grid even during the grid outage condition. In this chapter, an institutional energy system has been used, and its performance with distributed generator(s) has been assessed with operational strategies for fulfilling the institutional load demand in coordination with the PV, grid and battery storage; and with possibility of operating it as a micro-grid even during the grid outage period too. The energy management techniques have been proposed for minimizing the grid contribution and energy cost of locally generated electricity with maximization of PV contribution, and battery energy throughput to meet the institutional load demand. Techno-economic benefits have been investigated using proposed energy management strategy for operating an institutional energy system as a micro-grid.

2.2 Introduction

Deployment of Building Integrated Photovoltaic (BIPV) systems for institutional campus’s building have been raised significantly around the world over the past few years. The BIPV system, integrated with battery energy storage, can be used as a dispatchable power source for operating the energy system as a micro-grid. Such type of systems requires to maintain the power quality, reliability and to optimize the energy supply according to the load characteristics within the micro-grid [2.1]. Micro-grid should have specific characteristics and they have been described in the literatures along with their key functionalities [2.2]. A micro-grid system can be integrated to the low voltage (LV) or medium voltage (MV) distribution network with appropriate control architecture. Within the micro-grid,

---

distributed energy sources need to have appropriate energy storage for providing the controllable power within the micro-grid and to participate in the demand side management. A micro-grid system design should consider enough days of autonomy during the grid outage conditions for ensuring uninterrupted electricity supply [2.3]. The micro-grid systems should be compatible with the existing electrical grid network infrastructure, and it should make the overall system more stable, reliable, and sustainable. There are variety of micro-grid’s applications from small off-grid system for rural electrification to the large industry applications, and these systems can be easily scalable according to the demand and availability of local distributed energy resources (DERs). The selection of appropriate DERs is done based on the geographical location and the load demand. The optimum selection of DERs is important for operating it as a micro-grid system for reliable, secure and stable operation [2.4]. To operate the micro-grid, it is necessary to develop appropriate energy management strategies for effective utilization of DERs. The energy management strategies can effectively contribute for developing micro-grid architecture and accordingly going to contribute in the intelligent operation of the power conditioning devices of the DERs in coordination with the load. Such type of systems can also be operated using AC micro-grid architecture, and it can regulate the frequency and voltage within the micro-grid during grid connected as well as in the islanded modes [2.5-2.6].

The techno-economic sizing of DERs for an institutional load is important to operate it as a micro-grid and sizing of DERs along with the battery, based on energy maximization of local distributed energy resources. A techno-economic sizing of off-grid renewable energy system has been presented for supplying the electricity to a rural community in the Sri Lanka [2.7]. Although the paper [2.7] has found the economic viability of the RE based system for off-grid applications, but seasonal performance analysis has not been reported. It has been reported in ref. [2.8] that the battery capacity based on the seasonal load profile may not contribute efficiently throughout the year, and similarly battery capacity estimated by using annual load profile may not perform well for other seasons of the year. It is mainly due to the improper sizing and the lack of energy management strategy, and coordination among the different DERs and the battery energy storage.

The use of appropriate energy management strategy is very useful for effective utilization of battery and other DERs. The International Electrotechnical Commission (IEC) has published a standard IEC 61970, which defines the effective operation of electrical power system and to assure the adequate safety of
energy supply at the minimum cost [2.9]. The IEC standards can be useful for
developing energy management strategies for effective functioning of the DERs,
and for controlling them within the environment of micro-grid. Some of the energy
management strategies have been presented for achieving the optimal energy
generation cost and efficient operation of the micro-grid [2.10].

A control strategy, based on demand-side-management, for micro-grid has
been proposed in ref [2.11], for reducing the grid dependency through shifting of
the operation of non-essential loads. The voltage / power ratios of different DERs
have been considered to control the operation of the non-essential loads, and it has
been reported that significant saving can be achieved [2.11]. Appropriate energy
management strategies should be developed for effective demand side
management with grid constraints and considering the maximum utilization of the
DERs as well, within the micro-grid environment [2.12]. The demand side
management strategies can be used for controlling the operation of non-essential
power intensive loads (e.g. thermal load) and it has been demonstrated in the EU
FP7 project Scalable Energy Management Strategies for Households [2.12].

To ensure the power management and control in a micro-grid system, a
supervisory control scheme has been proposed in ref [2.13] and has demonstrated
in the operation of grid connected and islanding modes. The energy management
strategy using ‘equivalent loss factor’ has been presented [2.14], to minimize the
system’s cost and as well as to reduce the greenhouse gas emission. Another,
techniques have been implemented to achieve the minimum generation and
environmental cost, considering operation and maintenance costs of the entire
system [2.15]. In this study, market price variation of different technologies has
been considered and its impact on the system cost has been analyzed. In ref [2.16],
technical characteristics of the system e.g. phase angle and power balance data, are
used to achieve the best economic solution. There are other techniques e.g.
scalarization, weighted average energy resources, which are also used to optimize
the output of the local energy sources for micro-grid. Most of the techniques
described above, are focused on cost minimization, environmental benefits with
limited technical functionalities of the system [2.13-2.18]. The issues related to
maximum penetration of local renewable sources (e.g. maximize PV production)
and DERs, optimum usage of energy storage along with minimum cost of
electricity generation are not reported in the above-described literatures. It has
been observed that minimum cost of energy is calculated without maximizing the
local energy production, which can increase dependency on the grid supply and
compromise the system reliability, if grid outage occurs [2.19-2.20]. The main aim of this paper is to propose energy management strategy(s) while considering the minimum cost of generation with more use of local PV production and to enhance the battery energy participation (i.e. battery energy throughput) within the micro-grid.

In this work, a typical energy system integrated with distributed generator (DG) and grid, is described and techno-economic sizing for PV and battery energy storage is presented in the Section 2.3. In the Section 2.4, the energy management techniques are proposed with integration PV and battery energy storage for improving the energy system performance by minimizing the grid and DG energy contribution well as levelized cost of locally generated electricity with maximization of the PV contribution to meet the institutional load demand. The performance assessment of the considered energy system with PV & battery energy storage, have been analyzed in the Section 2.5. Economic performance of the considered energy system (i.e. without and with PV and battery) have been compared and analyzed in the Section 2.6. Conclusion and further improvement for operation of described energy system especially during grid outage time has been presented in the Section 2.7.

2.3 Description of Energy System with Grid and DG (i.e. Case 2.a)

In this work, a typical Indian institutional energy system is considered as a base case scenario (i.e. Case 2.a) from the region of Haryana, India. A typical institutional load profile (i.e. non-domestic type) of 50 kW at LV distribution network is taken for the analysis purpose. In order to meet the institutional demand, grid supply is primarily available however, to address the grid outages conditions a 50-kVA diesel generator (DG) is considered. A typical power capacity vs. fuel consumption curve of a DG set at different load factors is used [2.21-2.24]. The block diagram of considered PV and battery-based grid connected system is shown in the Fig. 2.1.
The typical institutional load profile of maximum 50 kW (taken as 1 p.u.) is classified into the essential and non-essential loads. The illustration of total load with essential part is shown in the Fig. 2.2. The essential loads are operated for all the time, and non-essential loads are turned off during the grid outage conditions. The value of ‘average annual daily essential load’ and ‘average annual daily non-essential load’ are 266 kWh/day and 114 kWh/day respectively. The annual total energy demand is 135,173 kWh. As per the classification of the regional electricity distribution company (i.e. Dakshin Haryana Bijli Vitran Nigam (DHBVN)), the months ‘April-September’ are representing as the summer season, however the months ‘October-March’ represent the winter season [2.25]. The average load for the summer season is 24% higher than the average load of winter season.
The typical institutional load has more energy consumption during working days (i.e. Monday to Friday) as compare to the weekend (i.e. Saturday and Sunday) [2.26]. A typical weekly load profiles (first week of January) has shown in the Fig. 2.3.

![Fig. 2.3 Hourly Variation of the Total Load of a Typical Week](image)

### 2.3.1 Results & Analysis of Case 2.a

It has been assumed that total load demand has met by the Grid, and during the grid outage from the DG. Two hours of grid outage per day has taken into consideration and it has random time distribution throughout the year. It has discussed with DHBVN to represent realistic scenario. It has been analyzed from the results that the annual energy contributions from the Grid and DG to meet the demand of the institutional load are 87.3% and 12.7% respectively. The annual energy contribution from the Grid and DG are shown the Figs. 2.4 and 2.5 respectively.

![Fig. 2.4 Energy Contribution from Grid Throughout Year (Case 2.a)](image)
Fig. 2.5 Energy Contribution from DG Throughout Year (Case 2.a)

Since the load demand is more during the summer season, it has been observed that during the summer season, the grid contribution is 12% more than to the winter season. However, DG contribution is 11% more in the winter season compare to the summer season.

For the economic analysis, the project lifetime of 25 years, discount rate 6.25%, inflation 4.25%, grid buying price 12.15 INR, and fuel cost of 70 INR/ lit are considered. The INR refers to the Indian currency in Rupees. The monthly electrical energy supply with peak demand as well as the electricity charges have summarized in the Table 2.1 for Case 2.a.

Table 2.1 Energy Supply and Electricity Bill Summary of Case 2.a

<table>
<thead>
<tr>
<th>Month of the year</th>
<th>Energy Purchased (kWh)</th>
<th>Peak Load demand (kW)</th>
<th>Energy Charge (INR)</th>
<th>Demand Charge (INR)</th>
<th>Total Electricity Charge (INR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>9998</td>
<td>34</td>
<td>82986</td>
<td>5487</td>
<td>88473</td>
</tr>
<tr>
<td>Feb</td>
<td>8584</td>
<td>36</td>
<td>71244</td>
<td>5702</td>
<td>76946</td>
</tr>
<tr>
<td>Mar</td>
<td>9800</td>
<td>36</td>
<td>81343</td>
<td>5824</td>
<td>87167</td>
</tr>
<tr>
<td>Apr</td>
<td>11920</td>
<td>47</td>
<td>98938</td>
<td>7564</td>
<td>106501</td>
</tr>
<tr>
<td>May</td>
<td>11657</td>
<td>44</td>
<td>96752</td>
<td>7091</td>
<td>103843</td>
</tr>
<tr>
<td>Jun</td>
<td>11871</td>
<td>50</td>
<td>98529</td>
<td>8023</td>
<td>106552</td>
</tr>
<tr>
<td>July</td>
<td>11636</td>
<td>47</td>
<td>96579</td>
<td>7518</td>
<td>104097</td>
</tr>
<tr>
<td>Aug</td>
<td>12643</td>
<td>46</td>
<td>104940</td>
<td>7293</td>
<td>112233</td>
</tr>
<tr>
<td>Sep</td>
<td>11081</td>
<td>46</td>
<td>91973</td>
<td>7293</td>
<td>99266</td>
</tr>
<tr>
<td>Oct</td>
<td>9498</td>
<td>34</td>
<td>78835</td>
<td>5374</td>
<td>84208</td>
</tr>
<tr>
<td>Nov</td>
<td>9139</td>
<td>34</td>
<td>75853</td>
<td>5468</td>
<td>81320</td>
</tr>
<tr>
<td>Dec</td>
<td>9115</td>
<td>35</td>
<td>75651</td>
<td>5625</td>
<td>81276</td>
</tr>
<tr>
<td>Annual</td>
<td>126942</td>
<td>50</td>
<td>1053622</td>
<td>78261</td>
<td>1131883</td>
</tr>
</tbody>
</table>
Results, obtained from the Case 2.a, show that the DG’s contribution is 12.7% of the total energy contribution and it has major contribution in increasing the CoE. The Case 2.a also indicates that there is lot of potential to reduce the grid, and DG contribution by integrating the local distributed energy sources e.g. PV system as the annual average solar radiation in Haryana region (India) is 5.2 kWh/m²/day [2.27]. Therefore, integration of PV system along with appropriate battery storage can be one of the best options to use locally produce solar energy and to reduce the grid and DG dependency. The idea of integrating PV and battery energy storage within the institutional energy system is to operate it as a micro-grid and maximize the local energy resources utilization. However, appropriate sizing of PV and battery is very important to get best techno-economic value.

In this work, techno-economic sizing of the energy system at a typical institutional load has been estimated based on the ‘lowest economic cost indicators’ (i.e. Net Present Cost (NPC) and Energy Generation Cost (CoE)) to achieve the maximum PV energy contribution with appropriate sizing of the battery and DG. In this study, PV capacity has fixed to 50 kWp at latitude tilt. It has estimated that 120 kWh of lead acid battery bank has needed to meet the essential load demand during the grid outage conditions, and the 30 kVA DG has considered for sufficient to meet the total load demand during the grid outage. In the analysis, the total energy throughput of 1 kWh battery is taken 840 kWh and battery overall efficiency to be 80% [2.26]. Two hours of grid outage per day has taken into consideration and it is randomly time distributed throughout the year [2.28].

![Block Diagram of the Institutional Micro-grid System (Case 2.b)](image)

**Fig. 2.6** Block Diagram of the Institutional Micro-grid System (Case 2.b)
After integrating the PV, battery energy storage and DG with the existing energy system (i.e. Case 2.a), the modified system (i.e. Case 2.b) has shown in the Fig. 2.6. In the next section (i.e. Section 2.4), the energy management strategy proposed, and its operation has been described in detail.

2.4 Energy Management Strategy for PV & Battery based Grid-Connected System

It is required to have appropriate energy management strategy for operating the system with techno-economic consideration after introducing a PV and battery for reducing grid and DG’s dependency of the institutional load supply. Such type of system can have possibility to operate as a micro-grid. The main aim of this paper is to formulate the energy management strategy and to minimize the ‘Annual Generation Cost’ of DERs, and to minimize the grid and DG contribution for fulfilling the energy demand as well as to increase the energy reliability of the system, especially during the grid outage time. In this work, overall annual energy cost (i.e. $f_{\text{cost}}$) minimization approach has been used, and it has been explained through the Eq. (2.1).

$$\min f_{\text{cost}} = \sum_{t=1}^{T} \begin{bmatrix} (P_{\text{Grid}}(t) \cdot d(\Delta t)) \cdot (E_{\text{Grid}}(t)) \\ + [P_{\text{PV}}(t) \cdot d(\Delta t)) \cdot (E_{\text{PV}}) ] \\ + [P_{\text{Bat}}(t) \cdot d(\Delta t)) \cdot (E_{\text{Bat}}) ] \\ + [P_{\text{Sell}}(t) \cdot d(\Delta t)) \cdot (E_{\text{Sell}}) ] \\ + [P_{\text{DG}}(t) \cdot d(\Delta t)) \cdot (E_{\text{DG}}) ] \end{bmatrix}$$  \hspace{1cm} \text{Eq. (2.1)}$$

where:

$P_{\text{Grid}}(t)$: Power bought from the grid at time $t$

$E_{\text{Grid}}(t)$: Grid electricity buying price at time $t$

$d(\Delta t)$: Time duration

$P_{\text{PV}}(t)$: PV power at time $t$

$E_{\text{PV}}$: PV energy generation cost

$P_{\text{Bat}}(t)$: Power from the battery at time $t$

$E_{\text{Bat}}$: Battery energy cost

$P_{\text{Sell}}(t)$: Power sold to the grid at time $t$

$E_{\text{Sell}}$: Grid electricity selling price at time $t$
\( P_{DG}(t) \): Power from the DG at time \( t \)

\( E_{DG} \): DG energy generation cost

\( T \): Total cumulative time interval in a year

In this work, the upgraded system (i.e. Case 2.b.) is considered to operate in the grid-connected mode as well as in the islanding mode and therefore, all DERs along with the grid have been operated with the constraints using the operational limits. The details of considered constraints are explained in the following sub-sections.

**Power Balance Through DERs**

The power from all DERs along with the grid at time \( (t) \) is expressed in the Eq. (2.2).

\[
P_{\text{Grid}}(t) + P_{\text{PV}}(t) + P_{\text{Dis}}(t) + P_{DG}(t) = P_{\text{Load}}(t) + P_{\text{Chg}}(t) + P_{\text{Self}}(t) + P_{\text{Loss}}(t) \\
\text{Eq. (2.2)}
\]

It should be noted that battery discharging has been taken as positive, whereas battery charging as negative. \( P_{\text{Load}}(t) \) and \( P_{\text{Loss}}(t) \) represent the total system’s load and power loss at time \( t \).

**Grid Outage**

In this work, the ‘Grid-outage’ has considered as a random distribution through pseudo-random time step for doing analysis. The selected inputs parameters are the “Main Failure Frequency”, “Mean repair time (h)” and "Repair Time Variability (%)" [2.22]. In this work, two hours of grid outages (or load shedding) in a day, has considered [2.23]. The 2 hours grid outage per day is randomly distributed within the 24 hours period throughout the year. The limitation on the imported power from the grid has been described through Eq. 2.3.

\[
0 \leq P_{\text{Grid}}(t) \leq \text{Max. } P_{\text{Grid}}(t) \\
\text{Eq. (2.3)}
\]

**Power from PV Array**

The PV power output \( (P_{\text{out}}) \) has been calculated using solar radiation data from the US National Renewable Energy Laboratory (NREL) [2.28]. The PV power output \( (P_{\text{PV}}(t)) \) limits are given in Eq. 2.4.
0 ≤ P_{PV}(t) ≤ \text{Max. } P_{PV}(t) \quad \text{Eq. (2.4)}

The detail description of the annualized energy cost calculation of the PV array has presented in Appendix I.

Battery Energy Storage

The minimum SoC of the battery is taken as 40% and initial SoC to be 100%. The battery energy content has been calculated using Eq. (2.2) and is expressed as battery energy throughput considering after charging and before discharging losses. The battery energy content limits are given in Eq. (2.5), and it has been described through Eqs. (2.6) and (2.7) for charging and discharging respectfully. The charging and discharging efficiency of the battery are $\eta_{\text{Chg}}$ & $\eta_{\text{Dis}}$.

\begin{align*}
\text{SoC}_{\text{min}} & \leq \text{SoC}(t) \leq \text{SoC}_{\text{max}} \quad \text{Eq. (2.5)} \\
\text{SoC}(t + \Delta t) &= \text{SoC}(t) + \eta_{\text{Chg}} \cdot P_{\text{Chg}}(t) \cdot \Delta t \quad \text{Eq.(2.6)} \\
\text{SoC}(t + \Delta t) &= \text{SoC}(t) - \frac{P_{\text{Dis}}(t) \cdot \Delta t}{\eta_{\text{Dis}}} \quad \text{Eq. (2.7)}
\end{align*}

The key input battery parameters are ‘battery capacity’, ‘battery voltage’, ‘depth of discharge’, and ‘lifetime throughput’ have been explained in the previous sections. The detail description of the annualized energy cost calculation of the battery has been described in the Appendix I.

Power from the DG

In this work, the energy efficiency of a DG is taken as the ratio of electrical energy delivered by the DG to the chemical energy of the fuel going in (Eq. (2.8)) [2.21-2.24], where $m_{\text{fuel}}$ and LHV$_{\text{fuel}}$ are representing the mass flow rate of the fuel (kg/hr) and lower heating value of the fuel respectively. The detail description of the annualized energy cost calculation of the DG and rated power capacity vs. fuel consumption curve of a DG set at different load factors have given in Appendix I.
\[ \eta_{DG} = \frac{3.6 \cdot P_{DG}}{m_{fuel} \cdot \text{LHV}_{fuel}} \]  

Eq. (2.8)

**Working Principle of Energy Management Strategy**

The proposed energy management strategy (as shown in the Fig. 2.7) is used and implemented for evaluating performance of the energy system of Case 2.b. The cost of electricity energy generation from the PV, battery and DG have been estimated and used for the selection of appropriate energy sources to meet the institutional load demand with grid energy supply and selling energy prices. As explained in the previous sections, the main aim of the energy management strategy is to minimize the annual generation cost and reduce grid contribution with maximizing the local PV production through battery energy throughput.

As illustrated in Fig. 2.7, the program starts at \( t=0 \) and it checked whether Grid is available or not. Even though grid is available, PV has given the main priority to fulfil the load demand. In case, the PV production is more than the load demand, the extra energy will be used to charge the battery (if \( \text{SoC}(t) < \text{SoC}_{max}(t) \)) or feed into the grid (if \( \text{SoC}(t) = \text{SoC}_{max}(t) \)). However, if the PV production is less comparing the load demand, then extra energy to meet the institutional load demand will be delivered by the battery (if, \( E_{\text{Bat}}(t) < E_{\text{Grid}}(t) \)) or by the grid supply (if, \( E_{\text{Grid}}(t) < E_{\text{Bat}} \)). Here, \( E_{\text{Bat}} \) and \( E_{\text{Grid}}(t) \) are the cost of energy generation from the battery and grid respectively.

In case grid supply is not available, then the PV along with battery are used to fulfill the total load demand. In the proposed energy management strategy, lowest priority has been given to the DG, and it operates only when the PV along with battery could not provide enough power to meet the institutional load demand. In case, battery’s SoC is reached below than 50% level and, no other sources are available to charge the battery then DG is initiated the battery charging, in addition to meet the load demand. In this work, selection of DERs is based on lowest energy generation cost and therefore it minimizes the overall energy generation cost of the system. The energy management techniques, proposed in this work, will also be useful to increase the annual battery energy throughput. The energy management strategy is considered in the upgraded system (i.e. Case 2.b.) at the institutional building to operate the entire system as a micro-grid and results are discussed in the subsequent Sections.
Fig. 2.7 Flow Chart of Energy Management Strategy for Micro-Grid (Case 2.b)

2.5 Results & Analysis of Case 2.b

The configuration of upgraded system consists of 50 kWp Solar PV, 120 kWh lead acid battery bank, grid supply and 30 kVA DG to meet the institutional load. A schematic of the Case 2.b system configuration has shown in the Fig. 2.6 (with PV and battery energy storage). Further analysis of the Case 2.b, is carried out for annual, selected months (i.e. best and worst month of the year), and for a typical day, and the results are discussed in the subsequent sub-sections. The ratio of ‘average daily PV output’ to ‘average daily load’ are used for defining the best and worst months for analysis purpose and represented by ‘k’. It has been observed that the March month represented the best month of the year with ratio (k) 0.63; however, August month represented the worst month as the ratio (k) is 0.43. The initial SoC of the battery is considered at 100% and minimum SoC is taken 40%. The lifetime energy throughput of a 1 kWh battery is considered 840 kWh and battery roundtrip efficiency to be 80% [2.26]. The grid outage conditions and operating parameters for DG are same as for the described for Case 2.a and details are in the Section 2.3.1.
2.5.1 Annual Energy Contributions

The annual energy contribution from the Grid, PV, DG and battery’s SoC for Case 2.b are shown in the Figs. 2.8, 2.9, 2.10 and 2.11, respectively. It has been observed that annual energy contribution from the grid is 48%, PV 51% and DG 1%. It has been noticed that out of total local energy contribution, 96% is used to meet the load demand and remaining 4% is sold to the grid. It has been observed that the grid and DG’s contributions are reduced by 39.3% and 11.7% respectively (Figs. 2.8 and 2.10) compare to the Case 2.a. The DG operates only 54 hours in a year and battery participates throughout the year. Only few instances battery’s SoC has reached to the lowest level (i.e. SoC 40%) (Fig. 2.11).
The month wise energy contributions from the Grid, PV and DG, and battery energy throughput are shown in the Fig. 2.12. Selection of best month and worth months has already described in the Section 2.5 and it has observed that the March month represented the best month of the year however, August month represented the worst month. Although, the average load of the summer season has 12% more compare to the winter season, but it has observed that the PV contributions for the summer and winter seasons, have 52% and 48% respectively (Fig. 2.12). It has observed that 4 % more PV contribution has taken place in the summer season compare to the winter season. DG has operated only eight months (i.e. excluding Jan, Feb, Mar and Oct) of the year and its energy contribution varies from 1-3%. During the remaining months, the battery has contributed for essential loads at the time of grid outage. Battery has participated in the charging-discharging cycle.
throughout the year and it has observed that ‘battery energy throughput varies in between 21 to 43 %.

Fig. 2.12 Energy from Grid, PV & DG, and Battery Energy Throughput

2.5.3 Energy Contribution from DERs for the Best Month

Energy contribution with time from the different energy sources e.g. energy from the Grid, energy from the PV, energy from the battery (i.e. battery energy throughput), energy from the DG and battery energy contents, are shown for March month in the Figs. 2.13 & 2.14. In the March month, 31 days are represented in two graphs, days 1 to 15 in Fig. 2.13, and days 16 to 31 in Fig. 2.14. It has been analyzed for March month that the PV, Grid and DG have contributed 59.4%, 44.4% and 0.2% respectively to meet the institutional building load and the battery energy throughput has reached to 38%. Battery has primarily charged through the PV and only get discharged when ‘Grid Outrage’ occurred, and the PV does not have enough power to meet the load demand. The DG has primary responsibility to meet instantaneous load demand during grid outages condition and gives the second priority for battery charging if the energy content in the battery goes below to 50%.

It has been observed from the Fig. 2.13, that from day 1 to day 15, DG is not needed to operate during grid outages condition as the PV along with battery have enough power to provide back up to the load. The moment grid outage occurred at nighttime when PV is not available battery starts discharging and meet the load demand. In the beginning of the third day, when battery’s SoC reached 43% level and then PV charged the battery in addition to meet to meet the load demand.
It has been observed from the Fig. 2.14 that the DG is operated only for 1 hour on the 30\textsuperscript{th} day when battery’s SoC reached to 43\% and this time PV and grid supply were not available therefore DG not only met the institutional load demand but also charged the battery. It has been very clear that the DG has given lower priority among all distributed energy sourced and therefore DG’s energy contribution in the March month is only 0.20\% to the load demand.

2.5.4 **Energy Contribution from DERs for the Worst Month**

As discussed in the Section 2.5 that August month is considered as the worst-case scenario due to the lowest percentage of PV contribution (i.e. 41.3\%) to meet institutional load demand and the relatively highest average load. Therefore, role of DG has become important during grid outages and as it can
provide the backup power along with the PV and battery. Like the March month, energy contributions from different energy sources to meet the institutional building load demand are shown in Figs. 2.15 and 2.16. It has been analyzed for the August month that the PV, Grid and DG have contributed 41.3%, 57.7% and 1% respectively to meet the institutional load demand and battery energy throughput is 28%. It has been observed that DG has operated almost 6 hrs. in the August month, and it has contributed 1% of the load demand. However, battery followed the similar operational characteristics as for the March month and it has primarily charged by PV and discharge when PV doesn’t generate enough power to meet the load demand.

It has been observed from the Fig. 2.15 that battery’s SoC is 52% on the day 1 to 2 but battery is not getting charge as PV does not have enough power to charge the battery however grid and PV are meeting the load demand. On the day 3, when PV as well as grid are not available to meet the load demand then DG is operated, and it not only supply power to the load but also charge the battery during the operation. The moment grid power comes back DG supply has reduced to zero and grid take cares of entire load. During the DG operation on the day 3, battery’s SoC rises from 52% to 57% but after that on the days 4 and 5, battery is charged by PV and its SoC has reached to 97% in the beginning of day 6. This has been repeated on the 13 and DG is operated to meet the instantaneous load demand as well as change the battery.

It has been observed from the Fig. 2.16, DG has not operated from day 16-30 and during this period PV and grid have met the load demand however battery has charged by the PV during the daytime. On the day 31, DG has operated as PV
and grid are not available and during this time DG has met the load demand as well as charged the battery and therefore battery’s SoC has reached from 60% to 68%.

**Fig. 2.16 Energy Contribution from 16-31 Days of August (Case 2.b)**

It has been analyzed that integration of PV and battery energy storage in the existing institutional building and use of energy management strategy has improved the overall system performance and especially useful for reducing the DG contribution to the load from 12.7% to only 0.9%. DG is operated only 54 hours throughout the years in which 43 hours is operated in the summer (i.e. April-September) and only 11 hours in the winter season (i.e. October-March). The DG contribution in the summer season has noted higher as compare to the winter season because load demand in the summer season has also 23% higher as compare to the winter season and PV, grid and battery could not meet the load demand on many instances in the summer season.

### 2.5.5 Energy Contribution for a Typical Day

Energy contribution from different sources for a typical day of the August month has shown in the Fig. 2.17. It has been observed that during the daytime (e.g. 08:00 hours to 19:00 hours) the total load demand is met through solar PV and the grid; however, grid demand has reduced with increasing in the PV output. In addition to meet the load demand, PV generation has also used to charge the battery energy storage during the daytime (e.g. 11:00 hours to 15:00 hours). In the Fig. 2.17, battery charging, and discharging have shown with (+) positive and (-) negative signs respectively. The moment grid outage occurred at 20:00 hours, grid contribution is reduced to zero and then battery provided backup to the essential load from 20:00 hours to 21:00 hours. Here, the DG is given the lowest priority and it operates only when PV and battery didn’t have enough energy to meet the load demand. It has observed that PV has given the main priority to meet the load.
demand as well as to charge the battery. During the grid outage period (i.e. 20:00 hours to 21:00 hours), the battery’s SoC has reached to the 60% and other time of the day battery’ SoC remained above the 60% level. It has noticed that DG has not operated throughout the day as PV and battery have taken care of the entire load. Since there is no additional PV generation during the day, which can feed into the grid, therefore energy sold to the grid has shown zero in the Fig. 2.17.

![Energy Contributions of a Typical Day in August (Case 2.b)](image)

**2.5.6 Battery Performance Analysis**

The performance evaluation of the battery energy storage is very important in a micro-grid system for analyzing the battery’s usage pattern and impact on the cycle life. Battery also plays critical role to provide the instantaneous power backup to the essential load and ensure the system’s reliability. However, it has been observed that battery’s usage pattern or participation within the system depends on various parameters e.g. coordination among the different energy sources, demand and supply pattern, energy management strategy, etc. A better coordination of the different energy sources allows battery to use its maximum potential by enhancing the annual energy throughput of the battery. Positive and negative signs of battery energy represent that a battery is charging or discharging. The input parameters for battery are the same as for the case 2.b and details have been given in the Section 2.5. The performance of the battery is evaluated based on the hourly variation of energy content in the battery, and it is monthly & annual energy throughput. The variation in the battery’ SoC for each month of the year has illustrated in the Fig. 2.18. Although, few instances are observed in the months
of March, April, May, September, October and November when battery’s SoC reached to below 45% but due to availability of DG, the blackout situation has never been happened.

![Battery's SoC and Battery min. SoC over the year](image)

Fig. 2.18 Hourly Variation of Battery SoC (Case 2.b)

A monthly variation of the battery energy throughput is illustrated in Figure 2.12. In this analysis, the six months from ‘April to September’ have been considered to represent as ‘summer’ and the remaining six months ‘October to March’ as winter. It has been observed that average battery energy throughput of the winter season (i.e. October-March) is 5% more as compare to the summer season (i.e. April-September). This indicates that battery is used more during the winter season compare to the summer season. The battery energy throughput is always more than 25% throughout the year except for January and June months. However, average annual throughout of the battery is 33% and there are four months (i.e. March, May, Oct, Nov and Dec) represent more than 35% of energy throughput.

### 2.6 Economic Performance Analysis and Comparison of Cases 2.a & 2.b

In this section, economic performance of the Case 2.b has analyzed and compared with the Case 2.a results. By integrating the PV and battery energy storage with the institutional energy system, the annual average grid energy demand has been reduced from 50 kW to 45 kW, and the annual electricity bill saving of INR 5,06,885 has been achieved. A comparison of month-wise peak demand, DG contribution and electricity bill saving for Cases 2.a & 2.b have shown in the Table 2.2.
Table 2.2 Comparative Results of Cases 2.a & 2.b

<table>
<thead>
<tr>
<th>Month of the Year</th>
<th>Peak Load Demand from Grid (kW)</th>
<th>DG Contribution (kWh)</th>
<th>Monthly Saving through electricity bill (INR)</th>
<th>PV Energy Contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case 2.a</td>
<td>Case 2.b</td>
<td>Case 2.a</td>
<td>Case 2.b</td>
</tr>
<tr>
<td>Jan</td>
<td>34</td>
<td>33</td>
<td>1350</td>
<td>0</td>
</tr>
<tr>
<td>Feb</td>
<td>36</td>
<td>26</td>
<td>1300</td>
<td>24</td>
</tr>
<tr>
<td>Mar</td>
<td>36</td>
<td>28</td>
<td>1800</td>
<td>24</td>
</tr>
<tr>
<td>Apr</td>
<td>47</td>
<td>39</td>
<td>1209</td>
<td>72</td>
</tr>
<tr>
<td>May</td>
<td>44</td>
<td>35</td>
<td>1579</td>
<td>96</td>
</tr>
<tr>
<td>Jun</td>
<td>50</td>
<td>39</td>
<td>1026</td>
<td>72</td>
</tr>
<tr>
<td>Jul</td>
<td>47</td>
<td>39</td>
<td>1596</td>
<td>360</td>
</tr>
<tr>
<td>Aug</td>
<td>46</td>
<td>40</td>
<td>1228</td>
<td>144</td>
</tr>
<tr>
<td>Sep</td>
<td>46</td>
<td>45</td>
<td>1639</td>
<td>288</td>
</tr>
<tr>
<td>Oct</td>
<td>34</td>
<td>27</td>
<td>2000</td>
<td>48</td>
</tr>
<tr>
<td>Nov</td>
<td>34</td>
<td>29</td>
<td>1800</td>
<td>72</td>
</tr>
<tr>
<td>Dec</td>
<td>35</td>
<td>31</td>
<td>1900</td>
<td>96</td>
</tr>
<tr>
<td>Annual Average</td>
<td>50</td>
<td>45</td>
<td>1900</td>
<td>96</td>
</tr>
</tbody>
</table>

A comparison of economic performance results of Case 2.b. with Case 2.a, have given in the Table 2.3. The sign downward (↓) indicates percentage reduction in the parameter’s value of Case 2.b as compare to Case 2.a. It has been observed that using local distributed energy sources, it not only makes the entire system economically viable, but also contributing in reducing the grid and DG dependency. The CoE (in the Case 2.b) has reduced by 47 % compare to the Case 2.a. In addition, the DG capacity in the Case 2.b has reduced from 50 kVA to 30 kVA, and the DG has operated only for 54 hours and consumed 407 L of fuel. Out of total energy generation, 96% has used for fulfilling the institutional load demand; however, 4% has sold to the grid. The average annual PV energy contribution has 51%.
Table 2.3 Economic Performance of the Case 2.b

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Parameters</th>
<th>Value of Case 2.b</th>
<th>Changes as compare to the Case 2.a (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>CoE (INR/kWh)</td>
<td>6.36</td>
<td>48 (↓)</td>
</tr>
<tr>
<td>2.</td>
<td>Net present cost (10^6 INR)</td>
<td>18.1</td>
<td>47 (↓)</td>
</tr>
<tr>
<td>3.</td>
<td>Annual grid contribution to the total generation ratio (%)</td>
<td>48</td>
<td>45 (↓)</td>
</tr>
<tr>
<td>4.</td>
<td>Annual DG contribution to the total generation ratio (%)</td>
<td>1</td>
<td>92 (↓)</td>
</tr>
<tr>
<td>5.</td>
<td>Annual PV contribution to the total generation ratio (%)</td>
<td>51</td>
<td>No PV in Case I</td>
</tr>
<tr>
<td>6.</td>
<td>Annual battery energy throughput to the total generation (%)</td>
<td>33</td>
<td>No battery in Case I</td>
</tr>
<tr>
<td>7.</td>
<td>Annual energy sold to the total generation (%)</td>
<td>4</td>
<td>No grid sells in Case I</td>
</tr>
<tr>
<td>8.</td>
<td>Annual electricity bill (INR)</td>
<td>624998</td>
<td>45 (↓)</td>
</tr>
<tr>
<td>9.</td>
<td>Annual DG fuel consumption (Litre)</td>
<td>407</td>
<td>93 (↓)</td>
</tr>
</tbody>
</table>

The signs downward (↓) and upward (↑) indicate, percentage reduction and increment in the parameter’s value.

The cash flow summary of different components during the project lifetime of 25 years for Case 2.b, has shown in the Fig. 2.19 and their values have given in the Table 2.4. It has been observed that total capital cost of 2.98 million INR has needed in the first year of the project and 50% of the capital cost has come from solar PV however, battery, DG and system converter cost shares are 24%, 15% and 10% respectively. In this work, the operational and maintenance cost of PV, battery and DG have taken ‘1% per kWp cost’, ‘2% per kWh cost’ and ‘INR 65 per hour of DG operation’ respectively. Over the period of 25 years, the grid operational cost (i.e. net present cost of the grid supply) has 95% of the total operational cost of the micro-grid system, whereas remaining components (i.e. battery, PV, DG and system converter) all together present only 5% contribution in the operational cost. The lifetime of the battery, system converter, DG have taken 10 years, 15 years and 20,000 operation hours respectively. During the project lifetime of 25 years, DG has operated only 1825 hours, therefore it has not replaced. However, the battery and system converter have replaced two times and one time respectively, and their cost shares are 82% and 18% respectively of the total net present replacement cost of the micro-grid system. It also indicates that grid has major contribution (72%) of the total net present value of the micro-grid system followed by the battery (11%), solar PV (10%), DG (4%) and system converter (3%). The performance evaluation all cases (e.g. Cases 2.a and 2.b) have been tested with the ‘Homer Pro’ tool. Although, 50% of the initial capital cost has
come from solar PV; but over the project lifetime of 25 years, the solar PV cost has only 10% share of the net present value of the micro-grid system.

![Cashflow Summary of Different Components in the Case 2.b](image)

### Table 2.4 Net Present Cost of the Different Components in the Case 2.b

<table>
<thead>
<tr>
<th>Name of the component</th>
<th>Capital (10^3*INR)</th>
<th>Operational (10^3*INR)</th>
<th>Replacement (10^3*INR)</th>
<th>Salvage (10^3*INR)</th>
<th>DG Fuel (10^3*INR)</th>
<th>Total (10^3*INR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery Storage</td>
<td>720 (24%)</td>
<td>300 (2%)</td>
<td>1170 (82%)</td>
<td>-252.31</td>
<td>0.00</td>
<td>1930 (11%)</td>
</tr>
<tr>
<td>Solar PV</td>
<td>1500 (50%)</td>
<td>313 (2%)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1810 (10%)</td>
</tr>
<tr>
<td>DG</td>
<td>450 (15%)</td>
<td>99.12 (0.95%)</td>
<td>0.00</td>
<td>-286.60</td>
<td>545.15</td>
<td>807 (4%)</td>
</tr>
<tr>
<td>Grid</td>
<td>0.00</td>
<td>13100 (95%)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>13100 (72%)</td>
</tr>
<tr>
<td>System Converter</td>
<td>311 (11%)</td>
<td>6.52 (0.05%)</td>
<td>252 (18%)</td>
<td>-72.87</td>
<td>0.00</td>
<td>497 (3%)</td>
</tr>
<tr>
<td>Total cost</td>
<td>2980 (100%)</td>
<td>13800 (100%)</td>
<td>1420 (100%)</td>
<td>-611.78</td>
<td>545.15</td>
<td>18100 (100%)</td>
</tr>
</tbody>
</table>

The economics performance results obtained in the Case 2.b indicate, that the integration of solar PV system and battery energy storage in the existing system (i.e. Case 2.a) with appropriate energy management strategy can be viable to operate as a micro-grid and makes it more economically viable for reducing the grid and DG dependency.

### 2.7 Conclusions

In this work, the potential techno-economic benefits have been investigated using appropriate energy management strategy for operating an institutional energy system with integration of PV, battery and DG as a micro-grid. In the Case 2.a scenario (Section 2.3) (i.e. without PV and battery), the peak load demand, grid contribution and DG contribution have the values of 50 kW, 87.3% and 12.7% of
total generation respectively. However, with the techno-economic sizing of local energy resources (i.e. Case 2.b - with PV, battery energy storage and DG), the obtained results have indicated that the peak load demand on the grid is reduced by 10%, DG contribution reduced by 92% and electricity bill by 45% compare to the Case 2.a. It has been observed that the grid and DG’s contributions are reduced by 39.3% and 11.7% respectively (Figs 2.8 and 2.10) compare to the Case 2.a (Figs. 2.4 and 2.5).

In this Chapter, it has been observed that for economically viable operation of PV based institutional energy system as micro-grid, an appropriate sizing of battery and DG, are required, and it depends on the electricity energy tariffs. However, the economic performance of an energy system or institutional micro-grid also depends on the time-of-use-tariff (ToU) energy tariffs. During the ToU tariffs period, appropriate operational energy management strategy and use of battery energy storage are very important, so that the maximum load demand could be fulfilled by the local energy sources. This work has been further investigated in the Chapter 3 for evaluating the impacts of electrical energy ToU tariffs with techno-economics of the institutional energy system for operating as a micro-grid.

3.1 Summary

The PV system with battery energy storage have a lot of potential to provide reliable and cost-effective electricity and as well as contributing to micro-grid operation. However, the operational performance of PV based micro-grid system depends on many factors (e.g. techno-economic sizing, energy management among the sources, market energy prices dynamics, energy management strategies, etc.). In this chapter, a typical Indian institutional energy system has considered for techno-economic performance evaluation for operating as a smart micro-grid under market energy pricing dynamics. An operational energy management strategy for micro-grid has proposed and evaluated for maximizing the local energy resources utilization with contemplation of peak demand considering grid outage conditions under market energy pricing dynamics. The impacts of different cost components on the cost of energy generation (CoE), net present cost (NPC) and battery energy throughput are analyzed through sensitivity analysis.

3.2 Introduction

The grid connected institutional photovoltaic (PV) based energy systems are increasing, and they are creating an opportunity to operate them as micro-grid and to affect the electricity market [3.1-3.2]. The PV based institutional energy system integrated with battery energy storage and distributed generators have large potential to function as micro-grid in the grid-connected mode as well the islanding mode. In India, the PV systems connected within the low voltage distributed network are increasing exponentially with cumulative average growth rate of 88% over the last 5 years [3.3]. The commercial / institutional buildings have a lot of possibility for developing PV based micro-grid for reducing their peak demand from the grid [3.4]. During the last few years, electricity demand and energy

---

pricings are increasing significantly, and especially for the commercial / institutional consumers [3.5]. Therefore, the electricity distribution companies are introducing dynamic energy pricing (e.g. Time-of-Use (ToU) energy tariffs, real time tariffs, demand response programs, etc.) for reducing the peak demand [3.5].

The ToU electricity tariffs can provide consumers to the lowest reward-risk profile; however, real-time energy pricing can offer the maximum incentive but may be at the highest risk [3.6]. It has reported by the American Council for an Energy-Efficient Economy that the demand response programs along with a reduction in the peak demand has saved about 200 billion kWh unit of electricity in the US during 2015 [3.7]. The economics performance of building integrated photovoltaic system (BIPV) with and without energy storage has evaluated with energy pricing and grid constraints for a typical residential southern Norway BIPV system [3.8]. A Time-of-Use (ToU), pricing tool is recommended for the electricity utility companies to encourage their customers for reducing their loads during the peak hours and to achieve the potential saving in the electricity bill [3.9]. The introduction of market-energy tariff dynamics as an economic monitor is going to promote the micro-grid within the distribution network. The significant annual electricity bill saving, and emission can be achieved for a typical BIPV house [3.10], however, the techno-economical operational performance should be significantly elaborated under market energy pricing dynamics.

The manufacturing industries can participate in demand side management considering ToU tariffs and can also recommend appropriate operational strategies for enabling such industries to be more eco-friendly with implementation of micro-grid [3.11]. At Anhui province in China, the impact of increase in the ToU tariffs as well as block tariffs for demand side management on residential customers have been reported for finding opportunity of BIPV system [3.12]. The market energy pricing dynamics are going to affect the operation and performance of distributed network with renewable energy systems [3.13-3.15]. The institutional PV based micro-grid’s operation and performance can have significant impact with implementation of energy management strategies in coordination with market energy pricings. It has observed that a way forward for effective micro-grid operation is to increase the utilization of local energy sources, and to have more techno-economics benefits. In most of the available literatures, the techno-economic evaluation of institutional PV based micro-grid considering implementation of market energy pricing dynamics in the operational energy
management strategies have not significantly analyzed for grid outage as well as peak demand reduction.

In this work, an institutional PV based energy system (i.e. Case 2.b) integrated PV, battery, DG and grid has considered, and it is described in the Chapter 2. The institutional energy system with appropriate distributed generators has used for evaluating the techno-economic benefits under market energy pricing dynamics, and energy management strategies have implemented for a typical realistic Indian scenario. An Indian electricity distribution company (i.e. Dakshin Haryana Bijli Vitran Nigan i.e. DHBVN) has already implemented ToU tariff schemes for different categories of commercial/institutional electricity consumers [3.16] and it’s ToU tariff schemes are used in this study. The key objective of this work is to maximize the usage of local energy resources through battery energy throughput considering peak demand as well as the grid outage time, and to evaluate the techno-economic performance under ToU electricity tariffs.

The chapter has divided into the mainly seven sections; the first section (i.e. Section 3.2) begins with introduction and state-of-art literature review, follows with the Section 3.3 that presents energy management strategy for micro-grid operation. The operational performance of PV based micro-grid has analyzed with ToU tariffs results, have reported in Section 3.4. In the Section 3.5 the impact of different electricity selling prices on techno-economic operational performance of micro-grid has been presented. The impacts of different cost components on the CoE, NPC and battery energy throughput with sensitivity analysis, are presented in Section 3.6. The key economic benefits with future opportunities for operating an institutional energy system as a micro-grid have concluded in the Section 3.7.

3.3 Energy Management Strategy for Micro-Grid Operation with ToU Tariffs

In this work, the ToU tariffs from DHBVN India [3.16], has used for performance evaluation. The ToU tariff has classified into three categories i.e. peak demand hours, off-peak demand hours and normal demand hours and they have illustrated in the Fig. 3.1. The DHBVN has applied the ToU tariffs only for the 6 months (i.e. ‘Jan to Mar’ and ‘Oct to Dec’) of a year, whereas normal tariffs rates have applied for the remaining months (i.e. ‘Apr to Sept’). Based on ToU tariff variation (shown in Fig 3.1), it has observed that the ToU tariff is high during evening time (i.e. 18:00 hours to 22:00 hours) and low at night-time (i.e. 22:00
hours to 06:00 hours), whereas the normal tariff rate is applicable during the daytime (i.e. 06:00 hours to 18:00 hours) [3.16].

In order to analyze the impact of ToU tariffs on the operation of the institutional micro-grid system, different ToU tariffs are selected. It has reported in [3.17], that the average cost of electricity supply during the period 2004-05 to 2015-16 had increased from 2.54 INR/kWh to 5.43 INR/kWh (i.e. 113% high compare to the 2004-06). Therefore, it has assumed that the ToU tariffs may vary from 100% to 200% and these variations are considered in the analysis with 25% intervals (i.e. ‘ToU Normal or ToU 100%’, ‘ToU 125%’, ‘ToU 150%’, ‘ToU 175%’ and ‘ToU 200%’ as shown in the Fig. 3.2). The variation of the selected ToU tariffs, for a typical day, is shown in the Fig. 3.3.

![Fig. 3.1 Variation of the Time-of-Use Tariff of a Day](image1)

![Fig. 3.2 Variation of Different Time-of-Use Tariff of a Year](image2)
Fig. 3.3 Variation of Different ToU Tariffs for a Day

The proposed energy management strategy of DERs is illustrated in the Fig. 3.4. In the considered energy management strategy, the operation of institutional micro-grid has classified into the two categories; the off-peak demand hours and normal demand hours come under the category (i), and the peak demand hours follow the category (ii). In this analysis, battery’s capacity has used for reducing the peak demand, and therefore the battery has charged during the off-peak demand hours and/or normal demand hours and allowed to discharge during the peak demand hours.

In this work, minimization of overall annual electricity generation cost (i.e. $E_{\text{cost}}$) approach has used and elaborated through the Eq. (3.1).

$$
\min E_{\text{cost}} = \sum_{t=1}^{N} \begin{bmatrix}
(S_{\text{Grid}}(t) \times d(\Delta t)) \times (G_{\text{Grid}}(t)) \\
+ [S_{\text{PV}}(t) \times d(\Delta t)] \times (G_{\text{PV}}) \\
+ [S_{\text{Chg}}(t) \times d(\Delta t)] \times (G_{\text{Chg}}) \\
+ [S_{\text{Dis}}(t) \times d(\Delta t)] \times (G_{\text{Dis}}) \\
+ [S_{\text{Sell}}(t) \times d(\Delta t)] \times (G_{\text{Sell}}(t)) \\
+ [S_{\text{DG}}(t) \times d(\Delta t)] \times (G_{\text{DG}})
\end{bmatrix}
$$

Eq. (3.1)

where:

- $S_{\text{Grid}}(t)$: Power purchased from the grid at time $t$
- $G_{\text{Grid}}(t)$: Time-of-Use tariffs at time $t$
- $d(\Delta t)$: Time interval
- $S_{\text{PV}}(t)$: PV output power at time $t$
- $G_{\text{PV}}$: Energy generation cost of PV system
- $S_{\text{Chg}}(t)$: Battery charging power from the battery at time $t$
- $G_{\text{Chg}}$: Energy generation cost of battery
$S_{\text{Dis}}(t)$: Battery discharging power at time $t$
$G_{\text{Dis}}$: Energy generation cost of battery
$S_{\text{Sell}}(t)$: Power sold to the grid at time $t$
$G_{\text{Sell}}(t)$: Selling price of grid electricity at time $t$
$S_{\text{DG}}(t)$: DG power at time $t$
$G_{\text{DG}}$: Energy generation cost of DG
$N$: Total cumulative time in a year

The main priority has given to the PV for fulfilling the load demand; even the grid electricity has availability to use. In the energy management strategy (Fig. 3.4), the energy generation from different energy sources is examined and compared with the load demand. For example, if the PV generation is higher than the load, then the extra energy is used to charge the battery (if $\text{SoC}(t) < \text{SoC}_{\text{max}}(t)$) or feed into the grid (if $\text{SoC}(t) = \text{SoC}_{\text{max}}(t)$). And, in the situation, if the PV generation is lower output than the load demand, then the extra energy (delivered by the battery energy storage) is used to fulfill the institutional load. In the circumstances, when the PV and battery are not able to fulfill the total load, then grid supply meets the remaining load. However, least priority is assigned to the DG to operate mainly during the grid outage conditions. It has assumed that the energy management is started at time $(t)$ and check the ToU tariffs period. The energy management strategy with ToU tariffs is elaborated in the Fig. 3.4.
In this work, energy supply selection from the DERs is based on the ToU tariffs for maximizing the local PV utilization and battery energy throughput, as well as reducing the grid electricity demand with minimizing the total energy generation cost of the system. The considered DERs have their operational limits / constraints, and they are described in ref. [3.4].

### 3.4 Results & Analysis of Micro-Grid with Different ToU Tariffs

In this work, the impact of different ToU tariffs on the operation and performance of the micro-grid system, is evaluated. During the period of high ToU tariff, the role of battery energy storage and role of energy management strategies become very critical. In order to get the maximum economic benefits from the institutional micro-grid system, battery is considered to charge by the local DERs (e.g. PV). Therefore, it is necessary to use the battery power in the best manner, when the grid is not available, or grid electricity prices are high (i.e. ToU tariff high).

To analyze the role of battery energy storage during the ToU energy tariff, two scenarios are considered. In the first scenario, battery’s performance is
analyzed without using energy management strategy (i.e. Case 3.a). However, in the second scenario, operational energy management strategy (as illustrated in the Fig. 3.4) is used especially for the peak load saving (i.e. Case 3.b). The operational performance of the battery energy storage and DG (for both Cases 3.a and 3.b) are shown in the Figs. 3.5 and 3.6 respectively.

![Fig. 3.5 DG and SoC without Energy Management Strategy (Case 3.a)](image1)

![Fig. 3.6 DG and SoC with Energy Management Strategy (Case 3.b)](image2)

![Fig. 3.7 Battery & Grid’s Energy, and Grid’s Tariff Variation in a Year (Case 3.b)](image3)

It has been observed from the Fig. 3.5 that the annual battery contribution is very low (i.e. battery energy throughput to generation ratio only 0.40 %) and the
DG contribution is 7%. It indicates that in the Case 3.a, battery is not optimally used throughout the year, as its SoC level has never gone below than 75%. However, in the Case 3.b, when energy management strategy is used for peak load saving, the battery energy contribution (i.e. battery energy throughput to generation ratio) is increased to 10% and the DG contribution has decreased to 2%.

The energy contribution from grid and battery as well as grid’s price variation for Case 3.b, are shown in the Fig. 3.7. During ToU tariff season (i.e. winter), the maximum grid supply limit varies from 0.15 to 0.40 p.u. and battery is used to meet the peak load demand whereas in the summer season grid limit varies 0.5 to 0.6 p.u. but battery is not used for peak load demand. It has been observed from the Figs. 3.6 & 3.7 that battery is more used during the winter season and average battery energy throughput for winter and summer seasons has 63% and 37% respectively. It has been observed that the annual DG contribution for institutional load has decreased by 5%, when operational energy management strategy has used for the peak load saving. In addition, the annual electricity bill has reduced approximately to INR 26,000. A relative comparison of the economic performance results, at 200% increase in ToU (Fig. 3.2), without and with operational energy management strategy (i.e. Cases 3.a and 3.b) are shown in the Table 3.1. It has been observed that the CoE is approximately 10% less, when battery is optimally utilized for peak load saving.

Table 3.1 Economic Results without & with Energy Management Strategy

<table>
<thead>
<tr>
<th>Performance parameters</th>
<th>Operation without Energy Management Strategy (Case 3.a)</th>
<th>Operation with Energy Management Strategy (Case 3.b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoE (INR)</td>
<td>11.27</td>
<td>10.30</td>
</tr>
<tr>
<td>Net present cost (10⁶ INR)</td>
<td>33.70</td>
<td>30.30</td>
</tr>
<tr>
<td>Annual grid energy contribution (%)</td>
<td>40</td>
<td>45</td>
</tr>
<tr>
<td>Annual DG energy contribution (%)</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Annual PV energy contribution (%)</td>
<td>53</td>
<td>53</td>
</tr>
<tr>
<td>Annual battery energy throughput (%)</td>
<td>0.40</td>
<td>10</td>
</tr>
<tr>
<td>Annual load to energy generation (%)</td>
<td>87</td>
<td>90</td>
</tr>
<tr>
<td>Annual energy sold to energy generation (%)</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>Renewable energy fraction (%)</td>
<td>49.4</td>
<td>51.30</td>
</tr>
<tr>
<td>Annual bill (10⁶INR)</td>
<td>1.13</td>
<td>1.11</td>
</tr>
</tbody>
</table>
It has been observed that energy management strategy plays very crucial role to optimize battery operation during the ToU tariff. The optimal use of battery not only enhance the technical performance of the institutional micro-grid, but also improve the economic benefits. In future, the grid power supply may become more expensive as ToU energy tariffs and demand charges are increasing specially for non-domestic consumers [3.16]. Therefore, impacts of different ToU tariffs on the CoE has evaluated, and its comparison has shown in the Fig. 3.8 with change in battery energy throughput.

![Variation of CoE and Battery Energy Throughput with ToU](image)

Fig. 3.8  Variation of CoE and Battery Energy Throughput with ToU

It has been observed from the Fig. 3.8 that CoE has increased from INR 6 to INR 10.30 with ToU changes from ToU 100% to ToU 200%. Here, battery’s operational energy management strategy is used to reduce the peak load demand and therefore battery energy contribution (i.e. battery energy throughput) is increased with the ToU tariff increase and it is illustrated in the Fig. 3.8.

3.5  Results & Analysis of Micro-Grid with Different Selling Prices to Grid

In order to analyze the impact of electricity selling prices for the operation of the institutional micro-grid system, different selling tariffs to the grid, are considered (i.e. Case 3.c). In this analysis, the five electricity selling prices are considered (i.e. from 100% to 200% with 25% intervals: ‘Grid Sell Normal or Grid Sell 100%’, ‘Grid Sell 125%’ ‘Grid Sell 150%’, ‘Grid Sell 175%’, and ‘Grid Sell 200%’). The normal energy tariff is at ToU 100%. The variation of selected electricity selling prices for a typical day is shown in the Fig. 3.9. Since ToU tariffs are applicable to the winter months only; therefore, higher grid selling prices are considered for winter season and it is not applied for remaining month of the year.
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Similar, to the Case 3.b (i.e. with different ToU tariffs), in the Case 3.c energy management strategy is used in the battery operation for peak load saving. It has been observed that the battery energy contribution (i.e. battery energy throughput) has increased to 10% and the DG contribution has decreased to 1%. However, in the Case 3.c it is important to analyze the energy saving through the electricity selling to the grid, as it has major contributions to decrease the CoE.

![Chart showing daily variation of electricity selling price to grid.](chart_daily_variation)

**Fig. 3.9 Daily Variation of Electricity Selling Price to Grid**

It has been observed that the electricity bill saving in the winter season is 70% of the total saving of a year. It is due to the high selling price during the peak demand hours (i.e. 18:00 hours to 22:00 hours) in the winter season. The energy bill saving through electricity selling to the grid at different prices are shown in the Fig. 3.10.

![Chart showing energy bill saving with electricity selling prices to grid.](chart_energy_bill_saving)

**Fig. 3.10 Energy Bill Saving with Electricity Selling Prices to Grid**

The variation of CoE and battery energy throughput at different selling prices are shown in the Fig. 3.11. There is almost 8% reduction in the CoE when
selling price to grid increased from 100% to 200%. The battery energy throughput has also increased with increase in the selling price, and it indicates the active participation of the battery energy storage within the institutional micro-grid with dynamics of energy pricing.

Fig. 3.11 CoE and Battery Energy Throughput at Selling Prices to Grid

It has been noticed that the energy contributions from DERs are not changed but the annual electricity bill saving of 70 k INR is achieved at selling price of 200% compare to the selling price of 100%. It has been observed that the renewable energy fraction for all cases of the selling prices to the grid is 50.20%, and battery energy throughput 10%. The techno-economic performance evaluations in all considered cases are tested through the Homer Pro ®. It indicates that appropriate operation energy management strategy can play significant role to enhance the system performance under the dynamics of market energy tariffs.

3.6 Sensitivity Analysis

The economic performance of the micro-grid very much depends on the different cost components e.g. PV, battery, power conditioning devices, DG genset, fuel etc. However, the cost of PV, battery and DG genset’s fuel represent significant share of the net present cost therefore impacts of these three variables on CoE are very important to analyze. In the subsequent section the impacts of different cost components on the CoE, NPC and battery energy throughput are analyzed.

3.6.1 Impact of PV, Battery, and Fuel’s Cost on the CoE

As cost of PV, battery and DG genset’s fuel represent significant share of the net present cost therefore impacts of these three variables on CoE are analyzed with multiplier factors of 0.5, 1, 1.5 and 2. Here, the multiplier factor ‘1’ represents the base case scenario having component cost as described in Case 3.b, therefore
change in the CoE with multiplier factor ‘1’ is zero. In the Fig 3.12, ‘BBx0.5’, ‘BBx1’, ‘BBx1.5’ and ‘BBx2’ are representing battery cost with multiplier factors of ‘0.5’, ‘1’, ‘1.5’ and ‘2’ respectively. In this analysis 50% of battery capacity is used for peak load saving and remaining 50% for grid outage.

It has been analyzed from the Fig. 3.12 that multiplier factors 0.5 for PV (PVx0.5), battery (BBx0.5) and fuel cost (FCx0.5) reduce the CoE by 9% whereas with multiplier factor ‘2’ increased CoE by 19%. To analyze the impact of fuel cost on the CoE, multiplier factor is kept ‘1’ for PV (PVx1) and battery (BBx1) whereas the multiplier factor of fuel cost is changed from 1 (FCx1) to 2 (FCx2) and 0.5 (FCx0.5). It has been observed that changing fuel multiplier factor from 1 (FCx1) to 2 (FCx2) and 0.5 (FCx0.5), CoE is increased by 7% and decreased by 4% respectively. Similarly, to analyze the impact of battery cost on the CoE, multiplier factor is kept ‘1’ for PV (PVx1) and fuel cost (FCx1) whereas the multiplier factor of battery cost is changed from 1 (BBx1) to 2 (BBx2) and 0.5 (BBx0.5). It has been observed that changing multiplier factor of battery cost from 1 (BBx1) to 2 (BBx2) and 0.5 (BBx0.5), CoE is increased by 4% and decreased by 2% respectively. In the same way, the impact of PV cost on the CoE has been analyzed and therefore multiplier factor is kept ‘1’ for battery (BBx1) and fuel cost (FCx1) whereas the multiplier factor of PV cost is changed from 1 (PVx1) to 2 (PVx2) and 0.5 (PVx0.5). It has been observed that changing multiplier factor of PV cost from 1(PVx1) to 2 (PVx2) and 0.5 (PVx0.5), CoE is increased by 8% and decreased by 4% respectively. It indicates that PV cost has more impact on the CoE as compare to the battery and fuel cost as the CoE varies -4% to 7% with multiplier factor from 0.5 to 2.
3.6.2 Impact of Battery Capacity on the CoE, NPC, Battery Energy Throughput and Fuel Consumption

As discussed in the previous section that role of battery becomes important as it is used during the grid outage situation as well as for the peak load saving. In this analysis, battery capacity has been increased with multiplier factors 1.25, 1.5, 1.75 and 2 and its impacts on the CoE, NPC, battery energy throughput and fuel consumption are analyzed and shown in the Fig. 3.13.

It has been analyzed that the impacts of battery capacity on the CoE and NCP are almost same and their value increased proportionally in the all cases. However, fuel consumption is decreased by 18%, 39%, 53% and 66% with
multiplier factors of 1.25, 1.5, 1.75 and 2 respectively as compare to the Case 3.b. Moreover, battery energy throughput is increased by 15%, 30%, 45% and 56% with multiplier factors of 1.25, 1.5, 1.75 and 2 respectively as compare to the Case 3.b.

### 3.7 Conclusions

In this work, an operational energy management strategy for micro-grid has presented and evaluated for maximizing the local energy resources utilization with contemplation of peak demand and grid outage conditions considering energy pricing dynamics. With proposed energy management strategy, the annual battery energy throughput has increased from 0.4% to 10%, and the DG’s contribution has decreased from 7% to 2%, and 10% reduction in CoE is achieved. The recommended energy management strategy has used for evaluating the techno-economic performance of the institutional energy system considering different ToU energy tariffs (i.e. Case 3.b) and the electricity selling prices to the grid (i.e. Case 3.c). In the Case 3.b, it has observed that the CoE has increased by 71.6% when the ToU changes from 100% to 200% with selling price to the grid at 100%. However, 8% reduction in the CoE has observed for the Case 3.c, when the selling price to grid has increased from 100% to 200% at ToU of 100%.

It has observed that the appropriate operational energy management strategy plays significant role to achieve maximum utilization from the DERs, and battery energy storage, under dynamics of market energy pricings. However, the operation and performance of PV based micro-grid system is also affected by the meteorological conditions (e.g. solar irradiance conditions, temperature, etc.). The weather conditions vary in magnitude at different locations, therefore performance of a PV based micro-grid mainly depends on its geographical location. In this work, it has been further investigated the impacts on the operation and performance of PV based micro-grid system in the Norwegian climatic conditions and results are presented in the Chapter 4.
Chapter 4

4. Techno-Economic Analysis of PV based Micro-Grid System at Skagerak Arena Norway³

4.1 Summary

Integration of PV with battery system at institutional energy system can be operated as a micro-grid for reducing peak demand from the grid and enhance the techno-economic performance. In this chapter, a functioning micro-grid of 800 kWp PV system and 1 MWh lithium-ion battery integrated at energy system of Soccer Club of Skagerak Arena (Norway), is used for analyzing peak demand reduction with techno-economic evaluation. The system performance has been evaluated for identifying the techno-economic performance, and contributions from the PV and battery energy storage for reducing peak demand from the grid. The results have been studied for annual, monthly, and a typical day of the year along with the battery system performance.

4.2 Introduction

Solar Photovoltaic system and battery energy storage have a potential to operate energy system as a micro-grid, however appropriate operational energy management strategy and demand-side management schemes are very much required [4.1]. A micro-grid system can be designed for different applications e.g. residential, institutional, industrial, community based etc. The energy management strategies (s) have significant impact on the performance of the PV and battery energy storage [4.2-4.3]. The micro-grid system can contribute to the demand side management through battery energy throughput using appropriate energy management strategies [4.4]. The operational performance of a micro-grid system can be improved significantly with integration of distributed generator considering grid outage conditions [4.5]. The impacts of electricity energy tariffs into the micro-grid performance have been further investigated in [4.6], and it has been observed that appropriate energy management strategy is useful for effective energy management among the energy sources and battery energy throughput

For developing a micro-grid project, selection of appropriate technologies, effective coordination among the distributed energy sources and loads, are needed [4.7-4.10].

The operational performance of PV based micro-grid system is significantly affected by the local meteorological conditions (e.g. solar irradiance conditions, temperature, wind speed, etc.). In the last few years, many studies [4.1.-4.10] have evaluated PV system performance for different geographical regions, but they have not sufficiently addressed the techno-economic performance of the grid integrated PV based micro-grid. However, some studies [4.11-4.14], have reported operation of PV based micro-grid in the Nordic climatic conditions, but they have not adequately considered electrical energy market dynamics and maximizing the use of local energy resources with battery energy throughput. Within the Nordic countries, Norway is using mainly hydroelectricity (i.e. 96%), but in the recent years PV market is growing rapidly [4.11]. The installed cumulative PV capacity in Norway has reached 119.8 MWp at the end of 2019, and it was only 15.3 MWp at the end of 2015 [4.11]. It indicates that the PV market has increased eightfold in the last five years. It is mainly due to National policy such as Plusskundeordningen, subsidy payouts for small solar PV installations, etc. The increasing PV penetration as well as energy market dynamics of the Norwegian system can contribute for local energy management for institutional systems to operate as micro-grid. The BIPV system for a typical South Norwegian household has been studied for economic sizing of energy storage [4.12], but local energy management through battery energy throughput has not been considered. Thermal load management can be used for demand side management [4.13], but the battery energy contribution has not effectively covered for electrical energy demand management. In the ref. [4.14], the economic performance of building integrated photovoltaic system (BIPV) with and without energy storage has evaluated under energy pricing and grid constraints for a typical residential southern Norway BIPV system, but it has not sufficiently included the energy management strategies for operation of BIPV with energy storage. The institutional and industry electricity consumers have a lot of potential for peak demand saving through PV based micro-gird integration, as electricity distribution companies are applying high electricity tariffs during peak demand hours [4.14-4.15].
In this work, operational load from years 2015 to 2018 at the of Skagerak Arena (Norway), is analysed for techno-economic analysis and understanding the possible operational strategies of energy storage system with grid constraints and PV output for operating as micro-grid and it is described in the Section 4.3. In the Section 4.4, energy management techniques are presented for improving the operational performance of the energy system at Skagerak Arena by minimizing the grid contribution as well as levelized cost of locally generated electricity with maximization of the PV contribution. The performance assessment of the system at Soccer Club Skagerak Arena without and with PV& battery (i.e. Case 4.a and 4.b respectively), have been compared and analysed in the Section 4.5. In the Section 4.6, economic performance analysis of Case 4.a and Case 4.b, have been analysed and presented. A comparative operational performance of PV based micro-grid system for India and Norway climatic zones has been presented in the Section 4.7. Conclusion and further improvement for operation of the micro-grid system has been presented in the Section 4.8.

4.3 Energy System Description of Skagerak Arena (i.e. Case 4.a)

In this work, load profile driven by grid of the Skagerak Arena, located at the Porsgrunn Norway (latitude 59.1386° N, longitude 9.6555 E), is used as a base case scenario (i.e. Case 4.a). The hourly load profile of the Skagerak Arena from years 2015 to 2018 has analyzed and system configuration has shown in the Fig. 4.1.

![Fig. 4.1 Schematic of Skagerak Arena Load Configuration with Grid (Case 4.a)](image)

In this study, the months April-Sept and Oct-March are considered as summer and winter months, respectively. The Skagerak Arena’s load has analyzed through retrieved data and annual average daily load profiles in kWh per hour from years 2015 to 2018, has shown in Fig 4.2. It has observed through the operational load, the average summer and winter load demands from 2015 to 2018 were increased by 8.47% and 6.41% respectively, and the average annual growth rate was 7.55%. In this study, the hourly peak demand of 1052 kWh has been taken as
The hourly variation of the annual load profile of Skagerak Arena has shown in the Fig. 4.3. It has been observed that the average winter’s demand of year 2018 is 7.14% more than the summer demand. However, winter’s peak demand of the year 2018 (i.e. 09:00 hours to 15:00 hours) is 3.54% more compare to summer.

Fig. 4.2 Avg. Daily Load Profile for Year 2015 to 2018

Fig. 4.3 Load Variation in Year 2018

4.3.1 Results & Analysis of the Energy System at Skagerak Arena (i.e. Case 4.a)

Since the grid supply is quite reliable in the Norway therefore no grid outages scenarios are considered in the existing system (i.e. Case 4.a) and the total load demand of Skagerak Arena has met by grid supply and no other distributed energy sources are connected. The annual energy contribution from the Grid to meet the Skagerak Arena load demand has shown the Fig. 4.4.
Fig. 4.4 Energy Contribution from the Grid Throughout the Year

The monthly electrical energy supply with peak demand as well as the electricity bills are summarized in the Table 4.1 for Case 4.a. Electricity tariffs for this study have been taken from ref [4.15].

Table 4.1 Energy Supply and Electricity Bill Summary of Case 4.a

<table>
<thead>
<tr>
<th>Month of the year</th>
<th>Energy Purchased (kWh)</th>
<th>Peak Load demand (kW)</th>
<th>Energy Charge (NOK)</th>
<th>Demand Charge (NOK)</th>
<th>Total Electricity Charge (NOK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>161485</td>
<td>409</td>
<td>50818</td>
<td>61350</td>
<td>112168</td>
</tr>
<tr>
<td>Feb</td>
<td>145281</td>
<td>544</td>
<td>54432</td>
<td>81600</td>
<td>136032</td>
</tr>
<tr>
<td>Mar</td>
<td>163752</td>
<td>1,51</td>
<td>65856</td>
<td>157685</td>
<td>223541</td>
</tr>
<tr>
<td>Apr</td>
<td>154201</td>
<td>734</td>
<td>57091</td>
<td>110040</td>
<td>167131</td>
</tr>
<tr>
<td>May</td>
<td>147457</td>
<td>737</td>
<td>47786</td>
<td>110610</td>
<td>158396</td>
</tr>
<tr>
<td>Jun</td>
<td>135982</td>
<td>706</td>
<td>57819</td>
<td>105960</td>
<td>163779</td>
</tr>
<tr>
<td>July</td>
<td>137449</td>
<td>748</td>
<td>67492</td>
<td>112155</td>
<td>179647</td>
</tr>
<tr>
<td>Aug</td>
<td>135261</td>
<td>668</td>
<td>66007</td>
<td>100185</td>
<td>166192</td>
</tr>
<tr>
<td>Sep</td>
<td>135462</td>
<td>684</td>
<td>62200</td>
<td>102600</td>
<td>164800</td>
</tr>
<tr>
<td>Oct</td>
<td>148709</td>
<td>705</td>
<td>59984</td>
<td>105765</td>
<td>165749</td>
</tr>
<tr>
<td>Nov</td>
<td>153430</td>
<td>676</td>
<td>71453</td>
<td>101340</td>
<td>172793</td>
</tr>
<tr>
<td>Dec</td>
<td>133484</td>
<td>381</td>
<td>69440</td>
<td>57180</td>
<td>126620</td>
</tr>
<tr>
<td>Annual</td>
<td>1751953</td>
<td>1,51</td>
<td>730378</td>
<td>1206470</td>
<td>1936848</td>
</tr>
</tbody>
</table>

Results, obtained from the Case 4.a, show that total 1751 MWh energy purchased from grid supply in a year. The Case 4.a also indicates that there is lot of potential to reduce the grid supply dependency and it could be possible by integrating the local distributed energy sources (e.g. solar PV) and battery storage along with appropriate energy management strategies.

In this work, techno-economic sizing of the solar photovoltaic system and battery energy storage is done based technical feasibility and available rooftop area for solar installation. A total of 800 kWp PV along with 1MWh lithium-ion battery
bank along with power conditioning and energy management unit have been integrated with the existing system (i.e. Case 4.a), and the configuration of upgraded system represented as Case 4.b. The schematic diagram of the Case 4.b has shown in the Fig. 4.5.

![Fig. 4.5 Block Diagram of Micro-grid at Skagerak Arena, Norway (Case 4.b)](image)

In the next Section 4.4, energy management strategy has been discussed for peak demand saving and maximizing PV energy contribution within the micro-grid system.

### 4.4 Energy Management Strategy for Operation of Micro-Grid System

The energy management strategy is very important for improving techno-economic performance of micro-grid system. In this work, the main aim is to formulate energy management strategy for reducing peak load demand from the grid and increase PV energy contribution via battery energy throughput. In this work, the overall grid energy cost (i.e. $f_{\text{cost}}$) minimization approach has been used, and it has been described in the Eq. (4.1). The cost function includes energy cost from the grid, reduction in peak demand cost and battery energy cost. In the Eq. (4.1), if $P_{\text{Grid}}(t)-P_{\text{PV}}(t)$ is positive (+ve), then $E_{\text{Grid}}(t)$ price is considered and $E_{\text{Sell}}(t)$ price is zero; whereas in case $P_{\text{Grid}}(t)-P_{\text{PV}}(t)$ is negative (-ve) then $E_{\text{Sell}}(t)$ price is considered and $E_{\text{Grid}}(t)$ price is zero.
\[
\min f_{\text{cost}} = \sum_{t=1}^{T} \left[
\left((P_{\text{Grid}}(t) - (P_{\text{PV}}(t)) \cdot d(\Delta t)) \cdot (E_{\text{Grid}}(t))\right]
+ \left((P_{\text{PV}}(t) - P_{\text{Grid}}(t)) \cdot d(\Delta t)) \cdot E_{\text{Sell}}(t)\right]
\left[D_n(t) \cdot (D_{\text{Grid}}(t))
+ \left((P_{\text{Bat}}(t)) \cdot d(\Delta t)) \cdot (E_{\text{Bat}})\right]
\right)
\] 
Eq. (4.1)

where:

- \( P_{\text{Grid}}(t) \): Power bought from the grid at time \( t \)
- \( D_n(t) \): Grid electricity demand at time \( t \)
- \( D_{\text{Grid}}(t) \): Grid electricity demand price at time \( t \)
- \( E_{\text{Grid}}(t) \): Grid electricity buying price at time \( t \)
- \( E_{\text{Sell}}(t) \): Grid electricity selling price at time \( t \)
- \( d(\Delta t) \): Time duration
- \( P_{\text{Bat}}(t) \): Power from the battery at time \( t \)
- \( E_{\text{Bat}} \): Battery energy cost
- \( T \): Total cumulative time interval in a year

The upgraded system at Soccer Club’s Skagerak Arena is considered to operate in the grid-connected mode as well as in the islanding mode and therefore, PV, battery and the grid are operated with the constraints using the operational limits. The details of considered constraints are explained in the following subsections.

**Power Balance Through DERs**

The power from all DERs along with the grid at time \( t \) is expressed in the Eq. (4.2).
\[
P_{\text{Grid}}(t) + P_{\text{PV}}(t) + P_{\text{Dis}}(t) = P_{\text{Load}}(t) + P_{\text{Chg}}(t) + P_{\text{Sel}}(t) + P_{\text{Loss}}(t) \text{ Eq. (4.2)}
\]

In this work, due to configuration of the micro-grid, energy generated from PV is directly fed into the grid without battery interface. Skagerak Arena’s load is supplied through the grid with battery interface. For economic calculation, the Skagerak Arena energy system is considered as a unit and the net energy provided to the grid is taken as \( P_{\text{PV}}(t) \)-\( P_{\text{Load}}(t) \). It should be noted that battery discharging has
been taken as positive, whereas battery charging as negative. $P_{\text{Load}}(t)$ and $P_{\text{Loss}}(t)$ represent the total system’s load and power loss at time $t$.

**Power from PV Array**

The PV power output ($P_{\text{out}}$) has been calculated using solar radiation data from the US National Renewable Energy Laboratory (NREL) [4.17-4.18]. The PV power output ($P_{\text{PV}}(t)$) limits are given in Eq. (4.3).

$$0 \leq P_{\text{PV}}(t) \leq \text{Max.} \ P_{\text{PV}}(t) \quad \text{Eq. (4.3)}$$

The detail description of the annualized energy cost calculation of the PV array has presented in Appendix I.

**Battery Energy Storage**

The minimum SoC of the battery is taken as 20% and initial SoC to be 100%. The battery energy content has been calculated using Eq. (4.2) and it is expressed as battery energy throughput considering after charging and before discharging losses [4.16]. The battery energy content limits are given in Eq. (4.4), and it has been described through Eqs. (4.5) and (4.6) for charging and discharging respectfully. The charging and discharging efficiency of the battery are $\eta_{\text{Chg}}$ & $\eta_{\text{Dis}}$ respectively.

$$\text{SoC}_{\text{min}} \leq \text{SoC}(t) \leq \text{SoC}_{\text{max}} \quad \text{Eq. (4.4)}$$

$$\text{SoC}(t + \Delta t) = \text{SoC}(t) + \eta_{\text{Chg}} \cdot P_{\text{Chg}}(t) \cdot \Delta t \quad \text{Eq. (4.5)}$$

$$\text{SoC}(t + \Delta t) = \text{SoC}(t) - \frac{P_{\text{Dis}}(t) \cdot \Delta t}{\eta_{\text{Dis}}} \quad \text{Eq. (4.6)}$$

The key input battery parameters are ‘battery capacity’, ‘battery voltage’, ‘depth of discharge’, and ‘lifetime throughput’ are explained in the Section 4.5. The detail description of the annualized energy cost calculation of the battery has been described in the Appendix I.
Energy Management Strategy

The energy management strategy (as shown in the Fig. 4.6) is used and implemented for evaluating performance of the energy system at Skagerak Arena. The main aim of the energy management strategy is to minimize the annual generation cost and maximize the battery energy throughput as well as to reduce the peak load demand from the grid considering demand charges.

As illustrated in the Fig. 4.6, the program starts at \( t=0 \) and it checked if grid maximum power limit is more than the load demand, the extra energy will be used to charge the battery (if \( \text{SoC}(t) < \text{SoC}_{\text{max}}(t) \)). However, if the maximum grid power limit is less comparing the load demand, then extra energy to meet the institutional load demand will be delivered by the battery (if, \( \text{SoC}_{\text{min}}(t) < \text{SoC}(t) \)).

Fig. 4.6 Energy Management Strategy for Micro-grid Operation (Case 4.b)

In this work, energy management strategy is used for optimal battery operation to minimize the overall energy generation cost of the system and to reduce grid dependency. In the next Section 4.5, annual, monthly, and daily operational performance of the Case 4.b are analyzed.
4.5 Performance Analysis of Micro-Grid System of Skagerak Arena (i.e. Case 4.b)

The configuration of upgraded system at Skagerak Arean has shown in the Fig. 4.5 and it consists of 800 kWp Solar PV, 1 MWh lithium-ion battery bank and grid supply to meet the institutional load. Further analysis of the Case 4.b. is carried out for annual, selected months (i.e. best and worst month of the year), and for a typical day, and the results are discussed in the subsequent sub-sections. The ratio (‘m’) of ‘average daily PV output’ to ‘average daily load’ are used for defining the best and worst months for analysis purpose and represented by ‘m’. It has been observed that the July month represented the best month of the year with ratio (m) 0.69; however, December month represented the worst month as the ratio (m) is 0.09. The initial SoC of the battery is considered at 100% and minimum SoC is taken 20%. The lifetime energy throughput of a 1 MWh battery is considered 2,000 MWh and battery roundtrip efficiency to be 80% [4.19]. In this study, the PV system power output (Pout) has been calculated using hourly solar radiation data available from the US National Renewable Energy Laboratory (NREL) [4.17-4.18].

4.5.1 Annual Energy Contributions

In the Case 4.b analysis, annual variations of the energy contribution from the PV, Grid and battery’s SoC are shown in the Figs. 4.7, 4.8 and 4.9 respectively. The maximum peaks of PV production are recorded 0.73 p.u in the of February and September months. The solar PV output for summer and winter seasons are observed 65% and 35% respectively of the total annual PV generation. The hourly variation of the PV output is shown in Fig. 4.7.

![Fig. 4.7 PV Generation Profile Throughout the Year](image)

It has been observed that the annual grid contribution has reduced by 38% (Figs. 4.4 and 4.8) compare to the Case 4.a. The grid energy contribution for summer and winter seasons for Case 4.b, are observed 41% and 59% respectively.
of the total annual grid contribution. The hourly variation of the energy demand, grid energy contribution, grid limit and grid demand rate for Case 4.b, are shown in the Fig. 4.8. The grid demand rate is considered constant throughout the year. The monthly grid limits have been introduced for reducing the grid contribution in peak load demand.

![Fig. 4.8 Energy Demand, Grid Limit and Energy, Demand Rate (Case 4.b)](image)

The variation on the battery’s SoC has shown in the Fig. 4.9. It has been observed that throughout the year battery’s SoC never reached to lowest level (i.e. 20%) and battery’s SoC varied in between 40% to 100%. Battery is representing more charging and discharging cycles in the summer season as compare to the winter season and therefore average battery energy throughput of the summer season is double compare to the winter season.

![Fig. 4.9 Annual Variation of Battery’s SoC (Case 4.b)](image)
A change in the peak load demand for Cases 4.a and 4.b are shown in the Fig. 4.10. It has been observed that the average annual peak demand is reduced by 32% in the Case 4.b. The reduction in the average peak load demand for winter and summer seasons are observed 20% and 46% respectively. It indicates that there is high PV generation in the summer season as compare to the winter season and it makes significant contribution in reducing of peak energy demand from the grid.

![Graph showing peak energy demand from the grid for Case 4.a and 4.b](image)

**Fig. 4.10 Peak Energy Demand from Grid for Cases 4.a and 4.b**

### 4.5.2 Month Wise Energy Contributions

The month wise energy contributions from the Grid, PV, and battery energy throughput are shown in the Fig. 4.11. The ratio of ‘average daily PV output’ to ‘average daily load’ has been used for defining the best and worst months for analysis purpose and represented by ‘m’. It has already been discussed in the beginning of Section 4.5, that July represents the best month and December the worst month. It has been observed that the average load of the winter season is 7.14% more compare to the summer season however PV generation is 83% more in the summer season as compare to the winter season. The battery energy throughput in the summer season in 153% more as compare to the winter season. The PV energy generation for months of November, December and January are below 5% of the annual PV generation and battery energy throughput for these three months (i.e. November, December, and January) is recorded under 15%. Battery performs each month of the year and its energy throughput varies from 11% to 61%.
4.5.3 Energy Contribution from DERs for the Best Month

Energy contribution from the Grid, PV, battery (i.e. battery energy throughput), and battery energy contents, are shown for July month in the Figs. 4.12 & 4.13. In the July month, 31 days are represented in two graphs, day 1 to 15 in Fig. 4.12 and day 16 to 31 in Fig. 4.13. It has been analyzed for July month that the Grid supply contribution has been reduced to 42% and battery energy throughput is recorded 57%. It has been observed that almost 15 days of July month energy is fed into the grid. Battery has been discharged each day of the July month (except Day 2, 28 and 31) and effectively contributing for reducing peak load demand.
It has been observed from the Figs. 4.12 & 4.13 that contribution of the grid majorly appeared during night-time in the July month whereas PV has contributed to meet the load demand during daytime. There are few days (i.e. days 20, 21 and 22) in which grid contribution has been observed during daytime as PV generation is low. In the July month, battery’s SoC is varied from 37% to 100%. It indicates that battery’s SoC is always above the lowest SoC of 20%.

### 4.5.4 Energy Contribution from DERs for the Worst Month

As discussed in the Section 4.5 that December month is considered as the worst-case scenario as PV output is only 9% of the total energy generation. Like the July month, energy contributions from different energy sources to meet the institutional building load demand are shown in Figs. 4.14 and 4.15. It has been analyzed for the December month that the grid demand is reduced by 9% and battery energy throughput is recorded 11%. However, battery followed the similar operational characteristics as for the July month and it is charged during daytime and discharged during peak demand hours.

It has been observed from the Fig. 4.14 that battery’s SoC is 100% on the day 1 to 5 and load demand is majorly fulfilled by grid. On the day 6, when PV generation is enough then battery is being charged and discharged. It has also been observed that there are few days 8, 9, 11 and 16 when extra PV energy is fed into the grid. It has been observed from the Figs. 4.14 & 4.15 that battery’s SoC varies from 75% to 100% and battery gets charge-discharge 20 days out of 31 days.
It has been analyzed that integration of PV and battery energy storage in the Skagerak Arena with energy management strategy has improved the overall system performance and reduce the annual grid contribution by 38%. The role of battery energy storage becomes very important during summer season as PV generation is more than demand. In this situation, extra PV generation energy is fed into the grid as well as stored in the battery and system is effectively used for reducing the peak load demand from grid.

### 4.5.5 Energy Contribution for a Typical Day

Energy contribution from different sources for a typical day of the July month has shown in the Fig. 4.16. It has been noted that total load demand of the typical day in July month is 5.38 MWh. In the Case 4.a (i.e. without PV and battery), load demand of the typical day is fulfilled by the grid however, in the Case 4.b (i.e. with PV and battery integration) energy supply from the grid is reduced to 64%. Battery energy contribution and energy supply to the grid are noted 0.24 p.u. and 0.19 p.u. respectively of the base value as described in the Section 4.3. It has been observed from the Fig. 4.16 that battery is discharging during morning time (i.e. 06:00 hours to 10:00 hours) and evening time (i.e. 16:00
hours to 20:00 hours) and it is effectively contributing for reducing grid supply. Energy sold to the grid is represented during the peak sunshine hours. In this next section, detail analysis for operational analysis of battery energy storage is presented.

4.5.6 Battery Performance Analysis

The role of BES becomes very important when it relates to distributed energy sources (i.e. PV) for fulfilling the local demand, contributing for demand side management, and improving economic performance of the system. In this section, performance of battery is analyzed through battery energy throughput and its comparison is done with saving through electricity sell to the grid as well as saving through reduction in the grid demand. The performance of the battery is evaluated based on the hourly variation of energy content in the battery, and it’s monthly & annual energy throughput. A monthly variation of the battery energy throughput has illustrated in Fig. 4.17.

In this analysis, the six months from ‘April to September’ have been considered to represent as ‘summer’ and the remaining six months ‘October to March’ as winter. It has been observed that average battery energy throughput of the summer season (i.e. April-Sept) is 154% more as compare to the winter season (i.e. Oct-Mar). This indicates that battery is used more during the summer season compare to the winter season as battery is primarily charged by PV. The battery energy throughput is always more than 30% throughout the year except for January, October, November, and December months. However, average annual throughout of the battery is 38% and there are four months (i.e. May, June, July
and August) represent more than 55% of energy throughput. The variation in the battery’ SoC for each month of the year has illustrated in the Fig. 4.9. Although, few instances are observed in the months of May, August and September when battery’s SoC reached to below 40% but it always above minimum SoC level of battery.

It has been observed from Fig. 4.17 that battery energy throughput follows the same pattern as for ‘saving through reduction in grid demand’, whereas ‘saving through electricity sell to the grid’ is following the PV generation pattern.

![Fig. 4.17 Battery Energy Throughput and Saving (Case 4.b)](image)

The saving through electricity sell to the grid and reduction from the grid supply represent 31% and 69% respectively of total saving. In indicates that reduction in the grid supply makes major contribution in the saving components. The saving in the summer season (i.e. April to September) and in the winter (i.e. October to March) season are recorded 70% and 30% of the total saving of the year.

### 4.6 Economic Analysis and Comparison of Cases 4.a & 4.b

In the presented micro-grid system, the capital cost components consist of PV, battery, micro-grid controller and installation and commissioning cost. The component costs are mainly categorized into four types: capital, operating, replacement and salvage cost. In this section, economic performance of the micro-grid for Cases 4.a and 4.b, have been analyzed. In this study, the project lifetime, discount rate and inflation rate are considered as 25 years, 5.5% and 1.9% respectively [4.19]. The PV, BES and their operational parameters are taken from the ref [4.16]. The electrical energy pricing for calculation is taken from the
NordPool market [4.15]. The net present cost (NPC) summary of different components is shown in the Fig. 4.18.

Out of total capital cost, PV system represents the maximum cost share, and it is 53% followed by 27% battery energy storage, 15% micro-grid controller and 15% installation and commissioning. The initial capital cost of grid is zero as it is considered that grid infrastructure is already available however, operating cost of grid if maximum (i.e. 79% of total operating cost) as compare to the other components. The operating cost of PV and battery are 15% and 6% respectively.

It has been observed from the Table 4.2 that levelized cost of energy (CoE) and NPC are increased by and 28% and 39% respectively compare to the Case 4.a scenario. Also, annual grid contribution is reduced by 38%. It has also been observed that out of total energy generation, 9% energy is sold to the grid, and annual battery energy throughput is 37%. The annual electricity bill is reduced by 21% as compare to the base case (i.e. Case 4.a). The results obtained after integrating PV and BES with grid for micro-grid system (i.e. Case 4.b) are shown in the Table 4.2.
Table 4.2 Economic Results Comparison of Case 4.b with Case 4.a

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value in Case 4.b</th>
<th>Changes as compare to the Case 4.a (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoE (NOK/kWh)</td>
<td>1.23</td>
<td>28 (↑)</td>
</tr>
<tr>
<td>Net present cost (m NOK)</td>
<td>38.5</td>
<td>39 (↑)</td>
</tr>
<tr>
<td>Annual grid contribution to the total generation ratio (%)</td>
<td>62</td>
<td>38 (↓)</td>
</tr>
<tr>
<td>Annual PV contribution to the total generation ratio (%)</td>
<td>38</td>
<td>-</td>
</tr>
<tr>
<td>Annual battery energy throughput (%)</td>
<td>38</td>
<td>-</td>
</tr>
<tr>
<td>Annual energy sold to grid compare to total generation ratio (%)</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td>Annual electricity bill (10³*NOK)</td>
<td>1521</td>
<td>21 (↓)</td>
</tr>
</tbody>
</table>

The signs downward (↓) and upward (↑) indicate, percentage reduction and increment in the parameter’s value.

The cashflow summary of different components over the project lifetime of 25 years has given in the Fig. 4.19. Although, PV has the highest capital cost share (i.e. 53% of the total capital cost). But over the 25 years project lifetime, PV system cost is only 35% of the total project cost followed by the battery 25%, grid 21%, controller 10% and I&C cost 9%.

![Net Cashflow Summary of Different Components](image)

In this Chapter operational performance of the micro-grid system at Skagerak Arena has analyzed for Norway whereas in the Chapter 2 (Fig. 2.6) the operational performance of the institutional micro-grid system in India is analyzed. In the next section a comparative analysis of the operational performance of the micro-grid system has analyzed for India and Norway climatic conditions.
4.7 Comparative Analysis of Performance of the Micro-Grid System in India and Norway Geographical Locations

The micro-grid system presented in the Chapter 2 (Fig. 2.6), consists of 50 kWp PV, 120 kWh lead acid battery bank, grid supply and 30 kVA DG to meet the institutional load. The considered micro-grid in Norway (Fig. 4.5) consists of 800 kWp PV, 1 MWh lithium-ion battery bank and grid supply to meet the load demand of Skagerak Arena. In the subsequent sections, different operational parameters are compared and analyzed for India and Norway such as specific energy of PV output, contribution from different energy sources, battery performance, etc.

4.7.1 Specific PV Output

To compare the performance of PV system in Indian and Norwegian climatic zones, a parameter i.e. ‘specific energy (SE)’ per month and per day have been used. The specific energy profiles of PV for each month of the year for Indian and Norwegian climatic conditions are illustrated in the Fig. 4.20. It has been observed that annual specific energy of the PV in the India is 36% more compare to the selected Norwegian geographical locations. The specific energy generation in India is more than 100 kWh/kWp for each month of the year except December, whereas for Norwegian location only six months (i.e. Mar-Sept), specific energy is more than 85 kWh/kWp.

![Fig. 4.20 Specific Energy of PV at Selected Locations of India & Norway](image)

The specific energy per day of PV modules in India and Norway are shown in the Figs. 4.21 and 4.21 respectively. In case of India, PV generation in the
summer and winter seasons are 53% and 47% respectively of the total PV generation of the year and it has been observed that PV generation only 6% more in the summer season as compare to the winter season. However, for Norway, PV generation in the summer and winter seasons are 69% and 31% respectively of the total PV generation of the year and it has been observed that PV generation is more than two times in the summer season as compare to the winter season and it is worst in the winter season months (e.g. November, December and January) as PV generation varies 2-3% of the total annual generation.

![Graph showing Specific Energy Per Day of PV in India](image1)

**Fig. 4.21** Specific Energy Per Day of PV in India

![Graph showing Specific Energy Per Day of PV in Norway](image2)

**Fig. 4.22** Specific Energy Per Day of PV in Norway

### 4.7.2 Energy Contribution without and with Micro-grid System in India and Norway

In India, grid outage problem is quite often and therefore DG as a back-up power supply is always kept for meeting at least essential load demand during grid outage conditions. In this work, two hours per day of ‘grid-outage’ is considered and it is randomly distributed throughout the year. However, grid supply is quite
reliable in Norway and therefore no need to integrate DG as a power-backup. In this section, energy contribution from different energy sources with and without micro-grid system (i.e. integration of PV and battery energy storage) for Indian and Norwegian climatic conditions are analyzed and illustrated in the Figs. 4.23 and 4.24 respectively. For Indian scenario, integration of PV and battery energy storage help to reduce DG and grid contribution in the overall supply. It has been observed that DG contribution has reduced from 12.7% to only 1 % and grid contribution from 83.7% to 51% and battery energy throughput is recorded 33%. The schematics of institutional system without and with PV and battery energy storage are described for India, in the Chapter 2 (Figs. 2.1 and 2.6 respectively).

Fig. 4.23 Energy Contribution without and with Micro-grid System in India

For Norwegian scenario, integration of PV and battery energy storage can help to reduce grid contribution in the overall supply. It has been observed that grid contribution is reduced by 38% and it is replaced by PV and battery energy throughput is recorded 38%. The schematics of institutional system without and with PV and battery energy storage are described in the Chapter 4 (Figs. 4.1 and 4.5 respectively).

Fig. 4.24 Energy Contribution without and with Micro-grid System in Norway
### 4.7.3 Comparative Battery Performance Analysis for India and Norway

It has been observed that for both the scenarios (Fig. 4.25), variation in the average annual battery energy throughput is only 5%, but operational performance of the battery is quite different throughout the year and it is illustrated in the Figs. 4.26 and 4.27. It has been observed for India that the average battery energy throughput of the winter season (i.e. October-March) is 5% more as compared to the summer season (i.e. April-September). However, in case of Norway, average battery energy throughput of the summer season (i.e. April-September) is 154% more as compare to the winter season (i.e. April-September). The performance assessments of all presented cases in this Chapter have been tested with the ‘Homer Pro’ tool. The average battery energy throughput for India and Norway varies 21-43% and 11-61% respectively. The large variation of battery energy throughput for Norwegian climatic scenario is observed due to the solar PV generation profile.

![Monthly Battery Energy Throughput in India and Norway](image)

**Fig. 4.25** Monthly Battery Energy Throughput in India and Norway

![Variation of Battery’ SoC](image)

**Fig. 4.26** Variation of Battery’ SoC

The variation in the battery’ SoC for India and Norway has illustrated in the Fig. 4.26. In Case of India, few instances are observed in the months of March, April, May, September, October, and November, when battery’s SoC reached to
below 45% but due to availability of DG, the blackout situation has never been happened and battery SoC remains above 40%. However, in Case of Norway, few instances are observed in the months of May, August, and September when battery’s SoC reached to below 40% but it always above minimum SoC level (i.e. 20%) of battery. For both the locations battery SoC’s always above the minimum SoC levels.

4.8 Conclusions

In this chapter, techno-economic performance has been presented for installed PV and battery based micro-grid system at Skagerak Arena, Norway. It has been noticed that in the July month (i.e. best month), energy contribution from the PV and grid, are 58% are 42% respectively whereas, battery energy throughput is 59%. In the December month (i.e. worst month), energy contribution from PV and grid, are 9% are 91% respectively, and battery energy throughput is 7%. In the economic analysis, the initial capital cost of PV system has contribution of 53%, but over the considered project lifetime of 25 years, total PV system net present cost share is 35% of the total project NPC followed by the battery 25% and grid contribution 21%, controller 10% and I&C cost 9%. In this work, the techno-economic analysis results of micro-grid system are further compared for Indian and Norwegian climatic conditions. For Norwegian scenario, integration of PV and battery energy storage, reduced grid contribution by 38% whereas, for Indian scenario, integration of PV and battery energy storage help to reduce DG contribution from 12.7% to only 1 % and grid contribution from 83.7% to 51%. The average battery energy throughput for India and Norway varies 21 to 43% and 11 to 61% respectively.

PV based micro-grid system integrated with battery energy storage can be a solution to reduce the grid demand for institutional or commercial buildings. However, the impact of electricity tariffs dynamics on the operational performance of such micro-grid system is needed further investigation. In the Chapter 5, the impacts of the electricity energy tariffs on the Norwegian micro-grid system has been analyzed.
Chapter 5


5.1 Summary

In this Chapter, PV based micro-grid system, located in the selected geographical locations (e.g. India and Norwegian), has used for evaluating the techno-economic operational performance under market energy pricing dynamics. The energy management strategy has presented for minimization of annual generation cost with maximization of battery energy throughput with grid constraints as demand limits. Operational energy management strategies for micro-grid have evaluated for managing peak demand under market energy pricing dynamics. The impact of local grid buying and selling tariffs on geographically located micro-grid’s techno-economic operational performance have presented.

5.2 Introduction

The integration of PV system with battery has vast potential to function as a microgrid and fulfill the local load demand during islanding mode and as well as grid-connected mode. The operational performance of a PV-battery based microgrid can be enhanced with suitable energy management strategies, and it can also contribute to demand-side management considering grid constraints. In the past few years, several research studies [5.1-5.4] have been conducted, and these studies are mainly focused on technical sizing and performance evaluation of grid connected rooftop PV system, off-grid system, and hybrid energy systems for different geographical regions. The study presented in ref [5.1], analysed an ideal combination of a micro-hydro, photovoltaic, battery, and diesel generator to fulfill the electricity demand of rural village of Chamba District Himachal Pradesh in India however, this work has not included the sensitivity analysis of hybrid system with future energy tariffs. An optimization approach is used in ref [5.2], for

---

developing PV, wind and battery-based system for Kuala Terengganu, Malaysia whereas role of energy management strategy during grid outage conditions have not addressed. The cost-benefits analysis of grid-connected PV system has carried out in ref [5.3] considering the local climates, energy generation cost, emissions of the system, and return on investment. The study [5.3] has covered the impacts of PV system design the economics and environment however impacts of electricity energy tariffs on the techno-economic evaluation of the system has not covered. A techno-economic study of grid-connected PV system for residential and commercial consumers in Germany, Switzerland and Austria has presented in ref [5.4]. The paper [5.4] analysed the potential of rooftop PV for different consumers considering technological, economical, and geographical factors but dynamics of electricity pricing has not sufficiently covered. In the most of reviewed literatures [5.1-5.4], impact of electrical energy pricing dynamics on techno-economic performance of microgrid system and role of energy management techniques for peak demand saving have not sufficiently covered.

Within Europe, interest of PV and battery system are also growing in the Nordic countries, due to economics & environmental concerns. In the Nordic countries, industry, commercial and households’ consumers are seeking to reduce their electricity bills by integrating rooftop PV modules with batteries and it shows a vast prospective for peak load saving through PV based micro-grid integration [15]. Within the Nordic countries, Norway is using mainly hydroelectricity (i.e. 96%), but in the recent years PV market has grown up as the installed cumulative PV capacity in Norway has reached 119.8 MWp at the end of 2019, and it was only 15.3 MWp at the end of 2015 [5.5]. It indicates that the PV market has increased eightfold in the last five years. It is mainly due to National policy such as Plusskundeordningen, subsidy payouts for small solar PV installations [5.6]. The increasing PV penetration as well as energy market dynamics of the Norwegian system can contribute for local energy management for institutional systems to operate as microgrid. Some studies [5.7-5.10], have reported operation of PV based system in the Nordic climatic conditions. The performance evaluation of a grid-connected building integrated photovoltaic (BIPV) system in Norway has described with real functioning results in ref. [5.7]. In the study [5.7], integration of an appropriate battery storage with grid constraints, has been highlighted for improving the operational performance of the grid connected BIPV system however, impact of electricity energy tariffs on the operational energy management strategies has not been discussed. In the ref. [5.8], the economic
performance of BIPV system integrated with battery storage has assessed under electricity energy pricing and grid constraints for a residential household, but it has not sufficiently included the energy management strategies during dynamics of energy pricing. The study [5.9], has focused on grid tariffs rates for domestic customers with rooftop PV system of Norway and presented how different grid tariffs can influence the cost-benefits. The results of study presented in ref [5.9], have shown that grid power tariff can provide more economic benefits to the prosumer compare to the grid energy tariff. The performance assessment results of a 45 kWp grid-connected PV system in Norway has reported in ref [5.10]. The paper [5.10] highlights the growing interest in BIPV systems for residential homes as well as for larger industrial buildings, and also creates knowledge and valuable asset for planners in the building sector and grid operators. In the reviewed literatures [5.7-5.10], technical and economic performance assessment of the PV-battery based microgrid under electricity energy pricing dynamics have not significantly analyzed for their role of energy management strategy in peak demand reduction with grid constraints.

In Norway, electricity energy tariffs have mainly two components; electricity price and grid rent. Based on the type of customers, electricity energy tariffs are divided into three types of contracts [5.11]: (i) Fixed price contracts: In this type of contract, grid tariff is fixed, or associated with a fixed price route, are considered as fixed price contracts. (ii) Contracts tied to spot price: It includes contracts directly linked to the spot price in addition to the overhead charge or price ceiling. It has drawn from the elspot price [5.11]. (iii) Variable price contracts: In this category, price fluctuates during the year (e.g. quarterly), based on energy market demand. The electricity supplier is free to change any price but inform to the end user at least 14 days in advance. These price contracts have applied to domestic, industries, and commercial buildings. It has observed that the average price of electricity from the year 2015 to 2018 had risen from 0.18 NOK per kWh to 0.41 NOK per kWh, and it is 135% greater relate to the 2015 [5.12]. The annual variation of the electricity tariffs has shown in the Fig. 5.1.
The average energy price of summer and winter seasons of 2015 have increased by 211% and 88% respectively in the year 2018. Generally, average energy price of the summer period is lower compare to the winter period, but in the year 2018 the average energy of the summer season was 4.22% more compare to the winter season. The main reason to increase of energy price in the summer 2018 was the lack of rainfall in the year 2018 and therefore Norwegian hydropower generation was lower [5.13]. In addition to the load demand and electricity price’s pattern in Norway, there are challenges with the distribution of the solar irradiance over the year, as very good amount of solar irradiance has presented during the summer period, but very limited quantity has presented in the winter season [5.14].

There are several industries, institutional and commercial buildings which have lot of potential to integrate PV & battery storage and have their specific demand patterns. Such consumers need to take immediate action on how they can reduce their load demand or use any other source of energy based on the electricity energy pricings. Therefore, technical, and economic performance analysis of PV-battery based micro-grid system is essential for analyzing the effective usage of distributed energy sources and developing decentralized demand-side management techniques with grid constraints under dynamics of electrical energy pricing.

In this Chapter, the Skagerak Arena institutional energy system (as depicted in the Fig. 4.5), integrated with PV and battery storage, has been used for evaluating the techno-economic performance under market energy pricing dynamics. The key objective of this work is to maximize the usage of local energy resources through battery energy throughput considering peak demand, and to evaluate the techno-economic performance under dynamics of energy tariffs. In
this work, the impact of grid buying and selling tariffs on techno-economic performance of micro-grid have analyzed conspiring the energy management strategies. To analyze the impact of energy tariffs on the operation of the Soccer Club Skagerak Arena micro-grid system, different tariffs scenarios are considered. Since the average cost of electricity supply during the period 2015 to 2018 had increased from 0.18 NOK/kWh to 0.41 NOK/kWh (i.e. 135% high compare to the 2015) and annual variation of the electricity tariffs are shown in the Fig. 5.1. Therefore, it has assumed that the energy tariffs may vary from 100% to 200% and these variations are considered with 25% intervals (i.e. ‘Tariff 100%’, ‘Tariff 125%’, ‘Tariff 150%’, ‘Tariff 175%’ and ‘Tariff 200%’ as shown in the Fig. 5.2).

![Variation of Different Energy Tariff](image)

**Fig. 5.2** Variation of Different Energy Tariff

The chapter has divided into the mainly seven sections; the first section (i.e. Section 5.2) begins with introduction and considered electricity price for analysis. In the Section 5.3, performance evaluation of the micro-grid system has analyzed with operational energy management strategy under the different energy tariffs, institutional micro-grid at Skagerak Arena. The impacts of different cost components on the CoE, NPC and battery energy throughput, has presented in Section 5.4. Economic performance analysis of micro-grid system in the selected geographical location (i.e. India and Norway) has presented in the Section 5.5. Impacts on CoE of the micro-grid with different grid buying and selling prices for India and Norway has analyzed in the section 5.6. The key economic benefits with future opportunities for operating an institutional energy system as a micro-grid have concluded in the Section 5.7.
5.3 Energy Management Strategy for Micro-grid Operation

The energy management strategy is very important for improving economic performance and operation of micro-grid system. In this work, the main aim to formulate the energy management strategy is to reduce peak load demand from the grid and increase PV energy contribution through optimal battery energy usage. A minimization approach [5.16-5.17] has applied for minimizing the overall energy generation cost (i.e. f(cost)), and it has been explained through the Eq. (5.1). The cost function includes energy cost from grid, reduction in peak demand cost and battery energy cost. In the Eq. (4.1), if \( P_{\text{Grid}}(t)-P_{\text{PV}}(t) \) is positive (+ve) then \( E_{\text{Grid}}(t) \) is considered and \( E_{\text{Sell}}(t) \) will be zero whereas in case \( P_{\text{Grid}}(t)-P_{\text{PV}}(t) \) is negative (-ve) then \( E_{\text{Sell}}(t) \) is considered and \( E_{\text{Grid}}(t) \) will be zero.

\[
\min f_{(\text{cost})} = \sum_{t=1}^{T} \left[ \left[ \left( P_{\text{Grid}}(t) - (P_{\text{PV}}(t)) \right) \ast d(\Delta t) \right] \ast (E_{\text{Grid}}(t)) \right] \\
+ \left[ \left( P_{\text{PV}}(t) - P_{\text{Grid}}(t) \right) \ast d(\Delta t) \right] \ast E_{\text{Sell}}(t) \\
+ \left[ D_n(t) \ast (D_{\text{Grid}}(t)) \right] \\
+ \left[ (P_{\text{Bat}}(t) \ast d(\Delta t)) \ast (E_{\text{Bat}}) \right]
\]

Eq. (5.1)

where:

- \( P_{\text{Grid}}(t) \): Power bought from the grid at time \( t \)
- \( D_n(t) \): Grid electricity demand at time \( t \)
- \( D_{\text{Grid}}(t) \): Grid electricity demand price at time \( t \)
- \( E_{\text{Grid}}(t) \): Grid electricity buying price at time \( t \)
- \( E_{\text{Sell}}(t) \): Grid electricity buying price at time \( t \)
- \( d(\Delta t) \): Time duration
- \( P_{\text{Bat}}(t) \): Power from the battery at time \( t \)
- \( E_{\text{Bat}} \): Battery energy cost
- \( T \): Total cumulative time interval in a year

The upgraded system at Skagerak Arena is considered to operate in the grid-connected mode as well as in the islanding mode and therefore, PV, battery and the grid are operated with the constraints using the operational limits. The details of considered constraints are explained in the following sub-sections.
**Power Balance Through DERs**

The power from all DERs along with the grid at time (t) is expressed in the Eq. (5.2).

\[
P_{\text{Grid}}(t) + P_{\text{PV}}(t) + P_{\text{Dis}}(t) = P_{\text{Load}}(t) + P_{\text{Chg}}(t) + P_{\text{Sel}}(t) + P_{\text{Loss}}(t) \quad \text{Eq. (5.2)}
\]

In this work due to configuration of the micro-grid, energy generated from PV is directly fed into the grid without battery interface (i.e Chapter 4 Fig. 4.5). Institutional load is supplied through the grid with battery interface. For economic calculation, the energy system is considered as a unit and the net energy provided to the grid is taken as \( P_{\text{PV}}(t) - P_{\text{Load}}(t) \). It should be noted that battery discharging has taken as positive, whereas battery charging as negative. \( P_{\text{Load}}(t) \) and \( P_{\text{Loss}}(t) \) represent the total system’s load and power loss at time t.

**Power from PV Array**

The PV power output (\( P_{\text{out}} \)) has been calculated using solar radiation data from the US National Renewable Energy Laboratory (NREL) [5.18]. The PV power output (\( P_{\text{PV}}(t) \)) limits are given in Eq. (5.3).

\[
0 \leq P_{\text{PV}}(t) \leq \text{Max. } P_{\text{PV}}(t) \quad \text{Eq. (5.3)}
\]

The detail description of the annualized energy cost calculation of the PV array has presented in Appendix I.

**Battery Energy Storage**

The minimum SoC of the battery is taken as 20% and initial SoC to be 100%. The battery energy content has been calculated using Eq. (5.2) and it is expressed as battery energy throughput considering after charging and before discharging losses [5.15]. The battery energy content limits are given in Eq. (5.4), and it has been described through Eqs. (5.5) and (5.6) for charging and discharging respectfully. The charging and discharging efficiency of the battery are \( \eta_{\text{Chg}} \) & \( \eta_{\text{Dis}} \).

\[
\text{SoC}_{\text{min}} \leq \text{SoC}(t) \leq \text{SoC}_{\text{max}} \quad \text{Eq. (5.4)}
\]

\[
\text{SoC}(t + \Delta t) = \text{SoC}(t) + \eta_{\text{Chg}} \cdot P_{\text{Chg}}(t) \cdot \Delta t \quad \text{Eq. (5.5)}
\]
\[
\text{SoC}(t + \Delta t) = \text{SoC}(t) - \frac{P_{\text{dis}}(t) \cdot \Delta t}{\eta_{\text{dis}}} \quad \text{Eq. (5.6)}
\]

The key input battery parameters are ‘battery capacity’, ‘battery voltage’, ‘depth of discharge’, and ‘lifetime throughput’ have been explained in the Section 4.5 [5.19]. The detail description of the annualized energy cost calculation of the battery has been described in the Appendix I.

*Energy Management Strategy*

The modified energy management strategy (as shown in the Fig. 5.3) is used and implemented for evaluating performance of the energy system at Soccer Club’s Skagerak Arena. The main aim of the energy management strategy is to minimize the annual generation cost and maximize the battery energy throughput as well as to reduce the peak load demand from the grid.

As illustrated in the Fig. 5.3, the program starts at \( t=0 \) and it checked if grid maximum power limit is more than the load demand, the extra energy will be used to charge the battery (if \( \text{SoC}(t) < \text{SoC}_{\text{max}}(t) \)). However, if the maximum grid power limit is less comparing the load demand, then extra energy to meet the institutional load demand will be delivered by the battery (if, \( \text{SoC}_{\text{min}}(t) < \text{SoC}(t) \)).
In this work, energy supply selection from the DERs is based on the maximum peak demand limit for maximizing the local PV utilization and battery energy throughput, as well as minimizing the total energy generation cost of the system.

5.3.1 Results & Analysis of Micro-Grid with Increasing Tariffs

In this Section (i.e. Cases 5.a to 5.e), the impact of increasing electricity energy tariffs on the operational and performance of the micro-grid system, has evaluated. The considered electricity energy tariffs are increased with a rate 25% of the real time tariff of the year 2018. The Case 5.a, Case 5.b, Case 5.c, Case 5.d and Case 5.e represent the tariff scenarios of ‘Tariff @100%’, ‘Tariff @ 125%’, ‘Tariff @ 150%’, ‘Tariff @ 175%’ and ‘Tariff @ 200%’ respectively and they have shown in the Fig. 5.2. In this analysis, the grid tariff is assumed to be fixed for each case during the project lifetime period and it has considered in the market inflation rate. During the period of high energy tariff, the role of battery energy.
storage and role of energy management strategies become very critical. To get the maximum economic benefits from the micro-grid system, battery is considered to charge during non-peak hours. Therefore, it is necessary to use the battery power in the best manner, during peak demand hours, or grid electricity prices are high.

To analyze the role of battery energy storage during the different energy tariffs, a comparison of two scenarios is analyzed with Tariff @100% and Tariff @200%. In both scenarios, energy management strategy has been used for peak demand saving as well as for market energy tariffs. The energy contribution from PV, battery and grid at Tariff @100% and Tariff @ 200% are shown in the Figs. 5.4 and 5.5 respectively. It has been observed that in both Cases (i.e. 5.a & 5.e) PV and grid energy contribution didn’t change however, battery energy throughput increased in the Case 5.e.

![Fig. 5.4 Energy from PV, Grid and Battery @100% Tariff (Case 5.a)](image)

![Fig. 5.5 Energy from PV, Grid and Battery @200% Tariff (Case 5.e)](image)

It has been observed that with increase in the electricity energy tariffs, NPC and CoE of the micro-grid system have increased. The values of NPC and CoE
have increased by 14% when electricity energy tariff varies from 100% to 200%. It has been observed that increasing the grid tariffs, no changes have been appeared in the grid energy purchase and energy sold to the grid. It is assumed that if PV generation is more than load demand then additional energy will be used to charge the battery through grid and then remaining PV energy is considered to feed to the grid. It has been observed from Table 5.1 that battery energy throughput has increased by 3% with increase in grid tariff from 100% to 200% and there is no change in the battery energy throughput when tariff changes from 100% to 125%. The increase in the annual electricity bill has recorded by 116% with tariff changes from 100% to 200%. A variation of selected economic parameters with increase in the electricity tariffs have shown in the Table 5.1.

Table 5.1 Performance Results of Micro-grid with Different Grid Tariffs

<table>
<thead>
<tr>
<th>Performance parameters</th>
<th>Different Grid Tariff Rates</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>@100% (Case 5.a)</td>
<td>@125% (Case 5.b)</td>
<td>@150% (Case 5.c)</td>
<td>@175% (Case 5.d)</td>
<td>@200% (Case 5.e)</td>
</tr>
<tr>
<td>Net present cost (10^6 NOK)</td>
<td>56.6</td>
<td>4 (↑)</td>
<td>7 (↑)</td>
<td>11 (↑)</td>
<td>14 (↑)</td>
</tr>
<tr>
<td>CoE (NOK)</td>
<td>1.80</td>
<td>4 (↑)</td>
<td>7 (↑)</td>
<td>11 (↑)</td>
<td>14 (↑)</td>
</tr>
<tr>
<td>Total grid energy purchased (MWh)</td>
<td>1188</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total energy sold to the grid (MWh)</td>
<td>162</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total battery energy throughput (MWh)</td>
<td>54</td>
<td>0</td>
<td>1 (↑)</td>
<td>2 (↑)</td>
<td>3 (↑)</td>
</tr>
<tr>
<td>Annual bill (10^3 NOK)</td>
<td>420</td>
<td>29 (↑)</td>
<td>58 (↑)</td>
<td>87 (↑)</td>
<td>116 (↑)</td>
</tr>
</tbody>
</table>

The signs downward (↓) and upward (↑) indicate, percentage reduction and increment in the parameter’s value.

The changes in the battery energy throughput and CoE with different energy tariffs have shown in the Fig 5.6. It has been observed that when tariff is increased by 100% to 200% then battery energy throughput increased only 3% whereas CoE increased by 14%.
The monthly variation of electricity bill with different energy tariffs have shown in the Fig 5.7. In this work, the electricity bill is calculated based net energy buy from the grid. It has been observed that electricity bill in the winter season is 54% of the total electricity bill of the year and it is because as the PV generation is very low during winter season and therefore more grid energy is used for fulfilling the load demand. In the summer season PV generates 65% of the total annual energy generation and during this period if PV generation is more than load demand then extra energy is considered to feed into the grid.
A monthly variation of energy sold to the grid with different tariffs has shown in the Fig. 5.8. It has been observed that during summer season more energy is sold to the grid and it is 73% of the total annual energy sold to the grid. However, with increase in electricity tariffs doesn’t reflect any impacts on the electricity sold to the grid and it is observed that no change in the shape of the graph for electricity sold to the grid when tariff increased from 100% to 200%.

![Graph showing monthly variation of energy sold to the grid with different tariffs](image)

Fig. 5.8 Variation of Energy Sold to the Grid with Different Energy Tariffs

It has been observed that energy management strategy plays very crucial role to optimize battery operation during the different tariff scenarios. The optimal use of battery not only enhance the technical performance of the institutional micro-grid, but also improve the economic benefits. In future, the grid power supply may become more expensive as energy tariffs and demand charges are increasing specially for non-domestic consumers. Therefore this study will be useful for analyzing the battery’s techno-economic operational performance considering different electricity energy tariff scenarios. In the next section, impacts of the electricity selling price to the grid has been analysed and described in details.

5.3.2 Results & Analysis of Micro-grid with Different Selling Prices to Grid

In this study (i.e. Cases 5.f to 5.j), the impact of increasing electricity selling prices on the operation and performance of the micro-grid system, has evaluated. The considered electricity selling prices are increased with a rate 25% of the real time tariff of the year 2018. The Case 5.f, Case 5.g, Case 5.h, Case 5.i and Case 5.j represent the tariff scenarios of ‘Selling @100%’, ‘Selling @ 125%’, ‘Selling @ 150%’, ‘Selling @ 175%’ and ‘Selling @ 200%’ respectively and shown in the Fig. 5.2). During the period of high selling price, the role of battery energy storage and role of energy management strategies become very critical. To get the maximum economic benefits from the micro-grid system, battery is considered to
charge during non-peak hours. Therefore, it is necessary to use the battery power in the best manner, during peak demand hours, or grid electricity prices are high.

To analyze the role of battery energy storage during the different energy tariffs, a comparison of two scenarios is analyzed with Selling @100% and Selling @200%. In both scenarios, energy management strategy has been used for peak load saving as well as for market energy tariffs. The energy contribution from PV, battery, and grid @ Selling 100% and Selling @ 200% are shown in the Figs. 5.9 and 5.10 respectively. It has been observed that in both Cases (i.e. 5.f & 5.j) PV and grid energy and battery contribution did not change.

![Fig. 5.9 Energy from PV, Grid & Battery, Grid Selling Price @100% (Case 5.f)](image)

![Fig. 5.10 Energy from PV, Grid & Battery, Grid Selling Price @200% (Case 5.j)](image)

It has been observed that with increase in the electricity energy tariffs, NPC and CoE of the micro-grid system have decreased. The value of NPC and CoE is decreased by 2% when grid selling price varies from 100% to 200%. It has been observed that energy purchased from the grid has increased by only 1% with electricity selling price to grid varies from 100% to 200% because energy sold to
the grid is increased. It has been observed from Table 5.2 that there is not significant change in the battery energy throughput when selling price is increased from 100% to 200%. The reduction in the annual electricity bill is observed by 17% with tariff changes from 100% to 200%. A variation of selected economic parameters with increase in the grid selling price have shown in the Table 5.2.

Table 5.2 Economic Performance of Micro-grid with Different Selling Prices

<table>
<thead>
<tr>
<th>Performance parameters</th>
<th>Changes in percentage as compare to grid selling price @100%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>@100% (Case 5.f)</td>
</tr>
<tr>
<td>Net present cost (10^6 NOK)</td>
<td>4.28</td>
</tr>
<tr>
<td>CoE (NOK)</td>
<td>1.35</td>
</tr>
<tr>
<td>Total grid energy purchased (MWh)</td>
<td>1197</td>
</tr>
<tr>
<td>Total energy sold to the grid (MWh)</td>
<td>174</td>
</tr>
<tr>
<td>Total battery energy throughput (MWh)</td>
<td>42414</td>
</tr>
<tr>
<td>Annual bill (10^3 NOK)</td>
<td>420</td>
</tr>
</tbody>
</table>

The signs downward (↓) and upward (↑) indicate, percentage reduction and increment in the parameter’s value.

The changes in the battery energy throughput and CoE with different energy tariffs have shown in the Fig 5.11. It has been observed that when grid selling price is increased by 100% to 125%, CoE does not change whereas CoE decreased by only 2% when grid selling has change to 200%. The analysis also reveals that in the near future if grid energy price further increased (i.e. 200%) then micro-grid configuration need to be modified so that attractive financial returns could be achieved.

Fig. 5.11 CoE and Battery Energy Throughput with Different Grid Selling Prices
The monthly variation of electricity bill with different grid selling price have shown in the Fig 5.12. In this work, the electricity bill is calculated based on net energy buy from the grid. It has been observed when grid selling price is @200% then electricity bill in the winter season 79% of the total electricity bill of the year and it is because as the PV generation is very low during winter season and therefore more grid energy is used for fulfilling the load demand. In the summer season PV generates 65% of the total annual energy generation and during this period more PV generation has fed into the grid as grid selling price is high.

Fig. 5.12 Monthly Electricity Bill with Different Grid Selling Prices

A monthly variation of energy sold to the grid with different grid selling price is shown in the Fig. 5.13. It has been observed that during summer season more energy is sold to the grid and it is 72% of the total annual energy sold to the grid. It has been observed that increased in the grid selling price from 100% to 200%, increase the total energy sold to the grid by 4%.

Fig. 5.13 Energy Sold to the Grid with Different Grid Selling Prices
It has been observed that increased in the grid selling price, maximum generated PV energy has feed into the grid as selling electricity to the grid provides more economic values.

5.4 Impact of PV, Battery, and Energy Tariff on the CoE

The economic performance of the micro-grid very much depends on the different cost components e.g. PV, battery, power conditioning devices and energy tariffs etc. However, the cost of PV, battery and grid tariff represent significant share of the net present cost therefore impacts of PV, battery cost and grid energy tariffs on CoE are analyzed with multiplier factors of 0.5, 1, 1.5 and 2. Here, the multiplier factor ‘1’ represents the base case scenario having component cost as described in Case 5.a therefore change in the CoE with multiplier factor ‘1’ is zero. The multiplier factor ‘0.5’, ‘1.5’ and ‘2’ represents that the components costs are ‘0.5’, ‘1.5’ and ‘2’ times respectively compare to the Case 5.a. In the Fig 5.14, ‘BBx0.5’, ‘BBx1’, ‘BBx1.5’ and ‘BBx2’ are representing battery cost with multiplier factors of ‘0.5’, ‘1’, ‘1.5’ and ‘2’ respectively. In this analysis 100% of battery capacity is used for peak load saving.

It has been analyzed from the Fig. 5.14 that multiplier factor 0.5 for PV (PVx0.5), battery (BBx0.5) and unit factor for energy tariff (Tariffx1) reduce the CoE by 42% whereas with multiplier factor ‘2’ for PV (PVx2), battery (BBx2) and energy tariff (Tariffx2) increased the CoE by 105%.

To analyze the impact of energy tariff on the CoE, multiplier factor is kept ‘1’ for PV (PVx1) and battery (BBx1) whereas the multiplier factor of energy tariff is changed from 1 (Tariffx1) to 2 (Tariffx2). It has been observed that changing tariff multiplier factor from 1 (Tariffx1) to 2 (Tariffx2), CoE is increased by 27%. Similarly, to analyze the impact of battery cost on the CoE, multiplier factor is kept ‘1’ for PV (PVx1) and energy tariff (Tariffx1) whereas the multiplier factor of battery cost is changed from 1 (BBx1) to 2 (BBx2) and 0.5 (BBx0.5). It has been observed that changing multiplier factor of battery cost from 1 (BBx1) to 2 (BBx2) and 0.5 (BBx0.5), CoE is increased by 53% and decreased by 27% respectively. In the same way, the impact of PV cost on the CoE has been analyzed and therefore multiplier factor is kept ‘1’ for battery (BBx1) and energy tariff (Tariffx1) whereas the multiplier factor of PV cost is changed from 1 (PVx1) to 2 (PVx2) and 0.5 (PVx0.5). It has been observed that changing multiplier factor of PV cost from 1 (PVx1) to 2 (PVx2) and 0.5 (PVx0.5), CoE is increased by 31% and decreased by 15%
respectively. It indicates that battery cost has more impact on the CoE as compare to the PV and energy tariff.

Fig. 5.14 Variation of CoE with PV, Battery and Grid Tariffs

5.5 Economic Performance Analysis for Micro-grid System in India and Norway at Selected Geographic Locations

The economic performance analysis of the institutional system without and with PV and battery integration (i.e. operating as micro-grid) has already described in the Chapter 2 (i.e. Section 2.5) and Chapter 4 (i.e. Section 4.5). In this Section a comparison of Cases 2.b and 4.b for India and Norway respectively are presented in the Table 5.3. In Case of India, integration of solar PV and battery energy storage in the institutional energy system and operating it as a micro-grid, reveals improvement in all economic parameters. It has been observed that CoE, NPC, peak demand, grid contribution and DG contribution are reduced by 48%, 48%, 10%, 45% and 93% respectively and 45% saving in the annual electricity bill is achieved. However, in Case of Norway, peak demand and grid contribution are reduced by 8% and 38% respectively and 21% saving on the electricity bill is achieved. It has been observed that CoE and NPC are increased by 62% and 78% respectively for Norway. Due to grid outage situation in India, there is significant DG contribution initially (i.e. 12.7% in Case 2.a) which has reduced to 1% (Case 2.b whereas in Norway grid is quite stable and reliable and integration of PV and battery energy storage, reduces that grid contribution and electricity bill but cost
of PV and battery energy storage contribute major role in increasing the CoE and NPC. In both scenarios (India and Norway), it has been observed that a PV based micro-grid system can help in reduction in peak energy demand from the grid and significant saving in the energy bill.

Table 5.3 Economic Performance of the Case 2.b and Case 4.b

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Parameters</th>
<th>India</th>
<th>Changes compare to Case 2.a (%)</th>
<th>Norway</th>
<th>Changes compare to Case 4.a (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>CoE (*€/kWh)</td>
<td>0.076</td>
<td>48 (↓)</td>
<td>0.123</td>
<td>62 (↑)</td>
</tr>
<tr>
<td>2.</td>
<td>Net present cost (10^6€)</td>
<td>0.26</td>
<td>47 (↓)</td>
<td>3.85</td>
<td>78 (↑)</td>
</tr>
<tr>
<td>3.</td>
<td>Peak demand(kW)</td>
<td>45</td>
<td>10 (↓)</td>
<td>965</td>
<td>8 (↓)</td>
</tr>
<tr>
<td>4.</td>
<td>Annual grid to total generation ratio (%)</td>
<td>48</td>
<td>45 (↓)</td>
<td>62</td>
<td>38 (↓)</td>
</tr>
<tr>
<td>5.</td>
<td>Annual PV to total generation ratio (%)</td>
<td>51</td>
<td>No PV in Case 2.a</td>
<td>38</td>
<td>No PV in Case 4.a</td>
</tr>
<tr>
<td>6.</td>
<td>Annual DG to total generation ratio (%)</td>
<td>1</td>
<td>93</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>7.</td>
<td>Annual battery energy throughput to total generation (%)</td>
<td>33</td>
<td>No battery in Case 2.a</td>
<td>38</td>
<td>No battery in Case 4.a</td>
</tr>
<tr>
<td>8.</td>
<td>Annual energy sold to the total generation ratio (%)</td>
<td>4</td>
<td>No grid sell in Case 2.a</td>
<td>9</td>
<td>No grid sell in Case 4.a</td>
</tr>
<tr>
<td>9.</td>
<td>Annual DG fuel consumption (Litre)</td>
<td>407</td>
<td>93 (↓)</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>10.</td>
<td>Annual electricity bill (10^3€)</td>
<td>7.62</td>
<td>45(↓)</td>
<td>152</td>
<td>21(↓)</td>
</tr>
</tbody>
</table>

*1 Euro (€) = 86.04 INR and 1 Euro (€) = 10 NOK

The signs downward (↓) and upward (↑) indicate, percentage reduction and increment in the parameter’s value.

5.6 Impacts on CoE of the Micro-grid System with Different Grid Buying and Selling Prices in India and Norway Geographical Locations

The impacts on the CoE with different buying and selling price to grid has been analyzed in the Chapter 3 (Section 3.4 and 3.5) and Chapter 5 (Section 5.3.1 and 5.3.2). In this section, percentage changes in the CoE with grid buying and selling tariffs for India and Norway climatic zones has been analyzed in the Figs. 5.15 and 5.16 respectively. It has been observed that while increasing the grid buying price from 100% to 200%, increase in the CoE for India and Norway are 172% and 114% respectively. The impact on the CoE is much higher in case of India as compare to the Norway climatic zones. This is because of the fact that in
India, grid has major contribution (72%) of the total net present value of the micro-grid system followed by the battery (11%), solar PV (10%), DG (4%) and system converter (3%) (Chapter 2, Table 2.5).
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Fig. 5.15 Changes on CoE with Different Grid Buying Prices

It has been observed that while increasing the grid selling price from 100% to 200%, decrease in the CoE for India and Norway are 108% and 102% respectively. The impact of the grid selling price on the CoE is quite small as compare to the grid buying price but its impacts on CoE is still higher in India. In Case of Norway, over the 25 years project lifetime, PV system cost is only 35% of the total project cost followed by the battery 25%, grid 21%, controller 10% and I&C cost 9% (Chapter 4, Section 4.6).
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Fig. 5.16 Changes on CoE with Different Selling Price to Grid
A comparison of micro-grid system components cost for India and Norway have shown in the Fig. 5.17. It has been observed that over the project lift time of 25 years, percentage cost contribution of different components in the micro-grid system varies significantly. The share of solar PV system cost for India and Norway’s are 10% and 39% of total net present cost of the micro-grid system whereas share of battery cost for India and Norway are 11% and 27% of the total net present cost of the system. In this work, the installation and commission cost has been distributed into the different components (i.e. PV, battery, controller), for comparing the different components’ cost. The performance assessments of all cases presented in this chapter have been tested with the ‘Homer Pro’ tool. In case of India, DG cost contribution is 4% of the total net present cost of the micro-grid system however DG cost is not applicable for Norway. The share of grid cost for India and Norway are recorded 72% and 21% respectively of the total cost of the micro-grid system.

5.7 Conclusions

In this work, an operational energy management strategy for micro-grid has been presented and evaluated for maximizing the local energy resources utilization with contemplation of peak demand under energy pricing dynamics. It has been observed that with increase in the electricity energy tariffs, NPC and CoE of the micro-grid system have increased. The value of NPC and CoE is increased by 14% when electricity energy tariff varies from 100% to 200%. It has been observed (i.e. Table 5.1) that battery energy throughput is increased by 3% with increase in tariff from 100% to 200% and there is no change in the battery energy throughput observed when tariff changes from 100% to 125%. The increase in the annual electricity bill is observed by 116% with tariff changes from 100% to 200%.
It has been observed that with increase in the electricity selling price to grid, NPC and CoE of the micro-grid system have decreased. The value of NPC and CoE is decreased by 2% when grid selling price varies from 100% to 200%. It has been observed that energy purchased from the grid is increased by only 1% when electricity selling price to grid varies from 100% to 200% because energy sold to the grid is increased. It has been observed from Table 5.2 that there is not significant change in the battery energy throughput when selling price from 100% to 200%. The reduction in the annual electricity bill is observed by 17% with grid selling tariff changes from 100% to 200%.

While comparing the economic results of India and Norway, it has been observed that CoE, NPC, peak demand, grid contribution and DG contribution are reduced by 48%, 48%, 10%, 45% and 93% respectively, and 45% saving in the annual electricity bill is achieved. However, PV based micro-grid system in Norwegian case, peak demand and grid contribution are reduced by 8% and 38% respectively and 21% saving on the electricity bill. It has been observed that CoE and NPC are increased by 62% and 78% respectively for Norway. Also, it has been observed that the impact on the CoE is much higher in case of India as compare to the Norway climatic zones as grid cost contribution of the total net present value of the micro-grid system for India and Norway are 72% and 21% respectively.
6. PV based Micro-Grid Hosting Capacity and Voltage Quality Analysis within a Distributed Network

6.1 Summary

In this chapter, solar photovoltaic hosting capacity within the electrical distribution network is estimated, by considering different operational constraints within the acceptable limits. Some of the network operational parameters (e.g. voltage, and voltage with loading) are analyzed and their acceptable limits are used as constraints, while determining the hosting capacity at different network buses. It is observed that with the increasing photovoltaic penetration, some of the network buses can be reached up to maximum hosting capacity, and impacting the network operation (e.g. bus voltages, line loading). To maintain the network buses’ voltage within acceptable limits, reactive power-voltage based droop control is implemented in the photovoltaic conditioning devices to test the dynamics of network operation. The results are verified using experimental setup of digital real-time simulator and power hardware-in-loop. The results show that implementation of droop control reduced the maximum voltage rise from 9% to 4% in the considered case. Also, this study is analyzed operational performance of a mesh and radial type electrical distribution network with photovoltaic penetration. It is observed that the cumulative effect of mesh type network along with droop control strategy can further improve the voltage profile with increasing photovoltaic penetration. The results from this work are going to be useful for finding the photovoltaic hosting capacity within a distribution network, and implementation of droop control strategy in the power conditioning devices for keeping the network operational parameters within the specified limits.

6.2 Introduction

Over the last 15 years, the production volume of photovoltaic system (PV) has expanded with a compound annual growth rate of over 40 %, and it makes the PV industry one of the fastest growing in the world. [6.1]. Most of the PV generation units are distributed in nature and connected within low or medium voltage distribution networks. Due to limitations of the electrical energy distribution network, an appropriate PV capacity can be incorporated at different
buses for keeping the operational parameters within the acceptable limits without making any significant modifications in the existing distribution network [6.2]. The PV capacity at nodes of electrical distribution network is going to impact on operational parameters (e.g. bus voltages, line loadings, reverse current flow, short circuit current, etc.).

The PV hosting capacity (HC) can be analyzed in two categories: (i) based on network performance and load characteristics and (ii) based on network operational parameters for future planning and expansion of electrical network. The network operational parameters (e.g. bus overvoltage, line overloading, power quality etc..) need to be critically evaluated for estimating PV HC at different nodes of distribution network. In ref [6.2], the PV hosting capacity within electrical distribution network has analyzed at different buses considering only the rated PV capacity, but PV output and simultaneous load profile at a particular bus has not considered. An approach to improve PV HC based on reactive power control strategy has presented in ref [6.3], but it has not included load flow analysis with simultaneous penetration of PV capacity at different nodes. Probabilistic approach-based method for PV HC has presented in ref [6.4] considering worst-case scenario (i.e. maximum PV and low load), but network operational parameters have not analyzed. The placement of distributed generation within the network has evaluated through power quality (harmonic distortion) in the ref [6.5], but the HC at individual buses with loading impacts have not analyzed. The PV HC within the electrical distribution network have evaluated using Monte Carlo probabilistic technique in ref [6.6] with random PV placements, but it has not provided analysis on individual buses. The distribution network operational parameters (e.g. bus overvoltage, line overloading, power quality, etc.) are going to impact the PV HC [6.7-6.8]. Therefore, it is very essential to analyze PV HC within the distribution network at different nodes with simultaneous PV and load profiles.

The operational parameters can be managed within the prescribed limits through appropriate embedded control strategies in the PV power conditioning devices. In ref [6.9], phasor measurement analysis has reported for PV system, but potential mitigation techniques have not elaborated. A PV penetration study has conducted by the Department of Energy ‘s SunShot Program [6.10] and reported the voltage at the PV plant has surpassed at maximum PV generation and has presented a mitigation technique.

Another, PV impacts study, for urban LV network in Sri Lanka, has presented in ref [6.11]. The results of the study [6.11], endorsed that the maximum rise in
feeder voltage observed in the daytime when energy demand is low and maximum solar radiation is available, but mitigation technique have not sufficiently tested in real time conditions by using digital real-time simulator (DRTS) and power hardware-in-loop (PHIL) method. In ref [6.12], the major impacts of PV integration have been presented for power quality issues, protection relays etc. but daily load and generation profiles have not considered. An optimal centralized coordinated voltage control algorithm in PV inverter has tested and validated using PHIL configuration method for a low voltage distribution network [6.13]. The operational performance of standard droop control techniques of PV inverters has investigated during the transition to islanded operation from grid connected mode [6.14] and the results showed that PHIL simulation of local control on the benchmark system substantiate the suitability of the proposed real-time simulation approach. To address the voltage quality problems some countries have implemented technical solutions at the device level (i.e. PV inverter). For example, in Germany, to overcome over-voltage events, from January 2012, a fixed limitation of the active power (i.e. 70% of the nominal peak-output power of the PV system) feed-in by each PV system has become mandatory [6.15]. Similarly, some other alternative solutions to curtailment of active power by domestic load shifting, to increase local consumption, and energy storage are discussed in ref [6.16]. To improve the power factor of three phase inverter PV inverter, a reactive power control technique has proposed in ref [6.17-6.18]. Different techniques e.g. active power curtailment, reactive power compensation and energy storage, for addressing voltage quality challenges due to high PV penetration have presented in the ref [6.19].

However, penetration of PV has also been increasing through PV based microgrid and it has not been sufficiently addressed in the reviewed literatures [6.20-6.22]. Based on the above-mentioned key issues / challenges, three main objectives are formulated in this chapter. The first objective is to estimate the HC at different buses of the distribution network with voltage and loading as constraints, by considering average daily solar generation and load profiles. The second objective is to analyze the impact of high PV penetration on the selected buses of the distribution network, using DRTS and power hardware in-loop PHIL method. And the third objective of this paper is focused on testing possible mitigation techniques (i.e. reactive vs. voltage droop control) to mitigate the voltage quality problems during high PV penetration. To analyze the test results, various parameters have been recorded e.g. voltage at bus terminals, line loading,
transformer loading, active and reactive power of the inverter and power flow at each bus terminal. The experimental work has been carried out at the ‘Smart grids Research Unit of the Electrical and Computer Engineering School (Smart RUE) of the National Technical University of Athens’.

Performance analysis of distributed network without PV integration and HC analysis of the distributed network have been evaluated using DIgSILENT, in the Sections 6.3 and 6.4, respectively. In the Section 6.5, impact of high PV penetration into the distribution network have been tested and analyzed using DRTS and PHIL testing method. A reactive power versus voltage (Q-V) droop control technique have been implemented in PV inverter. The DRTS and PHIL testing setup are described in the Section 6.6. In the Section 6.7, mesh network has been used, and a cumulative impacts of droop control techniques in a mesh network has studied. Results are concluded in the Section 6.8.

6.3 Distributed Network Without PV Integration (i.e. Case 6.a)

6.3.1 System Description

In this work, a typical medium voltage (MV) distribution network (i.e. CIGRE electrical network) [6.23] has been considered, and its schematic is shown in the Figure 6.1. The technical details of transformers, cable's line length, voltage current rating, resistance, inductance, load type and power factor are taken from ref [6.23]. The considered distribution network consists of two feeders (i.e. 1 and 2) and they are connected separately with transformers (i.e. T_1 and T_2 each with rated capacity 25 MVA at 110kV/20kV). The network consists of 14 buses (i.e. B_1 to B_{14}), in which buses B_1 to B_{11} are connected to feeder 1, and buses B_{12} to B_{14} with the feeder 2. To compare and analyze the results of distribution network, all 14 buses are categorized into the three Groups e.g. A, B and C. Group A represents buses B_1 to B_6, Group B buses include B_7 to B_{11}, whereas Group C represents buses B_{12} to B_{14}.

There are total 12 lines (i.e. L_{1-2}, L_{2-3}, L_{3-4}, L_{4-5}, L_{5-6}, L_{7-8}, L_{8-9}, L_{9-10}, L_{10-11}, L_{11-12}, L_{12-13} and L_{13-14}) and these lines are also categorized in Group A, B and C e.g. lines L_{1-2}, L_{2-3}, L_{3-4}, L_{4-5} and L_{5-6} are in Group A, lines L_{7-8}, L_{8-9}, L_{9-10}, L_{10-11} and L_{11-12} are in Group B, and lines L_{12-13}, L_{13-14} in the Group C. There are three switches (i.e. S_1, S_2 and S_3) which can be used to create a mesh type electrical network.
A typical load profile of a day is used to evaluate the performance of distribution network, and its illustration has shown in the Fig. 6.2. The daily load profile for all the buses has considered same however, maximum load demands are varied for different buses and values of the maximum load have taken from ref [6.23]. The apparent power for buses $B_1$: 12.71 MVA ($12.44 + j 2.53$), $B_2$: (0), $B_3$: 0.30 MVA ($0.27 + j 0.12$), $B_4$: 0.22 MVA ($0.22 + j 0.05$), $B_5$: 0.37 MVA ($0.36 + j 0.09$), $B_6$: 0.28 MVA ($0.27 + j 0.07$), $B_7$: 0.08 MVA ($0.07 + j 0.04$), $B_8$: 0.48 MVA ($0.47 + j 0.12$), $B_9$: 0.61 MVA ($0.59 + j 0.15$), $B_{10}$: 0.46 MVA ($0.44 + j 0.13$), $B_{11}$: 0.27 MVA ($0.26 + j 0.07$), $B_{12}$: 11.99 MVA ($3.17 + j 11.56$), $B_{13}$: 0.04 MVA ($0.03 + j 0.02$), and $B_{14}$: 6.71 MVA ($6.48 + j 1.73$).

In the selected distribution network, the nominal bus voltage (i.e. 20 kV line to line (1 p.u.)), maximum active load (i.e. 12.44 MW) and maximum reactive load (i.e. 2.53 MVAr), have considered as 1 p.u. (i.e. 12.70 MVA). The load profile has been considered to cover two scenarios; the first includes minimum load and
maximum PV generation and in the second scenario, maximum load, and minimum PV generation. It has been observed from a typical daily load profile that the minimum load demand is 0.10 p.u. and it is appeared during the night-time (i.e. 00:00 hours to 01:00 hours), however, the maximum load demand of 0.90 p.u. has been observed in the morning (i.e. 08:00 hours to 09:00 hours) as well as during the evening (i.e. from 19:00 hours 20:00 hours).

![Typical Load Profile](image)

**Fig. 6.2 A Typical Load Profile**

**6.3.2 Results & Analysis for Case 6.a**

The Case 6.a represents, when PV is not integrated into the distribution network, and the switches $S_1$, $S_2$ and $S_3$ are in the open conditions. The distribution network has studied using the D IgSILENT Power Factory [6.24]. In the Group A, voltage of the six buses (i.e. $V_1$ to $V_6$) and % loading (of the rated capacity of the power line) on the of five lines (i.e. $L_{1-2}$, $L_{2-3}$, $L_{3-4}$, $L_{4-5}$ and $L_{5-6}$) are shown in the Figs. 6.3 & 6.4 respectively. In the considered distribution network, bus $B_1$ represents as slack bus and its voltage is stable as compared to all other buses within the network. It has been observed from the Fig. 6.3 that the bus voltage of all six buses (i.e. $V_1$ to $V_6$) never goes below than 0.98 p.u., however maximum voltage of buses has reached to the 1 p.u. The lowest voltage has been appeared during the peak demand’s hours (i.e. 08:00 hours to 09:00 hours and 19:00 hours to 21:00 hours). It has noticed that the buses voltages do not violate the defined voltage regulation criteria (i.e. $0.90 \leq V_i \leq 1.10$).
In the Group A, the maximum line loading has recorded 9%, for the lines L1-2 and L2-3, whereas loadings of the remaining lines (e.g. L3-4, L4-5 and L5-6) have been below 4% throughout the day. It has been clearly observed that the line loading graph follows the same characteristics as the load demand curve shown in the Fig. 6.2.

In the Group B, voltages of the five buses (i.e. V7 to V11), and loading of the five lines (i.e. L7-8, L8-9, L9-10, L10-11 and L3-8) are shown in the Figs. 6.5 & 6.6 respectively. It has been observed that the voltage of buses (i.e. V7 to V11) never goes lower than 0.97 p.u. The lowest bus voltages are appeared during the peak demand’s hours (i.e. 08:00 hours to 09:00 hours and 19:00 hours to 21:00 hours), and the maximum voltage has been recorded 1 p.u. All the buses don’t violate the defined voltage regulation criteria (i.e. 0.90 ≤ Vi ≤ 1.10).
In the Group B, the maximum line loadings are recorded 4% and 5% for the lines L_{8-9} and L_{3-8} respectively whereas, loadings of the remaining lines (e.g. L_{7-8}, L_{9-10} and L_{10-11}) are remained below 3% throughout the day. The loading of line L_{3-8} is influenced by the load connected at the buses 7, 8, 9, 10 and 11, and therefore loading of line L_{3-8} is higher as compare to the other lines loading. It has been observed from the Fig. 6.6 that the line loadings are under the defined limit (i.e. 100%).

In the Group C, voltage of three buses (i.e. V_{12}, V_{13} and V_{14}) and loading of two lines (i.e. L_{12-13} and L_{13-14}) are shown in the Figs. 6.7 & 6.8 respectively. It has been observed from the Fig. 6.7 that the bus V_{12} represents as slack bus of the feeder 2 and its bus voltage is quite stable (i.e. 0.98 < V_{12} < 1.0). However, voltages at buses V_{13} and V_{14} varies between 0.97 to 0.99 p.u. The lowest voltage 0.97 p.u. is recorded for bus V_{14} during the peak demand hours (i.e. 08:00 hours to 09:00 hours and 19:00 hours to 21:00 hours).
In the Group C, the maximum line loading is recorded 18% for the lines L_{12-13} and L_{13-14}. The loads connected at both feeders 1 and 2 are the almost same however, in case of feeder 1, the total load is placed at 11 buses (i.e. B_1 to B_{11}), and in feeder 2, load has been connected at the three buses (i.e.B_{12}, B_{13} and B_{14}) therefore maximum line loading of feeder 2 is twice (i.e. 18%) as compare to the feeder 1 (i.e. 9%).

Fig. 6.8  Variation of Line loadings of Group C of Case 6.a

The variation of transformer loadings (i.e.T_1 and T_2) of typical day are shown in the Fig. 6.9. The maximum loading of transformer T_1 and T_2 (i.e. power loading) are recorded 29% and 34% respectively however, minimum loading for both transformers are in between 3-4% during the night-time (i.e. 00:00 hours to 01:00 hours). The average daily energy loading of transformer T_1 and T_2 have been noted 17% and 20% respectively.
The results of Case 6.a show that for the considered load profile, distributed network does not violate any voltage and overloading conditions. It indicates that distributed network has capacity to integrate solar PV based micro-grid, but how much PV can be connected to the distribution network depends on HC of the network.

In this chapter, the HC of the distributed network has been assessed using the DIgSILENT Power factory [6.24], and then impacts of the PV integration within the distribution network has analysed using DRTS and PHIL simulation method. The HC of the individual bus in the distribution network has been estimated so that appropriate capacity of PV could be connected to the distribution network without violating the network operational constraints.

### 6.4 Hosting Capacity Analysis within a Distributed Network

In this work, HC has been estimated for two scenarios, in the first scenario (i.e. HC₁) only voltage parameter is considered as constraint, however in the second scenario (i.e. HC₂) voltage and as well loading (i.e. line and transformer loading) are taken as constraints. The methodology for estimating the hosting capacity is given in the subsequent section.

#### 6.4.1 Methodology for Estimating PV Hosting Capacity

This work has investigated HC of a distribution network considering a typical daily load profile and as well as PV generation profile. The selected constrains and objective function are described in Eqs. (6.1) to (6.6) for estimating the maximum HC at any of the 14 buses within distributed network. The considered main variables are PV capacities, voltage at bus terminals, line current, active and reactive line power flow, active and reactive power exchange with the
upstream grid. As the HC depends on the load, therefore different peak load demands are considered at different buses within the distribution network. An optimization technique [6.24] is used to calculate the maximum HC. In a ‘n’ bus network system, the maximum hosting capacity of a bus within the network is given by Eq. (6.1).

$$PV_{\text{max}}(X_n) = \text{Max} \ PV(X_n, t) \quad \text{Eq. (6.1)}$$

$$0.90 \leq V_n(t) \leq 1.0 \quad \text{Eq. (6.2)}$$

$$0 \leq T_{R1}(t) \leq 0.80 \quad 0 \leq T_{R2}(t) \leq 0.80 \quad \text{Eq. (6.3)}$$

$$I_{jk}^{\text{min}} \leq I_{jk}(t) \leq I_{jk}^{\text{max}} \quad \text{Eq. (6.4)}$$

$$P_{n}^{L,\text{min}} \leq P_{n}^{L}(t) \leq P_{n}^{L,\text{max}} \quad \text{Eq. (6.5)}$$

$$Q_{n}^{L,\text{min}} \leq Q_{n}^{L}(t) \leq Q_{n}^{L,\text{max}} \quad \text{Eq. (6.6)}$$

where:

$$\text{DG}_{\text{Max}}(X_n, t):$$ Maximum hosting capacity of bus ‘n’ at time t

$$V_n(t):$$ Voltage of bus terminal ‘n’ at time t

$$I_{jk}(t):$$ Loading of line jk at time t

$$T_1(t) \& T_2(t):$$ Transformers loadings at time ‘t’

$$P_{n}^{L}(t):$$ Active load connected to the bus ‘n’ at time t

$$Q_{n}^{L}(t):$$ Reactive load connected to the bus ‘n’ at time t

The flow chart of proposed methodology for estimating HC at a bus within the distribution network has shown in the Fig. 6.10. To estimate the HC at bus within the network, initial conditions are set up e.g. maximum load connected to the different buses, load profile, voltage limits, lines current carrying capacity, transformer loadings. Initially, minimum PV capacity (i.e. 1% of transformer capacity) is allocated at a bus ‘n’ and it is increased in steps, until it does not violate the defined conditions as given in the Eqs. (6.2-6.6). In this study, the network behavior is analyzed for entire day (i.e. 24 hours) and it mainly covers two circumstances; (i) voltage rise problem due to low load demand and high PV generation (ii) loading problem due to high demand and high generation. The proposed methodology estimated the HC of individual bus for a typical daily load profile, is illustrated in the Fig. 6.10.
6.4.2 PV Hosting Capacity Estimation

In this work, HC has been estimated for two different scenarios, in the first scenario (i.e. HC\(_1\)) only voltage parameter is considered constraint however, in the second scenario (i.e. HC\(_2\)) voltage as well loading of lines are taken as constraints. In the Table 6.1, hosting capacities (i.e. HC\(_1\) and HC\(_2\)) of the individual bus with most impacted line and bus are given. The parameter ‘most impacted bus / line due to voltage or loading constraints’ reveals that the HC of a bus is limited by that component within the distribution network. In case of HC\(_1\), bus voltage is the limiting component for all 14 buses as only ‘voltage’ parameter is constraint in this scenario. It has been observed that the B\(_{10}\) is the most impacted bus for estimating the HC of B\(_1\), and B\(_{10}\), however, B\(_{14}\) is most impacted bus when HC is estimated for bus B\(_{12}\) & B\(_{14}\). In other words, we can say that increasing PV at buses B\(_1\) and B\(_{10}\), highly influence the voltage of bus B\(_{10}\), and similarly increasing PV at bus B\(_{12}\) & B\(_{14}\) showed maximum impact bus voltage of B\(_{14}\). The values of HC examined in the both the cases and shown in the Table 6.1.
Table 6.1 Hosting Capacity of Each Bus in a Distribution Network

<table>
<thead>
<tr>
<th>Bus No.</th>
<th>With only voltage as constraint</th>
<th>With voltage and loading as constraints</th>
<th>Changes in HC2 as compare to HC1(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HC1 (MW)</td>
<td>HC2(MW)</td>
<td>Most impacted bus due to voltage constraint</td>
</tr>
<tr>
<td></td>
<td>Most impacted bus / line due to voltage and loading constraints</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>80.66 B10</td>
<td>32.46 T1</td>
<td>60↓</td>
</tr>
<tr>
<td>2</td>
<td>46.42 B2</td>
<td>19.81 L1-2</td>
<td>57↓</td>
</tr>
<tr>
<td>3</td>
<td>14.93 B3</td>
<td>14.93 B3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>13.60 B4</td>
<td>13.60 B4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>12.54 B5</td>
<td>12.54 B5</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>10.17 B6</td>
<td>10.17 B6</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>6.59 B7</td>
<td>6.59 B7</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>7.97 B8</td>
<td>7.97 B8</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>7.69 B9</td>
<td>7.69 B9</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>7.06 B10</td>
<td>7.06 B10</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>6.81 B11</td>
<td>6.81 B11</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>80.82 B14</td>
<td>33.54 T2</td>
<td>59↓</td>
</tr>
<tr>
<td>13</td>
<td>84.66 B12</td>
<td>20.52 L12-13</td>
<td>76↓</td>
</tr>
<tr>
<td>14</td>
<td>39.82 B14</td>
<td>21.46 L13-14</td>
<td>46↓</td>
</tr>
</tbody>
</table>

The signs downward (↓) and upward (↑) indicate, percentage reduction and increment in the parameter’s value.

Fig. 6.11 Hosting Capacity without and with Loading

The illustration of HC1 and HC2 are shown in the Fig.6.11. In the Feeder 1, HC2 of buses B1 and B2 have decreased by 60% and 57% respectively as compare to HC1 however, there is no change in the hosting capacities of remaining buses.
In the Feeder 1, it has been observed that the hosting capacity (i.e. HC₁) of only bus B₁ highly impacted by voltage of bus B₁₀ whereas as hosting capacity (i.e. HC₁) of remaining buses B₂ and B₁₁ have been regulated by their own bus voltages. In the Feeder 2, hosting capacity (i.e. HC₂) of buses B₁₂ and B₁₃ and B₁₄ have decreased by 59%, 76% and 46% respectively as compare to HC₁. It has been observed that the HC of buses B₁₂, B₁₃ and B₁₄ have been highly impacted by the loading of transformer T₂, line L₁₂-₁₃ and line L₁₃-₁₄ respectively. It shows that loading has significant impact on finding the hosting capacity at a bus within a distribution network.

The maximum value of HC₂ has been estimated 32.46 MW at Bus B₁ in feeder 1 however, in the feeder 2 maximum HC₂ is 33.54 MW at bus B₁₂. In this work, only feeder 1 is considered for further analysis purpose, and the impact of PV penetration has been analyzed. In the next section, performance of distribution network is evaluated with PV integration at buses B₇, B₈, B₉, and B₁₀ and bus voltage, line loadings and transformer loadings are analyzed using DRTS and PHIL method.

6.5 Impact of PV Penetration into the Distribution Network (i.e. Case 6.b)

In the Section 6.4, the maximum hosting capacity (only a bus at a time) is estimated for 14 buses (i.e. Fig. 6.11). In this analysis, selected buses (i.e. B₇, B₈, B₉, and B₁₀) of Group B are considered for integrating PV because the hosting capacity of these buses falls in the lowest range (i.e. 6.6 to 7.9 MW) as compare to other groups (Group A and Group C). In addition, HC of these buses (i.e. B₇, B₈, B₉, and B₁₀) of Group B don’t change for both the cases (i.e. HC₁ and HC₂). Also, limitation of testing setup for carrying out PHIL experiments, HC of selected buses (i.e. B₇, B₈, B₉, and B₁₀) of Group B represents suitable range and therefore the individual hosting capacity of buses B₇, B₈, B₉, and B₁₀ has exploited for distributing the PV capacity among these buses.

In this study, 7 MW capacity of solar PV system is distributed into the feeder 1 (i.e. B₇, B₈, B₉, and B₁₀). At B₇, B₉, and B₁₀, 2 MW of PV system is connected on each bus using RTDS. Due to physical limitations of the testing setup, 1 MW of PV system is connected at B₈ through PHIL testing setup. It has been represented in the Fig. 6.12 and explained in the next Section.
6.5.1 Testing Setup

To analyze the impact of high PV penetration into the distribution network, PHIL testing setup is used as shown in the Fig. 6.12. A PV simulator is used to generate characteristics e.g. irradiance, maximum power point, temperature etc. The output of PV simulator is connected to the DC side of the 3 kW PV inverter. The output of the 3 kW PV inverter (AC side) has been further connected through a linear four-quadrant power amplifier which was upscaled inside DRTS to 1 MW of PV power output at B₈. The communication between the DRTS and the PV inverter is performed via a communication interface which consists of analogue and digital input/output modules and a real-time target (RTT) computer [6.25]. The I/O modules communicate through EtherCat protocol with the RTT, which in turn interfaces these signals directly connected with the MATLAB Workspace.

A battery energy storage of 1 MWh (using DRTS) has been integrated with the B₈. The power output of the battery has been controlled through a pre-defined profile of PV+ Battery (in DRTS) as shown in the Fig. 6.13. In the study, battery charging, and discharging have been taken negative (-) and positive (+) signs, respectively.
6.5.2 Results and Analysis of Case 6.b

The PV simulator generates its own voltage and current characteristics based on the given input profile. The output of physical PV inverter is controlled using the PV simulator during the experiment, whereas the other PV system and loads obtained their respective curves from the MATLAB and simulated using DRTS. The PV simulator is synchronized with MATLAB, so that all the PV inverters (i.e. one PHIL and other three simulated in DRTS) follow the same irradiance profile. The results of the PHIL testing are compared with the base case scenario (Case 6.a) and presented in the subsequent section.

In the Group A, voltage of six buses (i.e. V₁ to V₆) and loading of five lines (i.e. L₁-2, L₂-3, L₃-4, L₄-5 and L₅-6) are shown in the Figs. 6.14 & 6.15 respectively. It has been observed from the Fig. 6.14. that the bus voltages (i.e. V₁ to V₆) never goes below 0.98 p.u. however, the maximum voltage reached to the 1.05 p.u. The lowest voltage has appeared during the peak demand’s hours in the nighttime (i.e. 20:00 hours to 21:00 hours). It has been observed that integration of PV at buses B₇, B₈, B₉, and B₁₀, improves the voltage profile during the morning peak hours (i.e. 08:00 hours to 09:00 hours). The minimum voltage during the daytime has been increased from 0.98 p.u. (i.e. Case 6.a) to 0.99 p.u. (Case 6.b). However, during the peak sunshine hours the maximum voltage is raised by 5%, as compare to the Case 6.a. It has been observed that in the different circumstance’s buses’ voltages do not violate the defined voltage regulation criteria (i.e. 0.90 ≤ Vᵢ ≤ 1.10).
Fig. 6.14 Variation of Bus Voltages of Group A of Case 6.b

The line loading of Group A has been presented in Fig. 6.15. It has been observed that the maximum line loading is recorded 34% (i.e. 25% higher as compare to Case 6.a) for the lines L1-2 and L2-3. And loadings of the remaining lines (e.g. L3-4, L4-5 and L5-6) are below 2% throughout the day. It indicates that PV system, connected to the buses B7, B8, B9, and B10 doesn’t affect the line loading of L3-4, L4-5 and L5-6 as these lines are connected with a separate string to the bus B3 and therefore line loadings are remained within the defined limit.

Fig. 6.15 Variation of Line Loading of Group A of Case 6.b

In the Group B, voltage of five buses (i.e. V7 to V11) and loading of five lines (i.e. L7-8, L8-9, L9-10, L10-11 and L3-8) are shown in the Figs. 6.16 & 6.17 respectively. The maximum bus voltages (i.e. V7 to V11) are recorded and it is 9% more (i.e. 1.09 p.u.) as compare to the Case 6.a. However, minimum bus voltage is noted 0.98 p.u. during night-time (i.e. 19:00 hours to 21:00 hours). It has been observed that although, the voltage of five buses (i.e. V7 to V11), are within the
defined voltage regulation criteria (i.e. \(0.90 \leq V_i \leq 1.10\)), but due to further increase of the PV capacity, it may violate the voltage regulation.

![Variation of Bus Voltages of Group B of Case 6.b](image)

In the Group B, the maximum line loading of lines \(L_{3-8}\) and \(L_{8-9}\) has been recorded 33% (i.e. 28% higher as compare to the Case 6.a) and 21% (i.e. 17 % higher as compare to Case 6.a) respectively. However, loadings of the remaining lines (e.g. \(L_{7-8}\), \(L_{9-10}\) and \(L_{10-11}\)) are below 11% throughout the day. The loading of line \(L_{3-8}\) is influenced by the load connected to the buses (i.e. \(B_7\), \(B_8\), \(B_9\), \(B_{10}\) and \(B_{11}\)) and therefore, loading of line \(L_{3-8}\) is high as compare to the other line loading (i.e. \(L_{7-8}\), \(L_{9-10}\) and \(L_{10-11}\)). It has been observed from the Fig. 6.17 that the all lines (except \(L_{10-11}\)) follow the PV generation curve, but as no PV is connected to the bus \(B_{11}\) so loading curve of line \(L_{10-11}\) does not influence by PV. It has also been observed that the line loadings are within the defined limit (i.e. \(\leq 100\%\)).

![Variation of Line Loadings of Group B of Case 6.b](image)
In the Group C, three buses (i.e. B_{12}, B_{13} and B_{14}) and two lines (i.e. L_{12-13} and L_{13-14}) are connected to feeder 2, but no PV is integrated with this feeder. Therefore, bus voltages (i.e. V_{12}, V_{13} and V_{14}) and line loadings (i.e. L_{12-13} and L_{13-14}) are not affected in this case. The bus voltages (i.e. V_{12}, V_{13} and V_{14}) and line loadings (i.e. L_{12-13} and L_{13-14}) follow the same characteristics as shown in the Figs 6.7 & 6.8 respectively.

The variation of transformer loadings (i.e. T_1 and T_2) of a typical day, has shown in the Fig. 6.18. Loading of transformer T_1 during the daytime (i.e. 09:00 hours and 18:00 hours) has been reduced from 29% (i.e. Case 6.a) to 19%, whereas maximum loading during the night-time (i.e. 19:00 hours to 21:00 hours) is the same as the base case scenario (i.e. Case 6.a). It has been observed that integrating PV system into the feeder 1, the transformer loading T_1 is reduced as generated PV power is injected into the grid as well as to meet the local load demand. The average energy loading of transformer T_1 has also reduced from 17% (i.e. Case 6.a) to 14%. The loading of transformer T_2 does not change as PV is not connected with feeder 2 and it represents the same characteristics as shown in the Fig. 6.9 (i.e. Case 6.a).

![Transformer Loading Chart](image.png)

**Fig. 6.18** Variation of Transformers Loading of Case 6.b

In this section, PV system is integrated at the buses B_7, B_8, B_9 and B_{10} and its impact into the other buses, lines and transformer’s loading are analyzed. The major impacts of PV integration are observed into the bus voltages and line loadings. It has been observed that the bus voltages (i.e. V_7 to V_{11}) in the feeder 1 has increased by 9% and maximum loading of line L_{3-8} is increased by 28% as compare to the Case 6.a. The average loading of transformer T_1 has been reduced.
by 3% and there is no change in the loading of transformer T2. It has been clearly observed that integrating more PV at the buses (i.e. B7, B8, B9 and B10), there may be further increase in the bus voltages and violate the defined voltage regulation criteria. Therefore, it is essential to implement appropriate mitigation techniques to address the voltage rise problem within the distribution network.

In the next section, Q-V droop control strategy has been implemented into the PV inverter using power hardware in-loop the test bed. A comparative analysis has carried out without and with droop strategies in the Section 6.6.

6.6 Impact of Q-V Droop Control Strategy using DRTS and PHIL Methods (i.e. Case 6.c)

In this section, the application of the droop control concept has been explored to improve the voltage profiles so that more PV could be connected to the distribution network. In this work, Q-V droop control strategy has been implemented into the PV inverter, and as well as into the battery’s control system. The Q-V droop control corrects voltage errors in the network by injecting or absorbing reactive power as a result of changes to the nominal voltage. The extent of the inverter’s response is based on the configured parameters of the droop controller, i.e. the voltage dead-bands, $Q_{\text{min}}$ and $Q_{\text{max}}$ as shown in Fig. 6.19. The fixed voltage change Q-V droop characteristic has been considered in this work and droop control strategy has been used into the hardware PV inverter to test the dynamics of the system in real time conditions based on a PHIL setup as shown in the Fig. 6.12. The QV droop control strategy has also been used into the other PV systems (PV7, PV9 and PV10), connected into the buses B7, B9 and B10 and it has same characteristics as considered for PV8.

![Fig. 6.19 The Q-V Droop Characteristics](image)
After implementing the Q-V droop control strategy, reactive power contribution from the PV systems (i.e. PV7, PV8, PV9 and PV10) and battery at bus B8, have been recorded and their values are shown in the Fig. 6.20. It has been observed that reactive power support has been provided during the daytime when voltage rise problem has been appeared within the network. The reactive power absorption from the PV10 is maximum, however, PV7 and PV8 have the lowest reactive power absorption. Since the PV8 has absorbed enough reactive support to improve the voltage rise issues therefore the reactive power contribution from the battery energy storage is almost zero. The improvement in the voltage profiles compared with results obtained from the Section 6.5 (i.e. Case 6.b) and the groupwise results and analysis are presented in the subsequent section.

![Graph showing reactive power from PV connected at B7, B8, B9, and B10](image)

**Fig. 6.20 Reactive Power from PV Connected at B7, B8, B9 and B10**

### 6.6.1 Results and Analysis of Case 6.c

In the Case 6.c, PV has been integrated at buses B7, B8, B9 and B10 network and Q-V droop control strategy has been implemented. The output of the PV inverter has been controlled using the PV simulator, whereas the simulated PVs and loads obtained their respective curve values from MATLAB. The PV simulator was synchronized with MATLAB, so that all PV inverters (i.e. PV7, PV8, PV9 and PV10) follow the same irradiance profile. The results obtained from Case 6.c are analyzed in the subsequent section.

In the Group A, voltage of six buses (i.e. V1 to V6) and loading of five lines (i.e. L1-2, L2-3, L3-4, L4-5 and L5-6) are shown in the Figs. 6.21 & 6.22 respectively. It has been observed from the Fig. 6.21. that the maximum bus voltage is reduced from 1.05 p.u. (i.e. Case 6.b) to 1.02 p.u. and voltages of all six buses (i.e. V1 to
$V_6$) never goes below than 0.99 p.u. The lowest voltage of 0.99 p.u. has been appeared during the peak demand’s hours (i.e. 19:00 hours to 21:00 hours). It indicates that voltage profile has been improved by implementing the droop control strategy with the PV inverter.

Fig. 6.21 Variation of Bus Voltages of Group A of Case 6.c

It has been observed from the Fig. 6.22 that the loading curve follow the same characteristics as shown in the Fig. 6.15 (Case 6.b). The maximum line loading is observed 35% (i.e. 1% higher than of Case 6.b) for the lines $L_{1-2}$ and $L_{2-3}$, whereas, maximum loadings of the remaining lines (e.g. $L_{3-4}$, $L_{4-5}$ and $L_{5-6}$) are almost same as of Case 6.b and it remains below 2% throughout the day.

Fig. 6.22 Variation of Line Loading of Case A of Case 6.c

In the Group $B$, voltage (p. u.) of five buses (i.e. $V_7$ to $V_{11}$) and loading of five lines (i.e. $L_{7-8}$, $L_{8-9}$, $L_{9-10}$, $L_{10-11}$ and $L_{3-8}$) are shown in the Figs. 6.23 & 6.24. In Case of 6.b, the maximum voltage rise issues are observed in the buses ($B_7$, $B_8$, $B_9$, and $B_{10}$) but after implementing Q-V droop control strategy the maximum voltage is reduced from 1.09 p.u. to 1.04 p.u. The droop control strategy
implemented through RTDS and PHIL method at B<sub>8</sub> test bed has been verified. And on the remaining buses (i.e. B<sub>7</sub>, B<sub>9</sub>, B<sub>10</sub>), the Q-V characteristics are implemented through RTDS. It has been observed that the Q-V droop control strategy can help in improving the voltage profile during high PV penetration scenario.

![Fig. 6.23 Variation of Bus Voltages of Group B of Case 6.c](image)

In the Group B, it has been observed from the Fig. 6.24 that the loading curve follow the same characteristics as for Case 6.b (i.e. Fig. 6.17). The maximum loading of lines L<sub>3-8</sub> and L<sub>8-9</sub> for Case 6.c are recorded 35% and 22% respectively, and these line loadings are only 1% higher than compare to Case 6.b (without Q-V droop control). And there is no significant change observed for loadings of the remaining lines (e.g. L<sub>7-8</sub>, L<sub>9-10</sub> and L<sub>10-11</sub>), and it remains below 12% throughout the day. A small increase in the line loading have been appeared due reactive power support provided by the PV inverters.

![Fig. 6.24 Variation of Line Loadings of Group B of Case 6.c](image)
In the Group C, three buses (i.e. B\textsubscript{12}, B\textsubscript{13} and B\textsubscript{14}) and two lines (i.e. L\textsubscript{12-13} and L\textsubscript{13-14}) are connected with feeder 2 and no PV has integrated with this feeder, therefore the bus voltages (i.e. V\textsubscript{12}, V\textsubscript{13} and V\textsubscript{14}) and line loadings (i.e. L\textsubscript{12-13} and L\textsubscript{13-14}) have not affected in this case. The bus voltages (i.e. V\textsubscript{12}, V\textsubscript{13} and V\textsubscript{14}) and line loadings (i.e. L\textsubscript{12-13} and L\textsubscript{13-14}) follow the same characteristics as shown in the Figs 6.7 & 6.8 respectively.

The variation of transformer loadings (i.e. T\textsubscript{1} and T\textsubscript{2}) of a typical day, is shown in the Fig. 6.25. The loading characteristics of transformer T\textsubscript{2}, do not change as PV has not connected with feeder 2 and it represents the same characteristics as shown in the Fig. 6.9 (i.e. Case 6.a). However, maximum loading of transformer T\textsubscript{1} during the morning peak load hours (i.e. 08:00 hours and 09:00 hours) is increased by 1% compare to the Case 6.b (without Q-V droop control strategy), whereas maximum loading during the night peak hours (i.e. 19:00 hours to 21:00 hours) is same as of Case 6.b. The average daily energy loading of transformer T\textsubscript{1} has increased from 14% (Case 6.b) to 15%.

![Variation of Transformers Loading of Case 6.c](image)

In this section, PV system is integrated to the buses B\textsubscript{7}, B\textsubscript{8}, B\textsubscript{9} and B\textsubscript{10} and Q-V droop control strategy has been implemented in all inverters at all buses for improving the voltage profiles. It has been observed that by implementing the Q-V droop control strategy, maximum bus voltage has been reduced from 1.09 p.u. to 1.04 p.u. The average loading of lines and transformers have increased by only 1% with Q-V droop control strategy. It has been clearly observed that by implementing the Q-V droop control strategy more PV can be integrated at the buses (i.e. B\textsubscript{7}, B\textsubscript{8}, B\textsubscript{9} and B\textsubscript{10},) and PV can be used to meet the local load demand.

In this section the voltage rise problem has been addressed by using the Q-V droop control strategy. However, the CIGRE distribution network also has a
potential to operate as mesh network by connecting both the feeders through switch S₁. This study is further extended to analyze the impacts high PV penetration on the mesh type distribution network and its results are compared with the radial network (Case 6.c PV integration with QV droop) and presented in the next section.

6.7 Impact of PV Penetration within Mesh Network (Cases 6.d & 6.e)

The switch S₁ is important as it is connected between both the feeders, therefore a mesh network could be created by closing switch S₁. In this section a mesh network has been formed and two experiments (i.e. Cases 6.d and 6.e) are carried out. In the Case 6.d, the distribution network configuration is same as the Case 6.b but switch S₁ is closed. Whereas in the Case 6.e the distribution network configuration is the same as Case 6.c and switch S₁ closed. It means that the Case 6.d has analyzed the impacts of only radial network formation (S₁ closed) during high PV penetration however in the Case 6.e, cumulative impacts of Q-V droop control strategy as well as formation of radial network (S₁ closed) has analyzed. In order to conduct the experiment, same methodology has used as explained in the Sections 6.4. The groupwise results are analyzed and discussed in the subsequent section.

6.7.1 Comparison of Cases 6.d and 6.e with 6.b

In the Group A, the voltage of six buses (i.e. V₁ to V₆) for Cases 6.d and 6.e, are shown in the Figs. 6.26 and 6.27 respectively. In the Case 6.b, the maximum voltage rise of Group A in the feeder 1 is noted 1.05 p.u. (refer Fig. 6.14) and it reduced to 1.04 p.u. when distribution network is converted to a radial network (Case 6.d) as shown in the Fig. 6.26. However, in the Case 6.e, the cumulative effect of radial network as well as Q-V droop control strategy reduced maximum voltage from 1.05 p.u. (Case 6.b) to 1.02 p.u. It shows that Q-V droop control strategy and mesh network formation, together effectively improve the voltage profiles of the distribution network.
The maximum change in the loading of lines L_{1-2} and L_{2-3} are observed in the Group A therefore a comparison of only line loading L_{2-3} for the Case 6.b, Case 6.d and Case 6.e are considered for analysis purpose, and it is shown in the Fig. 6.28. It has been observed from the Fig. 6.28 that the line loading of line L_{2-3} follows the same characteristics for all three cases (i.e. Case 6.b, 6.d and 6.e) however, maximum loading of line L_{2-3} for Case 6.d and Case 6.e are reduced from 33% (i.e. Case 6.b) to 15% and 16% respectively. It indicates that creating mesh network also reduce the overall line loading of feeder 1.
In the Group B, the bus voltages (i.e. V\textsubscript{7} to V\textsubscript{11}) for both cases 6.d and 6.e, are shown in the Figs. 6.29 and 6.30 respectively. In the Case 6.b, the maximum voltage rise in the feeder 1 is noted 1.09 p.u. (refer Fig. 6.16) and it has reduced to 1.05 p.u., when distribution network is converted to a radial network (Case 6.d) as shown in the Fig. 6.29. However, in the Case 6.e, the cumulative effect of radial network as well as Q-V droop control strategy reduced maximum voltage from 1.09 p.u. (Case 6.b) to 1.03 p.u. It shows that Q-V droop control strategy and mesh network formation, together effectively improves the voltage profiles of the distribution network.
The maximum changes in the loading of line L₃₋₈ has been observed in the Group B therefore a comparison of only line loading L₃₋₈ for the Cases 6.b, Case 6.d and Case 6.e are considered for analysis purpose and shown in the Fig. 6.31. It has been observed from the Fig. 6.31 that the loading of line L₃₋₈ follows the same characteristics for all three cases (i.e. Cases 6.b, 6.d and 6.e) however, maximum loading of line L₃₋₈ for Case 6.d and Case 6.e has reduced from 33% (i.e. Case 6.b) to 6.7% and 7% respectively. It indicates that creating mesh network, reduce the overall line loading of feeder 1.

In the Group C, bus voltages (i.e. V₁₂, V₁₃ and V₁₄), for both cases 6.d and 6.e, are shown in the Figs. 6.32 and 6.33 respectively. In the Case 6.b, the maximum voltage rise of the B₁₄ in the feeder 2 is noted 0.99 p.u. (refer Fig. 6.7) and it is increased to 1.01 when radial distribution network is converted to a mesh.
network (Case 6.d) as shown in the Fig. 6.32. The cumulative effect into the bus voltage $B_{14}$, due to mesh network as well as Q-V droop control strategy (Case 6.e) don’t make significant change on the bus voltage $V_{14}$ (Fig. 6.33).

The loading of the lines $L_{12-13}$ and $L_{13-14}$ in the Group C are almost same therefore a comparison of only line loading $L_{13-14}$ for the Case 6.b, Case 6.d and Case 6.e are considered for analysis purpose and shown in the Fig. 6.34. It has been observed from the Fig. 6.34 that the loading of line $L_{13-14}$ follows the characteristics as for the Cases 6.d and 6.e but it different for Case 6.b. The maximum line loading for the Case 6.b is observed during the morning peak hours (i.e. 08:00 hours to 09:00) and evening peak hours (20:00 hours to 21:00 hours) and it is 18%. In the Case 6.d and 6.e, the maximum line loading is shifted to the peak sunshine hours (i.e.13:00 hours) and its value for Cases 6.d and 6.e are 16% and 17% respectively. The average line loading for the Cases 6.d and 6.e are reduced from 11% (Case 6.b) to 7% and 8% respectively.
The loading of transformer $T_1$ for the Cases 6.b, 6.d and 6.e, are in the Fig. 6.35. By connecting both feeders together through switch $S_1$, transformer loading $T_1$ is also changed for the Case 6.d and Case 6.e as compared to the Case 6.b. The maximum transformer loading of $T_1$, during morning peak hours (i.e. 08:00 hours to 09:00 hours) increased from 15% (Case 6.b) to 20% and 20% for Cases 6.d and Case 6.e respectively. However, maximum transformer loading of $T_1$ of Case 6.b, during the night peak hours (20:00 hours to 21:00 hours) only decreased by 1% for Cases 6.d and Case 6.e. The transformer loading $T_1$, during the peak sunshine hours (i.e. 13:00 hours) is decreased from 19% (Case 6.b) to 11% and 10% for Case 6.d and Case 6.e respectively. The average daily energy loading of transformer $T_1$ for the Cases 6.b, 6.d and 6.e is same and it is 14%. 

**Fig. 6.34 Line Loading of L_{13-14} for Cases 6.b, 6.d and 6.e**

**Fig. 6.35 Loading of Transformer $T_1$ for Cases 6.b, 6.d and 6.e**
The loading of transformer $T_2$ for the Cases 6.b, 6.d and 6.e, are shown in the Fig. 6.36. The maximum transformer loading of $T_2$ of Case 6.b, during the morning peak hours (i.e. 08:00 hours to 09:00 hours) is decreased from 34% to 27% for Cases 6.d and 6.e however maximum transformer loading of $T_2$ of Case 6.b, during the night peak hours (19:00 hours to 21:00 hours), decreased by only 1% for Cases 6.d and 6.e. The transformer loading $T_2$, during the peak sunshine hours (i.e. 13:00 hours) is decreased from 6% (Case 6.b) to 2% and 4% for Case 6.d and Case 6.e respectively. The average transformer loading of $T_2$ for the Cases 6.b is 20% and for the Cases 6.d and 6.e, is 17% for each. It indicates, by connecting feeder through Switch $S_1$, transformer loading $T_2$ reduced by 3%.

![Graph: Transformer Loading for Cases 6.b, 6.d and 6.e]

**Fig. 6.36 Loading of Transformer T2 for Cases 6.b, 6.d and 6.e**

### 6.8 Conclusions

In this chapter, PV hosting capacity within a distribution network has been estimated considering network operational parameters (i.e. voltage, power line loading). The load variations and simultaneous PV outputs at different buses have been considered for a typical selected CIGRE network. The PV hosting capacity has been varied on selected buses of the network to maintain the network operational parameters within the prescribed limits. In case 1 (i.e. $HC_1$), voltage constraint has been used for a typical daily load and PV profiles to analyze the PV hosting capacity on the selected buses. Also, the case 2 (i.e. $HC_2$) has considered voltage and power line loading variations to evaluate the impact of PV hosting capacity on the selected buses. It has been observed that by considering voltage and loading as constraints, the PV hosting capacity (i.e. $HC_2$), at buses $B_1$, $B_2$, $B_{12}$, $B_{13}$ and $B_{14}$ of the selected network has reduced by more than 50% compared to
the case when only voltage has taken as constraint (i.e. HC\textsubscript{1}). It has been observed that the network operational constraints have significant impact on the PV hosting capacity within the network.

This work has examined the impacts of PV system integration at selected buses of feeder 1 using the digital real time simulator and power hardware in loop testing method. The results show that the maximum bus voltages (i.e. V\textsubscript{7} to V\textsubscript{11}) in the feeder 1 has increased by 9% during the peak sunshine hours (i.e. 13:00 hours), when 2 MW of PV has connected to each buses B\textsubscript{7}, B\textsubscript{9} and B\textsubscript{10} and 1 MW of PV at bus B\textsubscript{8}. Moreover, the maximum line loading (i.e. L\textsubscript{1-2} and L\textsubscript{2-3}) has increased by 24% as compare to the base case scenario (i.e. Case a, no PV integrated). The integration of PV at feeder 1 also affect loading curve of transformer T\textsubscript{1}. It has been observed that the average loading of transformer T\textsubscript{1} has reduced from 17% (i.e. Case 6.a, no PV integrated) to 14% (i.e. Case 6.b, with PV integration) however, loading of transformer T\textsubscript{2} has not changed as no PV connected to the feeder 2.

The voltage rise problem due to integration of PV has addressed by using the Q-V droop control strategy into the PV inverter. It has been observed that by using the QV droop control strategy (i.e. Case 6.c) into the PV inverter the maximum bus voltages (i.e. V\textsubscript{7} to V\textsubscript{11}) in the feeder 1 has reduced to 1.05 p.u. from 1.09 p.u. (Case 6.b, without QV droop control); however, no significant changes have observed in the line loading and as well transformer loadings. In this work, operational performance of the mesh type network has compared with the with the radial network specially during high PV penetration scenario. It has been observed that the cumulative effect of mesh type network along with QV droop control strategy can further improve the voltage profile during high PV penetration scenario.

The presented results are going to be useful for electricity distribution companies, industries, and policy makers for analyzing impacts of high PV penetration into the distribution network for future grid operation or grid reinforcement planning. This work is going to contribute on analyzing operational risk scenarios with high PV penetration and to implement mitigation technique (e.g. QV droop functionality) with further investigation on power quality.
7. Conclusions

The operational performance of the grid connected micro-grid system is influenced by many factors e.g. techno-economic sizing, appropriate energy management strategy, geographical locations, grid constrains and electricity energy pricing dynamics. To make renewable energy based micro-grid system more reliable, efficient, and economically viable, it is imperative to consider a holistic approach and look into all these factors for design and operation of the micro-grid system. The identified challenges in the state-of-art section and the key research objectives have been addressed appropriately in the thesis. The obtained results are concluded as:

- The techno-economic sizing of renewable energy based distributed generators for operating as a micro-grid is necessary. It is important to analyze techno-economic performance for a grid connected renewable energy (e.g. PV) based micro-grid reliability. In this work, a typical case of Indian institutional energy system (i.e. Sections 2.3 & 2.4), is considered for analyzing techno-economic sizing of PV based micro-grid components. It has been observed that the operation of techno-economic sized PV based micro-grid can reduce the local energy cost by 48% and the grid supply reduction by 45%.

- Appropriate energy management strategies for operation of renewable energy based micro-grid can improve the techno-economic performance of micro-grid system even during the non-expected grid outage conditions. In this work, PV based energy system is integrated with techno-economic sizing of distributed generator(s) and battery energy storage for operating micro-grid during the grid outage period. In the considered typical case (i.e. Section 2.4), the integration of PV and battery energy storage with distributed generator in the institutional energy system can reduce the distributed generator energy contribution from 12.7% to only 1% of the institutional energy demand. In this work, typical energy management operational scenario(s) (i.e. Sections 2.3 and 2.4), with minimization of energy cost, have been evaluated, and it has been found that the annual electricity bill can be reduced by 45% with renewable energy fraction of 49% considering typical daily grid outage period.
• The techno-economic performance of micro-grid can be significantly controlled through the appropriate energy management strategy for maximizing the use of local energy resources through battery energy throughput. In the considered typical case (i.e. Section 3.2), an energy management strategy (Section 3.3) has presented and it has contributed in increase of annual battery energy throughput by 9.5% for maximizing use of local energy resources, and reduction in the local energy generation cost by 8%.

• The electricity energy pricing dynamics has significant influence on economic performance of the grid-connected micro-grid system. In the considered typical case(s) (i.e. Sections 3.4. and 3.5); if the grid tariff is doubled and grid selling tariff is at normal value; then the local energy generation cost can be increased by 71.6%. And; if the grid selling tariff is doubled, but grid tariff is at normal value; then the local micro-grid energy generation cost can be reduced by 8%.

• Geographical locations and local grid conditions have significant influence on techno-economic performance of renewable energy (e.g. PV) based micro-grid. In this study, two typical geographical locations, from tropical and Nordic climates, are compared (i.e. Sections 4.7) for PV based micro-grid system operation with local electrical energy tariff changes. The annual specific energy output from PV system has been 36% more at selected Indian location compare to the Norwegian location.

• The regional energy pricing market has considerable impact on energy economic performance of PV based micro-grid. The considered typical cases of two geographical regions (Section 5.6) are evaluated for some grid tariff scenarios, and it has observed that if the grid tariff is doubled, but the grid selling tariff is at normal value, then the micro-grid energy generation cost can be increased by 71.6% and 14% for Indian and Norwegian cases respectively.

• The distributed power network analysis is studied for finding the maximum penetration of PV based micro-grid (i.e. hosting capacity study). PV hosting capacity within the distribution network is affected by the technical constraints (e.g. voltage or/and loading of the power lines, etc.). In this study, a typical CIGRE network has used for PV hosting capacity analysis and typical case(s) of only voltage constraint and voltage-loading constraint
conditions are compared. The PV hosting capacity of buses $B_1$, $B_2$, $B_{12}$, $B_{13}$ and $B_{14}$ (i.e. Section 6.4.2) are reduced by 60%, 57%, 59%, 76% and 46% respectively, with voltage-loading constraint conditions compared to only voltage constraint. It is concluded that voltage-loading constrains should be used, while estimating the hosting capacity of PV based micro-grid within the distribution network.

- The increasing penetration of PV based micro-grid system can influence the voltage quality within the distribution network, and the voltage variations are related to the incident solar radiation. In the considered scenario (i.e. Section 6.5), the voltage variation (i.e. $V_7$ to $V_{11}$) in the Feeder 1 has increased up to 9%, and the maximum line loading (i.e. $L_{1-2}$ and $L_{2-3}$) increased up to 24%, compare to the base scenario (i.e. Section 6.3).

- Use of reactive power vs. voltage (Q-V) droop control technique in the PV inverter can be quite effective for improving the voltage profile within the distributed network. In the considered scenario (i.e. Section 6.6), Q-V droop control technique has incorporated in the PV inverters using power hardware-in-loop method of the real-time digital simulator (RTDS). The maximum voltage changes have been observed on some of the buses (i.e. $V_7$ to $V_{11}$). The bus voltages have been reduced from 1.09 p.u. to 1.04 p.u. after implementing the Q-V droop control technique in the PV inverters.

The presented results conclude that appropriate techno-economic sizing of the grid connected renewable energy-based micro-grid system is required to improve the technical and economic performance. The role of energy management strategy becomes very important to enhance the local energy participation through battery energy throughput for making the micro-grid system more reliable and efficient, even during the grid outage conditions. The geographical locations and regional electrical energy pricings have significant influence on techno-economic functioning of renewable energy based micro-grid system. Moreover, to enhance the penetration of PV based micro-grid within the distributed network, a holistic approach should be considered for estimating the PV hosting capacity of the network to ensure the safe and reliable operation of the distributed network. Also, the reactive power vs. voltage (Q-V) droop control technique is quite effective for improving the voltage profile within the distributed network.
7.1 Future Scope of Work

Based on presented results, the following topics have identified as future scope of work:

- Grid integration of photovoltaic based micro-grid can contribute further in improving the distributed network dynamics for stability and control in addition to facilitating demand side management.
- Integration of PV with hybrid energy storage can be further investigated through innovative control strategies for operating as an active generator within the micro-grid. The load management strategies can be used for managing the micro-grid local power demand considering the main grid constraints.
- The economic incentive of PV based micro-grid investments should be further investigated under various market dynamics through sensitivity analysis. Such studies will be beneficial for identifying the appropriate energy policy measures, energy tariff structure for buying and selling of electricity to the main grid for promoting PV based micro-grid solutions.
- The renewable energy based micro-grid system is going to be operated as Cyber-Physical System. The IoT based control and operation techniques need to be further studied on analyzing as well as mitigating the impacts of potential cyber-attacks for safe and reliable operation of micro-grid.
- Further investigation is required for developing business models for promotion and operation (built-operate-transfer) of renewable energy based micro-grids and improving local supply and balancing energy portfolio.
Appendix I

I.1.1 Energy generation cost of PV system

In this section energy generation cost of PV, battery and DG have been calculated based on the methodology given in the ref [2.25-2.26]. The energy management strategy explained in the chapter 2, 3, 4 and 5 indicates that energy system load demand is met by energy source(s), having minimum energy generation cost. In this work, cost annuity method has been used to convert all the net cash-flow (NCF) with an investment project into a series of annual payment of equal amounts. While calculating the energy generation cost for PV, it has been assumed that PV modules and inverter are the part of PV system and battery is an independent energy source. Energy generated from the PV system has used to charge the battery, fulfil the load demand and, also feed into the grid (if $P_{PV} > P_{Load}$). The energy generation cost from the PV system is given by Eq. (A.1).

$$E_{pv} = \frac{C_{NCF, PV} \cdot CRF}{\sum_{m=1}^{12} N_d \cdot L_m}$$  \hspace{1cm} Eq. (A.1)

where $N_d$ is the number of days per month, $L_m$ is monthly energy supplied by the PV system and CRF is the capital recovery factor. The CRF is given by Eq. (A.2).

$$CRF = \left( \frac{d}{1 - (1 + d)^{-N}} \right)$$  \hspace{1cm} Eq. (A.2)

The net cash flow ($C_{NCF, PV}$) of a solar PV system consist of the total capital investment ($C_{PV, SYS}$), the present value of operation and maintenance cost ($OM_{PV}$) and the present value of system replacement cost ($R_{PV}$). The Eq. (A.3), describes the net cash flow ($C_{NCF, PV}$) and its associated components.

$$C_{NCF, PV} = C_{PV, SYS} + OM_{PV} + R_{INV}$$  \hspace{1cm} Eq. (A.3)

The total capital investment ($C_{PV, SYS}$) is the sum of the investments of each component of the PV system i.e. PV array cost ($C_{PV}$), inverter cost ($C_{INV}$) and installation & commissioning cost ($C_{I&C}$) and given in the Eq. (A.4).
\[ C_{PV, \text{SYS}} = C_{PV} + C_{\text{INV}} + C_{\text{I\&C}} \quad \text{Eq. (A.4)} \]

I.1.2 Operation and maintenance costs of PV system

Operation and maintenance costs (OM\(_{PV}\)) includes taxes, insurance, maintenance, recurring costs, etc. It is generally specified as a percentage (say \(m\)) of the initial capital cost. All operating costs are escalated at a rate \(e_0\) and discounted at rate \(d\). The life-cycle maintenance cost for a lifetime of \(N\) years is given by Eq. (A.5):

\[
\text{OM}_{PV} = \text{OM}_0 \left(1 + \frac{e_0}{d - e_0}\right) \left[1 - \left(\frac{1 + e_0}{d - e_0}\right)^N\right] \quad \text{if } d \neq e_0 \quad \text{Eq. (A.5)}
\]

\[
\text{OM}_{PV} = \text{OM}_0 \times N \quad \text{if } d = e_0 \quad \text{Eq. (A.6)}
\]

Where, \(\text{OM}_0 = m(C_{PV, \text{SYS}})\)

I.1.3 Replacement cost of PV system components

The inverter replacement cost (\(R_{\text{INV}}\)) is mainly a function of the number of inverter replacements (\(v\)) over the system lifetime, without taking the salvage value of replaced inverter. It is given by Eq. (A.7).

\[
R_{\text{INV}} = \sum_{j=1}^{v} C_{\text{INV}} \times \left(\frac{1 + e_0}{1 + d}\right)^{\frac{N_j}{v+1}} \quad \text{Eq. (A.7)}
\]

In the Eq. (A.7), \(v\) is the total number of replacements for inverter over a life period of \(N\) years (i.e. 25 year). In case of inverter, replacement period is considered 15 years and efficiency is 95%.

I.2.1 Energy generation cost of diesel system

The net cash flow (\(C_{\text{NCF, DG}}\)) of a diesel engine consists of the total capital investment (\(C_{\text{Cost, DG}}\)), the present value of fuel cost (\(C_{\text{Total, Fuel}}\)), the present value of operation and maintenance cost (\(\text{OM}_{DG}\)) and the present value of system replacement cost (\(R_{DG}\)). The Energy generation cost of diesel system is given by Eq. (A.8).

\[
E_{DG} = \frac{C_{\text{NCF, DG}} \times CRF}{\sum_{m=1}^{12} N_d \times L_{DG}} \quad \text{Eq. (A.8)}
\]
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where \( N_d \) is the number of days per month, \( L_{DG} \) is monthly energy supplied by the DG system and capital recovery factor (CRF) is given by

\[
CRF = \left( \frac{d}{1 - (1 + d)^{-N}} \right)
\]

Eq A.9, describes the net cash flow of DG (\( C_{NCF,DG} \)) and its associated components.

\[
C_{NCF,DG} = C_{Cost,DG} + Fuel_{Total,Fuel} + OM_{DG} + R_{DG}
\]

Eq. (A.9)

The rated power capacity vs. fuel consumption curve of a DG set at different load factor is shown in the Fig.A.1 [2.25]

![Fig. A.1 Rated Power vs. Fuel Consumption Curve of a Diesel Generator](image)

I.2.2 Operation and maintenance costs of DG

In case of diesel engine two main recurring cost components are fuel cost and maintenance cost. The mathematical expression for these costs has been given in Eq. (A.10) and (A.11).

\[
Fuel_{Total,Fuel} = C_{Annual,Fuel} \times \left( \frac{1 + E}{d - FE} \right) \times \left[ 1 - \left( \frac{1 + FE}{d - FE} \right)^N \right] \text{ if } d \neq FE
\]

Eq. (A.10)
\[ OM_{DG} = OM_{DG0} \times \left( \frac{1 + e_0}{d - e_0} \right) \times \left[ 1 - \frac{(1 + e_0)^N}{1 + d} \right] \text{ if } d \neq e_0 \] Eq. (A.11)

\[ OM_{DG} = OM_{DG0} \times N \text{ if } d = e_0 \] Eq. (A.12)

Where \( OM_{DG0} \) represents the annual maintenance cost and it is the annual non-fuel expenditure and \( e_0 \) represents general escalation and \( FE \) represents fuel escalation.

\[ OM_{DG0} = m(C_{Cost, DG}) \]

I.2.3 Replacement costs of DG

In case of DG, the replacement cost is presented by the component engines/generator and it is given by Eq. (A.13)

\[ R_{DG} = C_{Cost, DG} \sum_{j=1}^{w} \left( \frac{1 + e_0}{1 + d} \right)^{Nj} \] Eq. (A.13)

In the Eq. (A.13), \( w \) is the total number of replacements over a life period of \( K \) years.

I.3.1 Energy generation cost of battery storage

In this work, battery storage has assumed as an independent energy source to meet the load demand during grid outage conditions. The battery energy storage system has mainly two components e.g. battery bank and power conditioning device (PDC e.g. charge controller and inverter). Similar to DG, the net cash flow \( (C_{NCF,Bat}) \) of a battery energy storage system consists of the total capital investment \( (C_{Cost,Bat}) \), the present value of input energy cost \( (C_{Total,Energy}) \), the present value of operation and maintenance cost \( (OM_{Batt, Sys}) \) and the present value of system replacement cost \( (R_{Batt} \text{ and } R_{PDC}) \).

\[ C_{NCF,Batt} = C_{Cost, SYS} + R_{Bat, Sys} + OM_{Bat, SYS} + C_{Total, SYS} \] Eq. (A.14)
The total capital investment of battery storage system \( C_{\text{Cost, SYS}} \) is the sum of the investments of battery bank cost \( C_{\text{Bat}} \), PDC cost \( C_{\text{PDC}} \) and installation & commissioning cost of battery \( C_{\text{Bat, I&C}} \) and given by Eq. (A.15).

\[
C_{\text{Cost, SYS}} = C_{\text{Bat}} + C_{\text{PDC}} + C_{\text{Bat, I&C}} \quad \text{Eq. (A.15)}
\]

As described in the previous section that the battery is mainly charged by the PV module therefore energy generation cost of PV is considered the input energy cost for battery energy storage and it is given by Eq. (A.16).

\[
E_{\text{Bat}} = \frac{C_{NCF, bat} \times CRF}{\sum_{m=1}^{12} N_d \times L_{\text{Bat}}} \quad \text{Eq. (A.16)}
\]

where \( N_d \) is the number of days per month, \( L_{\text{Bat}} \) is monthly energy supplied by the battery energy storage system and \( CRF \) is given by Eq. (A.17).

\[
CRF = \left( \frac{d}{1 - (1 + d)^{-N}} \right) \quad \text{Eq. (A.17)}
\]

I.3.2 Operation and maintenance costs of battery storage system

Operation and maintenance costs \( OM_{\text{Bat, SYS}} \) includes taxes, insurance, maintenance, recurring costs, etc. It is generally specified as a percentage (say \( m \)) of the initial capital cost. All operating costs are escalated at a rate \( e_0 \) and discounted at rate \( d \). The life-cycle maintenance for a lifetime of \( N \) years is given by Eq. (A.18) and (A.19).

\[
OM_{\text{Bat, SYS}} = OM_0 \left( \frac{1 + e_0}{d - e_0} \right) \times \left[ 1 - \left( \frac{1 + e_0}{d - e_0} \right)^N \right] \quad \text{if } d \neq e_0 \quad \text{Eq. (A.18)}
\]

\[
OM_{\text{Bat, SYS}} = OM_0 \times N \quad \text{if } d = e_0 \quad \text{Eq. (A.19)}
\]

Where, \( OM_0 = m(C_{\text{Bat, SYS}}) \)

I.3.3 Replacement costs of battery system components

The replacement cost of the battery energy storage system \( R_{\text{Bat, SYS}} \) is mainly a function of the number of battery and power conditioning devices replacements over the system lifetime, without taking the salvage value of replaced batteries. It is given by Eq. (A.20), (A.21) and (A.22).
\[ R_{Bat, \text{SYS}} = R_{Bat} + R_{PCD} \quad \text{Eq. A. (20)} \]

\[
R_{Bat} = C_{Bat} \sum_{j=1}^{x} \left( \frac{1 + e_0}{1 + d} \right)^{Nj} \quad \text{Eq. (A.21)}
\]

\[
R_{PCD} = C_{PCD} \sum_{j=1}^{y} \left( \frac{1 + e_0}{1 + d} \right)^{Nj} \quad \text{Eq. (A.22)}
\]

In the Eq. (A.21) & (A.22), \( x \) and \( y \) are the total number of replacements for battery and power conditioning device respectively over a life period of \( N \) years (i.e. 25 year). In case of battery, number of replacement (i.e. \( x \)) depends on the depth of discharge, battery lifetime throughput, charging discharging rate etc. In this work, battery energy throughput is used to calculate battery lifetime by considering fixed amount of energy cycles through the storage, regardless of the depth of the individual charge-discharge cycles.
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