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Abstract — In this paper, we present a method to obtain open circuit voltage

images of silicon wafers and cells at different temperatures. The proposed

method is then demonstrated by investigating the temperature coefficients of

various regions across multi-crystalline silicon wafers and cells from different

heights of two bricks with different dislocation densities. Interestingly, both

low and high temperature coefficients are found in dislocated regions on the

wafers. A large spread of temperature coefficient is observed at regions with

similar performance at 298 K. Reduced temperature sensitivity is found to be

correlated with increasing brick height and is exhibited by both wafers and

cells. This may indicate that cells made from the top of the brick, although

having higher defect concentration, actually suffer relatively less degradation

in performance at higher temperatures.

F.I. Introduction

Multi-crystalline silicon (mc-Si) solar cells have dominated the photovoltaic (PV) market

over the past decade [1]. Similar to other commercialised solar cells, mc-Si solar cells are

tested and optimised under standard test conditions (STC): A standard solar spectrum

AM 1.5G, an irradiance of 1000 W/m2 and a temperature of 298 K [2]. However, in

the field, solar cell operating temperatures often deviate significantly from STC [3]. In
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order to allow PV users to accurately predict energy production and PV companies to

optimise their cells for non-STC, temperature coefficients (TC), which quantify the impact

of temperature on the electrical properties of the solar cells, are of particular importance.

It has long been known that temperature has a significant impact on the performance

of silicon solar cells [4–12]. This is mainly due to the temperature dependence of the

band-gap energy (Eg) [11]. Silicon features a reduction of Eg with increasing temperature,

which causes an increased short-circuit current density (due to higher absorption) and a

reduced open-circuit voltage VOC [due to increasing intrinsic carrier concentration (ni)]

[5, 13]. Green stated that the electron-hole concentration product, which depends on the

type and magnitude of the recombination processes, is the key parameter determining

VOC, and thus, the temperature dependence of silicon solar cells [7]. For silicon solar

cells, the temperature sensitivity of the efficiency mainly arises from the variation of VOC

with temperature [7]; understanding the thermal behavior of VOC is therefore of high

importance.

The absolute TC of the VOC can be expressed as [5]

TC (VOC) =
dVOC

dT
= −

Eg0

q
− VOC + γkT

q

T
, (F.1)

where Eg0 is the band gap energy of the semiconductor material extrapolated to 0 K,

q is the elementary charge, k is the Boltzmann constant, T is the temperature, and γ

represents the temperature dependences of several parameters determining the diode sat-

uration current density J0 [5, 12]. The parameter γ also contains information regarding

the dominant recombination mechanisms in the material [12]. Eq. (F.1) predicts a re-

duction in the absolute temperature sensitivity of VOC with increasing VOC. Moreover,

it predicts an approximately linear reduction of VOC with increasing temperature over a

limited temperature range [7, 12].

The temperature dependence of solar cells is normally reported as an average value

for the entire cell [4, 8, 9, 11,14,15]. This value is useful for the analysis of several factors

that contribute to temperature dependence variations between different solar cells. For

example, by combining experiment and simulation, Steinkemper et al. suggested that the

temperature dependence of their investigated solar cells mainly originates from extrinsic

recombination or surface recombination [11]. The study of Berthod et al. into TCs of

compensated mc-Si solar cells identified variations in TCs for different cell positions along

the bricks, with variations between aluminium back surface field (Al-BSF) and passivated

emitter rear contact (PERC) cells due to differences in recombination mechanisms between

the two cell structures [15].

There has been growing, but as-yet limited, research into the spatially resolved tem-

perature dependence across wafers and solar cells [16–18]. Existing studies show a large





       
   

variation in the temperature sensitivity across wafers and cells. Eberle et al. have shown

increased temperature sensitivity, particularly for VOC, at cell areas with a high concentra-

tion of impurities, such as the edge of the cells [17]. More recently, Eberle et al. conducted

an in-depth investigation into the local temperature-dependent behaviour of mc-Si wafers

and cells [18]. They identified a reduction in temperature sensitivity of VOC in regions

containing dislocation clusters. The investigation into the potential causes highlights the

involvement of impurities, potentially leading to Shockley-Read-Hall (SRH) recombina-

tion [19, 20], which leads to a decrease in the temperature sensitivity of the dislocated

regions. These studies highlight the importance of conducting further spatial analysis

into the temperature dependence of solar cells.

In this work, we investigate the temperature sensitivity of wafers and cells fabricated

from several positions along two industrially grown p-type mc-Si bricks with different dis-

location densities [21]. We used our recently developed spatially resolved photolumines-

cence (PL) based system to measure various regions such as grain boundaries, dislocation

clusters and intra-grain regions. The results are correlated with the TCs of PERC cells

fabricated using sister wafers in an industrial production line.

F.II. Experimental Method

A. Sample Preparation

Fourteen wafers from two industrially grown p-type boron-doped mc-Si centre bricks are

used (produced in ∼ 2015), seven from each brick. Of the seven wafers obtained from

each brick, two originate from near the top of the brick, two from near the bottom and

the remaining three wafers from positions in between. One brick has a high dislocation

density, while the second brick has a low dislocation density. The exact dislocation density

is determined using the algorithm implemented in our commercial PL imaging tool (BT

Imaging, LIS-R3) [21]. The resistivity of the wafers varies between 1.5 and 2.2 Ω·cm.

The wafers were saw-damage etched (final thickness: 185 ± 10µm) before undergoing

a phosphorus-based gettering process [22, 23]. After etching off the diffused layer, the

wafers were recleaned before undergoing silicon nitride (SiNx) passivation (75 nm) using

an industrial plasma-enhanced chemical vapour deposition system (MAiA, Meyer Burger)

[24]. Please note that wafers were not fired or annealed. Fourteen solar cells made from

sister wafers are also included in the study. The cells were fabricated in an industrial

PERC production line [21].

The samples are studied using our recently developed temperature dependent PL

imaging system described below. The PL images are acquired at temperatures from

298 K to 343 K under 0.5 Sun illumination (the highest light intensity that currently can





        

Figure F.1: Schematic of the experimental setup (not to scale).

be achieved for 6-inch samples with our setup). The relative PL images are then calibrated

and converted into implied-VOC (iVOC) images using front detection quasi-steady-state

(QSS) PL measurements (see below and in Refs. [25] and [26]) conducted under identical

conditions to those used during the PL imaging. In order to test the validity of our

method, the current-voltage (I-V ) characteristics of the cells are measured at the same

temperature range (298 K to 343 K) using a Wavelabs I-V tester (model SINUS-220).

B. Experimental Setup

Fig. F.1 shows a schematic of the PL-based measurement system used to obtain effective

lifetime (τeff) and iVOC images of wafers and cells at different temperatures. The system

consists of a silicon charge-coupled device (CCD) camera and an 808 nm diode laser.

Optical filters (long pass filters 950 nm and 850 nm, and a short pass filter 1000 nm) are

placed in front of the camera to avoid detection of any reflected excitation light. A circular

(diameter of 15 cm) temperature-controlled stage (Sinton Instruments WCT-120 TS) is

used to heat the wafers and cells to higher temperatures [27]. The wafer temperatures

are measured by a k-type thermocouple in direct contact with a similar sample.

The obtained PL images are then calibrated using the QSS-PL front detection method

described in Refs. [25] and [26]. The PL emission from a selected region is focussed into a

PL detector (InGaAs photodiode) with a lens. A customised filter set is attached to the

lens to ensure the detection of only the band-to-band PL emission from the samples. A

second photodiode is used to monitor the incident photon flux during measurements. Both

photodiodes are connected to low-noise pre-amplifiers. In addition, a photoconductance

(PC) signal from a defined region of the wafer is recorded by an inductive coil in the





       
   

Sinton WCT-120TS to improve the accuracy of the calibration procedure.

All signals are recorded with a data acquisition card that is connected to a computer.

An additional flash is used when higher injection levels are required. The primary advan-

tage of this setup is that it enables the determination of absolute τeff and iVOC values for

both metallised and non-metallised samples (in contrast to using only PC-based measure-

ments [16,27]). Moreover, this method is resilient to the effects of trapping and depletion

region modulation (DRM) [28,29].

C. Data Analysis Procedure

The conversion from relative PL counts to τeff and iVOC maps is based on the relationship

between the emitted PL intensity and the excess carrier density (∆n) at each pixel which

is described by [30]:

PLxy(T ) = Ai(T )B(T ) (Ndop + ∆nxy(T )) ∆nxy(T ), (F.2)

where PLxy is the PL intensity at pixel (x, y), Ai is a calibration constant that depends on

the specific sample and system [30]. Ai can be found either by matching the PC and PL

measurement at high injection level (only for wafers) or using the self-consistent method

(for both wafers and cells) [30, 31]. B is the radiative recombination coefficient [33, 34]

and Ndop is the bulk dopant density.

In this study, the calibration of the constant Ai for PL imaging is performed using

temperature-dependent QSS-PL measurements of τeff obtained from the illuminated sur-

face of the sample. Using the determined Ai, τeff,xy can be calculated using:

τeff,xy(T ) =

(
−Ndop +

√
Ndop

2 − 4
(

PLxy(T )

Ai(T )B(T )

))
2G

, (F.3)

where G is the generation rate considering the photon flux of the illumination source, the

wafer reflectance and its thickness. iVOC,xy is calculated using:

iVOC,xy(T ) =
kT

q
ln

(
PLxy(T )

Ai(T )B(T )ni(T )2

)
. (F.4)

The band gap energy model of Passler [35] combined with the effective hole mass param-

eterisation of Couderc et al. [36] are used to determine ni. The subsequent local absolute

TC(iVOC,xy) is obtained from calibrated PL images taken at different temperatures via:

TC (iVOC,xy) =
iVOC,xy (T2)− iVOC,xy (T1)

T2 − T1

, (F.5)

where T1 is 298 K and T2 is 343 K. Eq. (F.5) simplifies the determination of TC, as it uses

only two temperatures. We have tested this simplification by taking six measurements





        

Figure F.2: Spatially resolved iVOC at 298 K (a, d), TC(iVOC) (b, e) and γ (c, f) of two

wafers with low (a-c) and high (d-f) dislocation densities under 0.5 Sun illumination. Note

that these images were cropped to present only the regions of interest.

between 298 K and 343 K at 10 K intervals. A linear reduction of iVOC with increasing

temperature is observed in this temperature range. A good agreement (∼ 2 %) is found

between the comparison between the TC obtained from Eq. (F.5) and the TC obtained

from the slope of the linear fit, thus confirming the validity of the simplified approach of

Eq. (F.5).

F.III. Results and Discussion

A. Spatially Resolved Mapping

An example of the various parameter images obtained by the proposed method is de-

picted in Fig. F.2. Two wafers from the middle of each brick are compared [resistivity:

1.8± 0.1 Ω·cm; high and low dislocation densities]. Figs. F.2(a) and (d) show iVOC maps

at 298 K. As expected, lower iVOC values are observed in areas with dislocation clusters

(appear as dark clusters in the PL images) and grain boundaries (dark lines). The cal-

culated average iVOC of the highly dislocated (HD) wafer is 611± 3 mV, which is 15 mV

(∼ 2.5 %) lower than the average iVOC of the lowly dislocated (LD) wafer (626± 3 mV).

Images of TC(iVOC) are displayed in Figs. F.2(b) and (e). A large variation of

TC(iVOC) across the wafers is observed. The data show that TC(iVOC) is more nega-

tive in grain boundaries and some dislocation clusters, indicating a larger reduction of

iVOC with increasing temperature in these regions compared to other areas across the





       
   

Table F.1: Implied-VOC, TC(implied-VOC) of a highly dislocated cell from the middle of

the brick.

PL-based iVOC at 298 K TC(iVOC)

method 627 mV -1.87 mV/K

I-V VOC at 298 K TC(VOC)

measurement 625 mV -1.89 mV/K

wafer. The majority of the dislocation clusters show lower temperature sensitivity. This

observation contradicts the common belief that the temperature sensitivity is expected to

increase with decreasing iVOC [4, 12]. Previous studies have observed only low tempera-

ture sensitivity of dislocation clusters [17, 18]. However, in this study, dislocated regions

of two tested bricks show both high and low temperature sensitivities. This discrepancy

could possibly be explained by differences in the processing procedure for the investigated

wafers.

Figs. F.2(c) and (f) present γ maps calculated by applying Eq. (F.1) to each pixel [17,

18]. There is a clear difference between the two bricks, with global values of 2.29 for the LD

wafer and 1.35 for the HD wafer. Lower γ values (even negative), consequently reduced J0

[17], are observed at dislocation clusters, explaining the more uniform γ distribution across

the LD wafer (and larger average γ). The source for the interesting (and unexpected)

negative γ is discussed in Refs. [14, 18, 37]. Dupré et al. explained that global negative

γ values of cells are mostly due to an increase of external radiative efficiency (detailed

explanation regarding external radiative efficiency can be found in Ref. [38]) at open

circuit of these cells with temperature [14]. However, the physics behind this negative γ

is still unclear and requires further investigation.

To assess the validity of our method, we compare cell measurements obtained using

our proposed method with cell measurements obtained using the established I-V tech-

nique [15, 39–41]. Fig. F.3 illustrates the iVOC map of one of the PERC cells originating

from the middle of the HD brick [sister cell of the wafer of Figs. F.2(d)-(f)] and its cor-

responding TC(iVOC) map under 0.5 Sun illumination. Note that a circular heat stage

is used for the PL imaging, causing a circular pattern. Only the middle region is used

for subsequent analysis. The local values are harmonically averaged and compared with

the results obtained from global I-V measurements (using a Wavelab I-V tester) for the

same solar cell. The harmonic average is used as it provides a better estimation of the

material quality for predicting cell performance [42,43]. Table F.1 summarises the results.

Excellent agreement with relative deviations in the range of 1 % is found between the two

measurements.

By comparing iVOC maps with TC(iVOC) maps of the cells, the regions near the con-





        

Figure F.3: (a) Spatially resolved iVOC at 298 K and (b) TC(iVOC) of a PERC cell origi-

nating from the middle of the highly dislocated brick under 0.5 Sun illumination.

tacts (especially busbars) show higher temperature sensitivity, as expected from the higher

recombination in these areas in comparison with the well passivated regions between the

contacts. Reduced temperature sensitivity regions are found to be correlated with dislo-

cated areas. Comparing the cell with the wafer, the temperature sensitive regions across

the sister wafer (such as grain boundaries and some dislocation clusters [Figs. F.2(d) and

(e)]) are not as easily identified on the cell maps [Figs. F.3(a) and (b)]. The difference can

be explained by the lateral conduction over the cell and the incomplete fabrication process

of the wafers, particularly the lack of firing. This hypothesis requires further investigation

and will be studied in our future work.

B. Impact of Brick Height

Fig. F.4(a) shows the harmonically averaged iVOC at 298 K extracted from calibrated PL

images of the wafers from both the HD and LD bricks. As expected, the LD brick has

high iVOC values compared to the HD brick. For both bricks, the highest iVOC is observed

in the middle of the brick; the iVOC declines gradually towards the bottom and top of the

brick. This trend follows the variation of material quality with brick height, where the

top and bottom of the brick contains a higher impurities concentration due to segregation

from the liquid-to-solid phase and diffusion from the crucible [44, 45]. A similar trend

has been observed in Ref. [45]. The global VOC values of the sister cells measured using

a temperature dependent I-V tester are presented in Fig. F.4(b). The variation of VOC

along the brick is less obvious compared to the wafers, however, the VOC of top and

bottom cells are still lower than those of the more central cells. The cells exhibit higher

voltage values compared to the sister wafers; this is more pronounced for bottom cells.

This can be explained by the lack firing of the wafers, a process which often passivates

large fractions of the grain boundaries [45].

Fig. F.4(c) shows the average TC(iVOC) values extracted from calibrated PL images

of the wafers and global TC(VOC) values for the cells as a function of brick height. The





       
   

Figure F.4: Global results of wafers and sister cells with low and high dislocation densities

as a function of brick height under 0.5 Sun illumination: (a) iVOC at 298 K, (b) VOC at

298 K, (c) TC(iVOC) and TC(VOC) and (d) γ.

TC(iVOC) values of the investigated wafers are found to be less negative with increasing

brick height (from -2.15 mV/K to -1.95 mV/K), although, the top wafers show reduced

iVOC values. The improved TCs of the top wafers can be explained by an increasing

TC(τeff) towards the top of the brick, as discussed in Ref. [41]. Moreover, the increasing

density of dislocation clusters showing low temperature sensitivity with increasing brick

height (see Fig. F.7) could also contribute to the low temperature sensitivity towards top

of the brick. This is likely due to increased concentration of impurities that causes low

temperature sensitivity [18].

The cells exhibit a similar trend, with a lower temperature sensitivity and less variation

along the brick. This is in agreement with previous studies presented in Refs. [15,40,41].

There is no clear difference (when considering the measurement uncertainty as repre-

sented by the error bars) in the global temperature sensitivity between the two bricks (for

both wafers and cells). We cannot confidently pinpoint the impact of dislocation density

on the global TC values since dislocation clusters show both high and low TC(iVOC) as

demonstrated in Fig. F.2.

Fig. F.4(d) shows the average γ values of the cells and wafers [calculated using

Eq. (F.1)] as a function of brick height. Like the cells, the wafers exhibit a decreasing

γ with increasing brick height. Berthod et al. observed a similar trend on compensated

materials [15]. Interestingly, the wafers exhibit larger γ values compared to the cells

and stronger variation along the brick, indicating a change of the limiting recombination

mechanism from bottom to top of the brick.

Fig. F.5 shows the pixel-level TC(iVOC) as a function of iVOC at 298 K under 0.5 Sun

illumination. The colour represents the data density normalised to unity (‘1’ represents

the highest density). For all the measured wafers, as expected theoretically from Eq. (F.1),

the temperature sensitivity tends to decrease with increasing iVOC. However, it is very

interesting to observe that regions with similar iVOC (at 298 K) show a large spread, up





        

Figure F.5: Density scatter plot of TC(iVOC) as a function of iVOC at 298 K of highly dislo-

cated wafers and lowly dislocated wafers from bottom and top of the bricks under 0.5 Sun

illumination with the line of best linear fit (black) and TC(iVOC) standard deviation (red)

overlay. The standard deviation shown is for iVOC bins of 2 mV.

to 40 %, in TC(iVOC), showing that temperature sensitivity can only be well understood

by spatially resolved measurements.

The spread of TC(iVOC) across the wafers in the iVOC domain is quantitatively deter-

mined as standard deviation (STD) of TC(iVOC) at different iVOC bins. For all wafers,

low STD occurs at high iVOC, while the medium to low iVOC range shows high STD.

A shift of TC(iVOC) towards less negative values is noticeable for the top wafers. This

is consistent with our observation that the average temperature sensitivity reduces with

increasing brick height.

A linear fit of TC(iVOC) as a function of iVOC at 298 K is also included in Fig. F.5.

A clear trend of reduced TC for increasing iVOC is observed for the bottom wafers of

both bricks. However, no clear trend can be observed for the top wafers due to the larger

spread of TC across these wafers at medium to low iVOC range (as indicated by the larger

STD values).

The slope of the linear fit, representing the change of TC as a function of iVOC, as

a function of brick height is shown in Fig. F.6. It seems the slope of the fits decreases

with increasing brick height, indicating a reduction in the TC variation across the wafers

closer to the top of the brick. These results suggest that some disadvantages associated

with mc-Si wafers originating from the top of the brick, such as a higher defect concentra-

tion resulting in lower performance at room temperature [44, 45], is weakened at higher

temperatures.

Fig. F.7 presents maps of iVOC at 298 K, TC(iVOC), and the resulting γ of two wafers

originating from the bottom (a-c) and top (d-f) of the HD brick. As expected, small

grains and a large fraction of grain boundaries can be observed in the bottom wafer.

It seems that for the bottom wafer, almost all the low-quality regions (grain boundaries

and dislocated regions) show a higher temperature sensitivity compared to the intra-grain





       
   

Figure F.6: Variation of TC with iVOC at 298 K (slope of linear fit) as a function of brick

height.

Table F.2: iVOC, TC, and γ of different ROIs across a highly dislocated wafer from the

top of the brick.

iVOC (mV) TC(iVOC) (mV/K) γ

ROI (a) 584 -2.14 2.00

ROI (b) 580 -1.95 -0.32

ROI (c) 594 -1.95 0.19

regions. In contrast, the difference between these regions appears less significant in the

top wafer, where most of the dislocation clusters show a low temperature sensitivity. In

general, it seems that wafers from the top of the brick are less sensitive to temperature

variations compared to wafers from the bottom (see global TC values in Fig. F.4). This

could be attributed to the impact of a higher density of grain boundaries and different

impurities in the lower wafer. It is also possible that the dislocations are decorated by

different impurities with different impacts on the temperature sensitivity of the wafers.

This will be discussed in the next section.

C. TC(iVOC) of Dislocation Clusters

To investigate the source of the large variation in the TC(iVOC) of dislocation clusters,

dislocated areas with different TCs were selected for further investigation. Three different

regions of interest (ROI) are defined [as shown in Figs. F.7(d) to (f)]. Table F.2 summarises

the obtained parameters for these regions.

All three ROIs are low-quality regions containing dislocation clusters. ROIs (a) and

(b) have a similar iVOC at 298 K, but very different TC; whereas ROIs (b) and (c) have





        

Figure F.7: Spatially resolved iVOC at 298 K, TC (iVOC) and γ of two highly dislocated

wafers from the bottom (a-c) and the top (d-f) of the brick under 0.5 Sun illumination.

Note that these images were cropped to present only the regions of interest. (The corre-

sponding temperature-dependent τeff images are given in Appendix A).

a similar TC, but different iVOC. The γ values of ROIs (b) and (c) are much smaller

than one (and even negative), while for ROI (a) γ = 2, indicating that different dominant

recombination mechanisms limit the performance of these three regions.

We examined these regions by micro-PL (µPL) spectroscopy [46]. Fig. F.8 shows the

PL spectra of ROIs (a) and (c) at an actual sample temperature of 122± 7 K (the actual

sample temperature is obtained by modelling the band to band (BB) peak [47]). Low

temperatures are chosen for the investigation, as defect-peaks are strongly temperature-

quenched and therefore more noticeable at lower temperatures. The four dislocation-

related lines are labelled as D1 (0.812 eV), D2 (0.875 eV), D3 (0.934 eV), and D4 (1.000 eV)

[48]. D1, D3 and D4 can be identified in both regions, indicating that both regions are

highly dislocated.

To distinguish between these regions, temperature-dependent µ-PL measurements are

performed at a wide temperature range from 127 K to 302 K. An example is shown in

Fig. F.9 for ROI (c). The D1 peak is dominant at medium- to high-temperatures, while

D3 and D4 cannot be observed above 240 K. Each defect peak is fitted using the Voigt

function [49]. Since the D1 peak can be observed across the entire temperature range

(even at high temperatures), we extract the activation energies (Ea) of D1-associated

defects at both ROIs [50, 51] by using an Arrhenius plot (Fig. F.10) to fit the spectrally

integrated defect PL.





       
   

Figure F.8: PL spectra of ROIs (a) and (c) of a highly dislocated wafer from the top of

the brick at 122± 7 K (actual sample temperature) under 20 Suns.

In order to extractEa of the D1-associated defects, the spectrally integrated PLdefect(T ,∆n)

is fitted to the equation below (the derivation of this equation is given in Appendix B)

[52]:

PLdefect (T,∆n) =
PL0

1 + C
∆n(T )

T 1.5 exp
[
−Ea

kT

] (F.6)

where PL0 and C are positive constants. PL0 represents the PLdefect as the tempera-

ture approached 0 K. ∆n(T ) is calculated relatively using the spectrally integrated BB

PL and the ionised acceptors (N−A ) [53] as ∆n(T ) ∝ [PLBB(T )] /
[
B(T )∗N−A (T )

)]
. The

measurement is assumed to be at low injection based on the extrapolated lifetime curves.

This assumption is also confirmed using a PC1D simulation [54] of the sample using the

maximum observed bulk lifetime of 30µs, yielding a maximum excess carrier density that

is only twice the doping density. This assumption should become even more valid at lower

temperatures, as the lifetime decreases with decreasing temperature. For ROI (c), similar

to Ref. [55], the measurement cannot be fitted at low temperatures. The reason for that

has not been provided in Ref. [55] although it is stated that this type of behavior seems

not to be an effect characteristic of dislocation clusters.

The two different extracted values of Ea are 75 ± 2.3 meV for ROI (a) and 130 ±
2.9 meV for ROI (c). It may indicate that different impurities occupy these two regions.

Compared to ROI (a), ROI (c) shows a stronger reduction of PLdefect with increasing tem-

perature (Fig. F.10), indicating that recombination strongly decreases with temperature.

This suppresses the effect of the temperature dependence of ni which reduces the magni-

tude of the decrease of iVOC with increasing temperature. As a result, the temperature

sensitivity at ROI (c) is lower.





        

Figure F.9: PL spectra of ROI (c) at a sample temperature range from 127 K to 302 K

under 20 Suns.

Figure F.10: Arrhenius plot of ROI (a) and (c) with the best fit.

F.IV. Conclusions

We presented a method for measuring temperature dependent iVOC images on metallised

and non-metallised samples without the impact of trapping and DRM, by combining PL

imaging and QSS-PL front detection measurements. This spatially resolved measurement

allows for assessing both local and global temperature characteristics of wafers and cells,

providing more information regarding the material properties than conventional global

measurements.

The TCs of wafers and cells from different brick heights with different dislocation

densities were studied. The local results demonstrate that dislocated areas on wafers

show both high and low temperature sensitivity. Moreover, γ is found to exhibit low





       
   

values (even negative) in areas of dislocation clusters with low temperature sensitivity.

Global TC(iVOC) values of the investigated wafers and cells are found to be less nega-

tive with increasing brick height. Furthermore, the wafers from the top of the bricks show

less variability in TC(iVOC) as a function of iVOC compared to the rest of the wafers.

This is due to a larger spread of TC(iVOC) which is particularly evident at a medium to

low iVOC range observed for the top wafers. This suggests that cells made from wafers

from the top of the brick will perform relatively better at higher temperatures. µ-PL was

performed at dislocated regions with different TC values. Ea is found to be 130±2.9 meV

and 75 ± 2.3 meV for the dislocation clusters with low and high temperature sensitiv-

ity, respectively, may indicate that different impurities occupy these two regions thereby

resulting in different TC values.

This work highlights the importance of studying TC values with spatial resolution.

Future applications of this method could involve optimisation of solar cell and wafer

performance under non-STC.

Appendix A

The τeff images of two wafers originating from the bottom and top of the HD brick at 298 K

and 343 K are shown in Figs. F.11 and F.12. Please note these two images correspond

with the wafers shown in Fig. F.7.

Figure F.11: Spatially resolved τeff of a wafer from the bottom of the highly dislocated

brick under 0.5 Sun illumination at (a) 298 K and (b) 343 K. Note that these images were

cropped to present only the regions of interest.





        

Figure F.12: Spatially resolved τeff of a wafer from the top of the highly dislocated brick un-

der 0.5 Sun illumination at (a) 298 K and (b) 343 K. Note that these images were cropped

to present only the regions of interest.

Appendix B

The activation energy is extracted based on Ref. [52] as the recombination mechanism in

this study for the defect PL is donor-acceptor pair recombination [a blue-shift (2-3 meV)

of the defect peaks is observed as the light intensity (carrier injection) is increased]. The

equation for donor-acceptor pair recombination rate (UDAP) for a p-type semiconductor

can be expressed as:

UDAP =
pNdefectCp2t

′(
p+ p′3

2

)
Cp2 + t′

, (F.7)

where Ndefect is the defect density, Cp2 is the capture probability of holes to the acceptors

when the donor-acceptor is in the charge state of TWO, t′ is the interlevel transition rate

between donor and acceptor levels, p′3
2

is a carrier density term containing the acceptor

energy level and p is the hole concentration.

Assuming
(
p+ p′3

2

)
Cp2 � t′, Eq. (F.7) can be re-arranged as:

UDAP =
Ndefectt

′(
1 +

p′3
2

p

) (F.8)

where p′3
2

is given by

p′3
2

= CT 1.5e−
Ea
kT (F.9)

By combing Eqs. (F.8) and (F.9), Eq. (F.6) is obtained and can be used to determine

the activation energy.
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