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Abstract—In this paper, we investigate the output consensus
tracking problem for a class of high-order nonlinear systems
with unknown parameters, uncertain external disturbances and
intermittent actuator faults. Under directed topology condition,
a novel distributed adaptive controller is proposed. The com-
mon time-varying trajectory is allowed to be totally unknown
by part of subsystems. Therefore, the assumption on linearly
parameterized trajectory signal in most literatures is no longer
needed. To achieve the relaxation, extra distributed parameter
estimators are introduced in all subsystems. Besides, to handle the
actuator faults occurring possibly infinite times, a new adaptive
compensation technique is adopted. It is shown that with the
proposed scheme, all closed-loop signals are globally uniformly
bounded and asymptotically output consensus tracking can be
achieved.

Index Terms—distributed adaptive control, multi-agent sys-
tems, asymptotically consensus tracking, directed topology, in-
termittent actuator faults.

I. INTRODUCTION

Due to its various applications in modern engineering, co-
operative control of multi-agent systems (MAS) has attracted
huge attention over the past decades [1]–[7]. Leader-following
consensus is one of the most typical and hot research issues in
this area. It aims to achieve an agreement for the states/output
of each subsystem, by designing distributed controllers for
all subsystems [8]–[13]. In most available results, the desired
reference trajectory is specified by a known agent (called the
leader), which has zero or known input and shares similar
system structure with the followers. For some more general
cases, the common reference trajectory is represented by a
time-varying function. Thus such a research topic is sometimes
referred to as distributed consensus tracking control [11]–[14].

It is worth mentioning that in contrast to classical tracking
control of single system, the main challenge in distributed con-
sensus tracking problem lies in the limitation that only a small
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portion of subsystems can directly access full information of
the desired trajectories. So far, some early effective control
protocols have been presented for solving this issue; see for
examples in [9], [15]–[19].

Note that all the results mentioned above are established
based on relatively simple systems with linear or precisely
known system dynamics. However, almost all systems in
practical engineering are inherently nonlinear and unavoidably
involve model uncertainties. Therefore, developing distributed
control strategies for nonlinear subsystems with unknown
parameters and uncertain disturbances are of significance in
both theory and practice. As we know, adaptive control is
an effective approach to handle the uncertainties involved in
systems as it can offer on-line estimation for the uncertain
parameters [20]. However, valid distributed control protocols
employing adaptive techniques are still limited, especially for
the cases with directed communication graphs. This is because
directed topology is associated with asymmetric Laplacian
matrix, which will bring about new challenges to design dis-
tributed adaptive laws based on Lyapunov stability theory. In
[21], a distributed coordination control scheme is proposed for
uncertain first-order nonlinear systems, by incorporating adap-
tive neural network with robust control techniques. Bounded
synchronization error can be shown if the control gains are
selected to be sufficiently large. The results are generalized
to second-order and high-order uncertain nonlinear systems
in [14] and [10], respectively. Based on the assumption that
the common reference trajectory is linearly parameterized with
basis functions known by all subsystems, a distributed tracking
control scheme for uncertain first-order nonlinear systems is
presented in [22]. The result is extended to solve finite-time
consensus problem of uncertain high-order systems in [23]. In
[24], by utilizing the similar assumption, backstepping based
distributed adaptive controllers for parametric strict-feedback
nonlinear multi-agent systems are designed under directed
graph condition. The Lyapunov function is carefully chosen for
the overall system with only local estimation errors involved.
Thus the coupling terms in the derivative of Lyapunov function
as in [21], [14] and [10], which are induced by directed graph
condition and related to local consensus errors as well as
parameter estimation errors in the neighbors, can be avoided.
Hence, asymptotically consensus tracking is finally achieved.
Based on the same assumption on the reference trajectory, an
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adaptive iterative learning control scheme is proposed in [25]
for a class of high-order nonlinear multi-agent systems with
directed communication topology. In [26], the derivative of the
reference trajectory is assumed to be linearly parameterized.
A distributed adaptive tracking control scheme is presented
for a class of uncertain first/second multi-agent systems such
that asymptotically cooperative tracking can be achieved under
undirected communication topology codition.

In [13], [27] and [12], new distributed adaptive consensus
control schemes are presented to relax the aforementioned
linearly parameterized assumption on the common desired
trajectory signals. In [13], the desired trajectory yr(t) is
allowed to be totally known by part of subsystems. By
introducing a differentiable function of consensus errors and
certain positive integrable functions in each step of virtual
control design, asymptotically output consensus tracking can
also be achieved for high-order nonlinear multi-agent sys-
tems. However, the proposed distributed protocol is only
valid when interaction topology is undirected. The results are
then extended to second-order Euler Lagrange systems with
balanced and weakly connected digraph in [27]. In [12], by
introducing an nth-order filter and a group of n estimators
for counteracting the effects due to totally unknown trajectory
information in each agent, a new backstepping based smooth
distributed adaptive tracking control protocol is proposed.
With the proposed scheme, each agent needs collect n dimen-
sional parameter estimates from its neighbors to complete the
design of distributed controllers. The control performance will
be influenced when the bandwidth of communication network
and computation capacity are limited.

Motivated by the above observations, we shall focus on the
distributed adaptive control problem for a class of high-order
nonlinear subsystems in the presence of unknown parameters
and uncertain external disturbances under the directed graph
condition. The main contributions of this paper can be sum-
marised as follows.
• This paper achieves the relaxation of the assumptions

required in [9], [17], [22], [23] and [24] that the desired
trajectory yr(t) is linearly parameterized and the basis
functions are known by all subsystems. By introduc-
ing the differentiable function of consensus errors and
positive integrable functions of similar forms with those
in [13], yr(t) is allowed to be totally unknown by the
subsystems without direct access to yr(t).

• The results in [13], [27] are extended to the case with
high-order nonlinear systems under the directed com-
munication topology condition. To handle the afore-
mentioned coupled terms in the derivative of Lyapunov
function which are induced by directed graph issue, extra
distributed estimators are introduced in each subsystem.
Besides, by incorporating the tuning function technique,
the computational complexity and communication burden
among connected subsystems can be effectively reduced
with comparison to [12].

• Moreover, uncertain intermittent partial-loss-of-
effectiveness (PLOE) type of actuator faults possibly
occurring in each subsystem are considered. Different
from [28] where only globally uniform boundedness of

all closed-loop signals is ensured, asymptotically output
consensus tracking can be achieved in this paper.

The rest of this paper is organized as follows. In Section II,
the considered system model, communication graph condition
and intermittent actuator fault model are introduced. Then the
distributed adaptive fault tolerant controllers are developed
in Section III followed by the closed-loop system stability
analysis in Section IV. In Section V, simulation results are
provided to illustrate the effectiveness of our proposed scheme.
Finally, a conclusion is drawn in Section VI.

II. PROBLEM FORMULATION

A. System model

In this paper, we consider a group of N nonlinear subsys-
tems modeled as follows.

yi
(n)(t)−

pi∑
l=1

θilϕil(yi, ẏi, . . . , yi
(n−1)) = biui(t)+di(t) (1)

where yi(t) ∈ R is the output of subsystem i for i = 1, . . . , N .
ui(t) ∈ R is the input acting on subsystem i, which is also the
output of the actuator. bi ∈ R, θil ∈ R are unknown constant
parameters and bi is nonzero. ϕil : Rn → R is a known
smooth nonlinear function. di(t) ∈ R represents uncertain
external disturbances. The same class of nonlinear systems
are widely considered in the literatures including [29], [30]
and [31].

By defining the state variables as xi,q = y
(q−1)
i , q =

1, . . . , n, system (1) can be rewritten as

ẋi,q =xi,q+1, q = 1, 2, . . . , n− 1;

ẋi,n =biui(t) + ϕi
Tθi + di(t) (2)

yi =xi,1 (3)

where ϕi = [ϕi1, ϕi2, . . . , ϕipi ]
T and θi =

[θi1, θi2, . . . , θipi ]
T .

B. Communication condition among the N subsystems

Suppose that the interaction topology can be represented by
a fixed directed graph G , (A,V, ε), where A = [ai,j ] ∈
RN×N with nonnegative elements is the adjacency matrix
associated with G. V = {1, ..., N} denotes the set of indexes
corresponding to each subsystem. ε ⊆ V × V is the edge
set of ordered pairs of nodes. An edge (i, j) ∈ ε indicates
that subsystem j can obtain information from subsystem i,
but not necessarily vice versa [32]. In this case, subsystem
i is called a neighbor of subsystem j. We adopt Nj to
represent the collection of neighbors of subsystem j, i.e.
Nj , {i ∈ V : (i, j) ∈ ε}. The elements in the adjacency
matrix ai,j = 1 if (j, i) ∈ ε, ai,j = 0 otherwise. Note
that self-edges (i, i) are not allowed unless otherwise stated.
Thus (i, i) /∈ ε and i /∈ Ni. Hence, the diagonal elements
are all zeros, i.e. ai,i = 0. An in-degree matrix is defined as
∆, which is a diagonal matrix with diagonal elements being
∆i =

∑
j∈Ni

ai,j . Then, the Laplacian matrix of N subsystems

is defined as L = ∆−A.
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A directed path exists, which is originated from node i and
terminated at j if there are a sequence of successive edges
{(i, k), (k,m), . . . , (n, l), (l, j)} ⊆ ε with i, k,m, ..., n, l, j ∈
V . A directed graph contains a directed spanning tree if there
exists at least a root node i such that all the remaining nodes
in the graph can be reached from i through a directed path.
In this paper, we use µi = 1 to denote the case that the
subsystem i can directly access the full information of the
common reference trajectory yr(t), otherwise µi = 0.

C. Intermittent actuator fault model

Suppose that the internal dynamics of the actuator in the
subsystems is negligible. uci ∈ R represents the control signal
(i.e. the input of the actuator) in subsystem i, which will be
generated through controller design. An actuator is fault-free if
it can execute the control command with 100% effectiveness,
i.e. ui = uci. In this paper, an intermittent partial loss of
effectiveness (PLOE) type of actuator faults as modeled below
are considered.

ui(t) = ρi(t)uci(t) (4)

with
ρi(t) = ρih, t ∈ [tih,s, tih,e), h ∈ Z+ (5)

where 0 < ρ
i
≤ ρih ≤ 1 with ρih and ρ

i
being unknown

constants. h is a positive integer, which represents the number
of actuator faults occurred in subsystem i. tih,s and tih,e
denote the time instants when the hth actuator fault occurs
and ends, respectively. There is 0 ≤ ti1,s < ti1,e ≤ ti2,s <
ti2,e ≤ · · · ≤ tih,s < tih,e ≤ ∞. Both tih,s and tih,e for
the hth actuator fault in subsystem i are allowed unknown
by designers. Equations (4) and (5) imply that the actuator in
subsystem i will lose (1− ρih)× 100% of its effectiveness to
execute the control command uci(t) from time tih,s to tih,e.

Remark 1. As explained in [28], (4)-(5) indicate that a
faulty actuator may be recovered to a normally working mode
or changes from one faulty mode to another faulty mode
intermittently without offline repairment. In contrast to this,
the fault models with single occurrence time are normally
considered in the existing results on adaptive fault tolerant
control; see [33]–[35] for instance. Since the latter actuator
fault model can also be represented by (4)-(5) with h = 1 and
tih,e =∞, the fault model in this paper is more general than
those in [33], [34] and [35].

The control objective of this paper is to design distributed
adaptive controllers for all the N subsystems (1) with directed
communication topology such that:
• all closed-loop signals are globally uniformly bounded

despite possible occurrence of intermittent PLOE actuator
faults (4)-(5);

• all subsystem outputs can reach a consensus by tracking
a common desired trajectory yr(t) asymptotically though
only a small fraction of subsystems know yr(t) directly.

To achieve the control objective, some necessary assump-
tions are imposed.

Assumption 1. The directed graph G contains a spanning tree
and the root nodes nl can directly access the full information
of yr(t) , i.e. µnl

= 1 .

Assumption 2. The first nth-order derivatives of yr(t) are
bounded, piecewise continuous and are directly available to
the subsystem i with µi = 1.

Assumption 3. The sign of bi is known by each subsystem i.

Assumption 4. The disturbance di(t) is bounded such that
|di(t)| ≤ Di, where Di is an unknown positive constant.

Remark 2. Note that yr(t) is allowed to be totally unknown by
the subsystem i with µi = 0. In contrast to currently available
results in [9], [17], [22] and [24], the assumption that yr(t)
is linearly parameterized with basis functions known by all
subsystems is no longer needed. Besides, although a novel
distributed adaptive consensus tracking scheme is proposed
in [13] for nth-order nonlinear multi-agent systems with a
relaxed assumption on yr(t) as similar to Assumption 2,
the results are only applicable to the case with undirected
communication topology.

III. DESIGN OF DISTRIBUTED ADAPTIVE CONTROLLERS

Before we proceed to present the detailed procedure of
distributed adaptive controller design, the following lemmas
are introduced, which will play important roles in control
design and stability analysis.

Lemma 1. [32] Based on Assumption 1, the matrix (L+B)
is nonsingular where B = diag{µ1, . . . , µN}. Define

q̄ =[q̄1, . . . , q̄N ]T = (L+B)−1[1, . . . , 1]T

P =diag{P1, . . . , PN} = diag{ 1

q̄1
, . . . ,

1

q̄N
}

Q =P (L+B) + (L+B)TP,

then q̄i > 0 for i = 1, . . . , N and Q is positive definite.

Lemma 2. [36] The following inequality holds

0 ≤ |z| − z · sg(z) ≤ η

for any scalars z ∈ R, η > 0 and sg(z) = z√
z2+η2

.

Lemma 3. [32] Based on Assumption 1, the system

Ẋ(t) = −(L+B)X(t) (6)

where X(t) ∈ RN is globally exponentially stable.

Backstepping technique [20] is adopted to generate the
adaptive control law for each subsystem. The change of
coordinations is firstly introduced as below.

zi,1 =

N∑
j=1

aij(xi,1 − xj,1) + µi(xi,1 − yr) (7)

zi,k =xi,k − αi,k−1, k = 2, . . . , n. (8)

zi,1 is often known as the local neighborhood consensus errors
of each subsystem i [24]. αi,k is the virtual control signal to
be designed in each recursive step k for subsystem i.
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• Step 1. From (7), we have

z1 = Hδ = (L+B)δ (9)

where z1 = [z1,1, ..., z1,N ]T , δ = [δ1, ..., δN ]T . δi = xi,1 − yr
is the actual tracking error between the output of subsystem i
and the common desired trajectory yr.

From (2), (8) and (9), the derivative of z1 is computed as

ż1 = H


x1,2 − ẏr

...

xN,2 − ẏr

 = H


z1,2 + α1,1 − ẏr

...

zN,2 + αN,1 − ẏr


= H [z2 + α1 − 1N ⊗ ẏr] (10)

where z2 = [z1,2, . . . , zN,2]T , α1 = [α1,1, . . . , αN,1]T and
1N = [1, . . . , 1]T .

The virtual control law αi,1 is chosen as

αi,1 = −c1zi,1 − sg(zi,1)F̂i (11)

where F̂i for i = 1, . . . , N is the estimate of F , which is the
upper bound of |ẏr(t)|. c1 is a positive constant. sg(zi,1) is
a smooth function defined in Lemma 2. Equation (11) can be
compactly reperented as

α1 = −c1z1 − diag {sg(zi,1)} F̂t (12)

with F̂t = [F̂1, F̂2, . . . , F̂N ]T and

diag {sg(zi,1)} =


sg(z1,1) . . . 0

...
. . .

...

0 · · · sg(zN,1)

 .

The local parameter update law for F̂i is designed as

˙̂
Fi = −

N∑
j=1

aij(F̂i − F̂j)− µi(F̂i − F ) (13)

Clearly, the design of ˙̂
Fi also exhibits a distributed manner

based on additional parameter estimates F̂j collected from
the neighboring subsystems j of subsystem i with aij = 1.
Equation (13) can be compactly rewritten as

˙̂
Ft(t) = −(L+B)F̂t(t) = −HF̂t(t) (14)

From Lemma 3, this distributed parameter estimate system
is stable. Thus F̂i(t) is bounded, and so is ˙̂

Fi(t) for all
t ∈ [0,∞). The property of this distributed parameter estimate
system will be employed in designing the virtual control law
in Step 2.

The Lyapunov function candidate in this step is defined as

V1 =
1

2
z1
TPz1 +

1

2γFt

F̃Tt PF̃t (15)

where γFt is a positive constant and F̃t represents the column
vector of parameter estimation errors, i.e. F̃t = 1N ⊗F − F̂t.
From (10), (12) and (13), the derivative of V1 is computed as

V̇1 =z1
TP ż1 +

1

γFt

F̃Tt P (− ˙̂
Ft)

=z1
TPHz2 − z1TP (∆−A)diag{sg(zi,1)} · 1N ⊗ F
− z1TPBdiag{sg(zi,1)} · 1N ⊗ F − c1z1TPHz1
− z1TPH · 1N ⊗ ẏr + z1

TPHdiag{sg(zi,1)}F̃t

− 1

γFt

F̃Tt PHF̃t (16)

Based on Lemma 2 and |sg(·)| ≤ 1, the following two terms
can be computed as
i)

−z1TP (∆−A)diag{sg(zi,1)}·1N⊗F ≤
N∑
i=1

FPi∆iηi (17)

ii)

− z1TPBdiag{sg(zi,1)}·1N ⊗ F − z1TPH · 1N ⊗ ẏr

≤
N∑
i=1

PiµiFηi (18)

Substituting (17) and (18) into (16) yields that

V̇1 ≤z1TPHz2 −
1

2
c1z1

TQz1 +

N∑
i=1

(∆i + µi)PiFηi

+ z1
TPHdiag{sg(zi,1)}F̃t −

1

2γFt

F̃Tt QF̃t

≤‖z1‖ ‖PH‖ ‖z2‖ −
1

3
c1λmin (Q) ‖z1‖2

+

N∑
i=1

(∆i + µi)PiFηi −
λmin (Q)

4γFt

∥∥∥F̃t∥∥∥2
+

(
−1

6
c1λmin (Q) ‖z1‖2 + ‖z1‖ ‖PH‖

∥∥∥F̃t∥∥∥
− 3‖PH‖2

2c1λmin (Q)

∥∥∥F̃t∥∥∥2)

+

(
3‖PH‖2

2c1λmin (Q)
− λmin (Q)

4γFt

)∥∥∥F̃t∥∥∥2
≤‖z1‖ ‖PH‖ ‖z2‖ −

1

3
c1λmin (Q) ‖z1‖2

+

N∑
i=1

(∆i + µi)PiFηi −
λmin (Q)

4γFt

∥∥∥F̃t∥∥∥2
+

(
3‖PH‖2

2c1λmin (Q)
− λmin (Q)

4γFt

)∥∥∥F̃t∥∥∥2 (19)

Note that γFt
can be chosen to satisfy

0 < γFt
<
c1λmin (Q)

6 ‖PH‖2
(20)

such that the last term with respect to ‖F̃t‖2 in (19) can be
rendered negative. Then V̇1 is further derived as

V̇1 ≤‖z1‖ ‖PH‖ ‖z2‖ −
1

3
c1λmin (Q) ‖z1‖2

+

N∑
i=1

(∆i + µi)PiFηi −
λmin (Q)

4γFt

∥∥∥F̃t∥∥∥2 (21)



5

Remark 3. It is worth noting that the positive constant γFt

only appears in the Lyapunov function candidate, which is cho-
sen in this step to analyze the stability of (ż1, F̃t)−subsystem.
Condition (20) indicates that for an arbitrary choice of control
gain c1 > 0 and directed graph G satisfying Assumption 1,
there always exists a sufficiently small positive constant γFt

such that by choosing the Lyapunov function V1 as in (15),
inequality (21) holds.

• Step 2. From (7) and (11), it implies that αi,1 is the
function of ηi, xi,1, F̂i, aijxj,1 and µiyr.

Differentiating zi,2 with respect to t yields that

żi,2 =zi,3 + αi,2 − α̇i,1

=zi,3 + αi,2 −
∂αi,1
∂xi,1

xi,2 −
∂αi,1
∂ηi

η̇i −
∂αi,1

∂F̂i

˙̂
Fi

−
N∑
j=1

aij
∂αi,1
∂xj,1

xj,2 − µi
∂αi,1
∂yr

ẏr (22)

The virtual control law αi,2 is chosen as

αi,2 =− ĉi,2zi,2 +
∂αi,1
∂xi,1

xi,2 +
∂αi,1
∂ηi

η̇i

− ∂αi,1

∂F̂i
sg

(
zi,2

∂αi,1

∂F̂i

)
B̂i +

N∑
j=1

aij
∂αi,1
∂xj,1

xj,2

+ µi
∂αi,1
∂yr

ẏr (23)

where ĉi,2 is the local estimate of a positive constant c2 to
be defined later. B̂i is the estimate of Bi, which is a constant
upper bound of | ˙̂

Fi|.
The parameter update law for ĉi,2 is designed as

˙̂ci,2 = γci,2zi,2
2 (24)

where γci,2 is a positive design parameter. To avoid the over-
parameterization problem [20] about Bi in the next step, the
tuning function technique is adopted. The first tuning function
term τi,1 is defined as

τi,1 = γBizi,2
∂αi,1

∂F̂i
sg

(
zi,2

∂αi,1

∂F̂i

)
. (25)

where γBi
is a positive design parameter.

Define the Lyapunov function candidate as

V2 = V1 +
1

2

N∑
i=1

zi,2
2 +

N∑
i=1

1

2γci,2
c̃2i,2 +

N∑
i=1

1

2γBi

B̃2
i (26)

where c̃i,2 = c2 − ĉi,2 and B̃i = Bi − B̂i. Define z3 =
[z1,3, z2,3, . . . , zN,3]T . From (21), (22), (23), (24) and (25),
the derivative of V2 is calculated as

V̇2 =V̇1 +

N∑
i=1

zi,2
T żi,2 +

N∑
i=1

1

γci,2
c̃i,2(− ˙̂ci,2)

+

N∑
i=1

1

γBi

B̃i(− ˙̂
Bi)

≤‖z1‖ ‖PH‖ ‖z2‖ −
1

3
c1λmin (Q) ‖z1‖2

+

N∑
i=1

(∆i + µi)PiFηi −
λmin (Q)

4γFt

∥∥∥F̃t∥∥∥2
+ z2

T z3 − c2‖z2‖2 +

N∑
i=1

c̃i,2

(
zi,2

2 − 1

γci,2
˙̂ci,2

)

+

N∑
i=1

[∣∣∣∣zi,2 ∂αi,1∂F̂i

∣∣∣∣− zi,2 ∂αi,1∂F̂i
sg

(
zi,2

∂αi,1

∂F̂i

)]
Bi

+

N∑
i=1

1

γBi

B̃i

[
γBi

zi,2
∂αi,1

∂F̂i
sg

(
zi,2

∂αi,1

∂F̂i

)
− ˙̂
Bi

]

≤−

(
c1
6
λmin(Q)‖z1‖2 − ‖z1‖ ‖PH‖ ‖z2‖

+
3‖PH‖2

2c1λmin(Q)
‖z2‖2

)
− c1

6
λmin(Q)‖z1‖2

+ z2
T z3 +

(
3‖PH‖2

2c1λmin(Q)
− c2

)
‖z2‖2 +

N∑
i=1

ηiBi

+

N∑
i=1

(∆i + µi)PiηiF +

N∑
i=1

1

γBi

B̃i(τi,1 − ˙̂
Bi)

− λmin(Q)

4γFt

∥∥∥F̃t∥∥∥2
≤− c1

6
λmin(Q)‖z1‖2 +

N∑
i=1

(∆i + µi)PiηiF + z2
T z3

+

(
3‖PH‖2

2c1λmin(Q)
− c2

2

)
‖z2‖2 −

c2
2
‖z2‖2 +

N∑
i=1

ηiBi

+

N∑
i=1

1

γBi

B̃i(τi,1 − ˙̂
Bi)−

λmin(Q)

4γFt

∥∥∥F̃t∥∥∥2 (27)

where the Lemma 2 has been applied in handling the term
containing unknown parameter Bi. Clearly, by defining c2 as
a positive constant satisfying that

c2 >
3‖PH‖2

c1λmin(Q)
(28)

V̇2 is further derived as

V̇2 ≤−
c1
6
λmin(Q)‖z1‖2 +

N∑
i=1

(∆i + µi)PiηiF + z2
T z3

+

N∑
i=1

1

γBi

B̃i(τi,1 − ˙̂
Bi)−

λmin(Q)

4γFt

∥∥∥F̃t∥∥∥2
− c2

2
‖z2‖2 +

N∑
i=1

ηiBi (29)

Remark 4. It can be observed from (27)-(29) that c2 needs be
sufficiently large to obtain (29). Since parameters P , H and
Q in (28) are matrices related to global graph information,
they are normally unknown to local subsystems. Thus for each
subsystem i, a parameter estimator of c2 is introduced and the
generated estimate ĉi,2 is adopted as an adaptive feedback
gain of zi,2 in the design of αi,2 in (23).
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Remark 5. It is observed from (23) that the term
−∂αi,1

∂F̂i
sg
(
zi,2

∂αi,1

∂F̂i

)
B̂i is introduced to compensate ∂αi,1

∂F̂i

˙̂
Fi

instead of substituting ∂αi,1

∂F̂i

˙̂
Fi directly, even though the infor-

mation of ∂αi,1

∂F̂i

˙̂
Fi is fully available for each subsystem i in

Step 2. The main reason of doing this is that ˙̂
Fi in (13) involves

its neighbors’ instantaneous parameter estimates aijF̂j for
j ∈ Ni. Then in the subsequent step of the backstepping
technique, the time derivative of αi,2 needs to be computed
while the derivative aij

˙̂
Fj may involve the information beyond

subsystem i’s neighborhood area.

• Step 3. From (8) and (23), it implies that αi,2 is the
function of ĉi,2, xi,1, xi,2, ηi, η̇i, F̂i, B̂i, aijxj,1, aijxj,2,
µiyr and µiẏr. Differentiating zi,3 with respect to t, we have

żi,3 =xi,4 − α̇i,2
=zi,4 + αi,3 − α̇i,2 (30)

where

α̇i,2 =
∂αi,2
∂ĉi,2

˙̂ci,2 +

2∑
l=1

∂αi,2
∂xi,l

xi,l+1 +

2∑
l=1

∂αi,2
∂ηi(l−1)

ηi
(l)

+
∂αi,2

∂F̂i

˙̂
Fi +

∂αi,2

∂B̂i

˙̂
Bi +

N∑
j=1

aij

2∑
l=1

∂αi,2
∂xj,l

xj,l+1

+ µi

2∑
l=1

∂αi,2
∂yr(l−1)

yr
(l) (31)

The virtual control law αi,3 is designed as

αi,3 =− zi,2 − c3zi,3 +
∂αi,2
∂ĉi,2

˙̂ci,2 +

2∑
l=1

∂αi,2
∂xi,l

xi,l+1

+

2∑
l=1

∂αi,2
∂ηi(l−1)

ηi
(l) +

N∑
j=1

aij

2∑
l=1

∂αi,2
∂xj,l

xj,l+1

+ µi

2∑
l=1

∂αi,2
∂yr(l−1)

yr
(l) − ∂αi,2

∂F̂i
sg

(
zi,3

∂αi,2

∂F̂i

)
B̂i

+
∂αi,2

∂B̂i
τi,2 (32)

where c3 is a known positive constant and τi,2 = τi,1 +

γBi
zi,3

∂αi,2

∂F̂i
sg
(
zi,3

∂αi,2

∂F̂i

)
.

We define a Lyapunov function candidate as

V3 = V2 +
1

2

N∑
i=1

z2i,3 (33)

Let z4 = [z1,4, z2,4, . . . , zN,4]T . From (29), (30), (31) and
(32), the derivative of V3 can be calculated as

V̇3 =V̇2 +

N∑
i=1

zi,3żi,3

≤− c1
6
λmin(Q)‖z1‖2 +

N∑
i=1

(∆i + µi)PiηiF + z3
T z4

− λmin(Q)

4γFt

∥∥∥F̃t∥∥∥2 − c2
2
‖z2‖2 − c3‖z3‖2 + 2

N∑
i=1

ηiBi

+

N∑
i=1

zi,3
∂αi,2

∂B̂i
(τi,2 − ˙̂

Bi) +

N∑
i=1

1

γBi

B̃i(τi,2 − ˙̂
Bi)

(34)

• Step k (k = 3, . . . , n − 1). From Step 1, Step 2
and Step 3, we can conclude that αi,k is the function of
ĉi,2, F̂i, B̂i, xi,1,. . . ,xi,k, ηi,. . . ,ηi(k−1), aijxj,1,. . . ,aijxj,k,
µiyr,. . . ,µiyr(k−1). From (8), the derivative of zi,k is com-
puted as

żi,k = zi,k+1 + αi,k − α̇i,k−1 (35)

with

α̇i,k−1 =
∂αi,k−1
∂ĉi,2

˙̂ci,2 +

k−1∑
l=1

∂αi,k−1
∂xi,l

xi,l+1 +

k∑
l=1

∂αi,k−1
∂ηi(l−1)

ηi
(l)

+
∂αi,k−1

∂F̂i

˙̂
Fi +

∂αi,k−1

∂B̂i

˙̂
Bi + µi

k−1∑
l=1

∂αi,k−1
∂yr(l−1)

yr
(l)

+
N∑
j=1

aij

k−1∑
l=1

∂αi,k−1
∂xj,l

xj,l+1 (36)

The virtual control law αi,k is designed as

αi,k =− zi,k−1 − ckzi,k +
∂αi,k−1
∂ĉi,2

˙̂ci,2 +

k−1∑
l=1

∂αi,k−1
∂xi,l

xi,k+1

+

k−1∑
l=1

∂αi,k−1
∂ηi(l−1)

ηi
(l) +

∂αi,k−1

∂B̂i
τi,k−1

− ∂αi,k−1

∂F̂i
sg

(
zi,k

∂αi,k−1

∂F̂i

)
B̂i

+

N∑
j=1

aij

k−1∑
l=1

∂αi,k−1
∂xj,l

xj,l+1 + µi

k−1∑
l=1

∂αi,k−1
∂yr(l−1)

yr
(l)

+

k−1∑
l=3

∂αi,l−1

∂B̂i
zi,lγBi

∂αi,k−1

∂F̂i
sg

(
zi,k

∂αi,k−1

∂F̂i

)
(37)

with

τi,k−1 = τi,k−2 + γBi
zi,k

∂αi,k−1

∂F̂i
sg

(
zi,k

∂αi,k−1

∂F̂i

)
(38)

where ck is a positive constant. Let zk =
[z1,k, z2,k, . . . , zN,k]T . Define the Lyapunov function
candidate as

Vk = V2 +
1

2

k∑
l=3

N∑
i=1

zi,l
2 (39)

whose derivative is calculated as

V̇k ≤−
c1
6
λmin(Q)‖z1‖2 +

N∑
i=1

(∆i + µi)PiηiF

+ zi,k
T zi,k+1 −

λmin(Q)

4γFt

∥∥∥F̃t∥∥∥2
− c2

2
‖z2‖2 −

k∑
l=3

cl‖zl‖2 + (k − 1)

N∑
i=1

ηiBi

+

N∑
i=1

k∑
l=3

zi,l
∂αi,l−1

∂B̂i
(τi,k−1 − ˙̂

Bi)
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+

N∑
i=1

1

γBi

B̃i(τi,k−1 − ˙̂
Bi) (40)

• Step n. From (8) for k = n, then

żi,n =ẋi,n − α̇i,n−1
=biui(t) + ϕi

T θi + di(t)− α̇i,n−1
=biρi(t)uci(t) + ϕi

T θi + di(t)− α̇i,n−1
=biρi(t)uci(t) + ϕi

T θ̃i + di(t)− α̇i,n−1 + ϕi
T θ̂i (41)

where θ̃i = θi − θ̂i with θ̂i being the estimate of θi.
Define αi,n = ϕi

T θ̂i+sg(zi,n)D̂i−αi,n. The actual control
law for each subsystem is designed as

uci(t) = −sgn(bi)
zi,n%̂

2
iαi,n

2√
zi,n2%̂2iαi,n

2 + ηi2
(42)

where %̂i and D̂i are the estimates of 1
biρ

i

and Di with Di

being the upper bound of di, respectively. sgn(x) is the sign
function with the property that sgn(x) = x

|x| if x 6= 0,
otherwise sgn(x) = 0. αi,n is determined by equation (37)
for k = n. With the designed control law (42) and Lemma 2,
then

zi,nbiρi(t)uci(t) ≤− |bi| ρi
zi,n

2%̂2iαi,n
2√

zi,n2%̂2iαi,n
2 + ηi2

≤ |bi| ρiηi − |bi| ρi%̂i |zi,nαi,n| (43)

which will be applied in the stability and consensus analysis
for the entire closed-loop system given later.

The local parameter update laws are designed as follows:

˙̂
Bi =τi,n−1 (44)
˙̂
Di =γDi

zi,nsg(zi,n) (45)
˙̂
θi =zi,nΓiϕi (46)
˙̂%i =γ%i |zi,nαi,n| (47)

where γDi
, Γi and γ%i are all positive design parameters with

appropriate dimension.

IV. SYSTEM STABILITY AND CONSENSUS ANALYSIS

The main results of this paper are formally stated in the
following theorem.

Theorem 1. Consider the closed-loop system consisting of N
uncertain nonlinear subsystems modeled in (1) with possibly
intermittent actuator faults as modeled in (4), (5) under
Assumptions 1-4. With the distributed adaptive fault tolerant
controllers (42) and the parameter update laws (13), (24),
(44)-(46) and (47), all the closed-loop signals are globally
uniformly bounded. Asymptotically consensus tracking of all
the subsystems’ outputs to yr(t) is achieved, i.e. lim

t→∞
δi → 0

for i = 1, . . . , N . Furthermore, the states of N subsystems in
lth order can also track the (l−1)th order derivative of yr(t),
i.e. lim

t→∞
xi,l → yr(t)

(l−1) for l = 2, . . . , n.

Proof. We define a Lyapunov function candidate for the entire
closed-loop system as

Vn =Vn−1 +
1

2

N∑
i=1

zi,n
2 +

N∑
i=1

|bi| ρi
2γ%i

%̃2i +
1

2

N∑
i=1

θ̃Ti Γi
−1θ̃i

+

N∑
i=1

1

2γDi

D̃2
i (48)

From (41), the derivative of Vn can be calculated as

V̇n =V̇n−1 +

N∑
i=1

|bi| ρi
γ%i

%̃i(− ˙̂%i) +

N∑
i=1

θ̃Ti Γi
−1(− ˙̂

θi)

+

N∑
i=1

1

γDi

D̃i(− ˙̂
Di) +

N∑
i=1

zi,nsg(zi,n)D̃i +

N∑
i=1

ηiDi

+

N∑
i=1

zi,nbiρi(t)uci(t) +

N∑
i=1

zi,nϕi
T θ̃i

+

N∑
i=1

zi,n[ϕi
T θ̂i + sg(zi,n)D̂i − αi,n]

+

N∑
i=1

zi,n(αi,n − α̇i,n−1) (49)

Substitute the inequality (43) into equation (49), then

V̇n ≤V̇n−1 +

N∑
i=1

zi,n(αi,n − α̇i,n−1) +

N∑
i=1

|bi| ρiηi

+

N∑
i=1

θ̃Ti Γi
−1(zi,nϕiΓi − ˙̂

θi) +

N∑
i=1

ηiDi

+

N∑
i=1

|bi| ρi
γ%i

%̃i

{
γ%i

∣∣∣zi,n[ϕi
T θ̂i + sg(zi,n)D̂i − αi,n]

∣∣∣
− ˙̂%i

}
+

N∑
i=1

1

γDi

D̃i[γDi
zi,nsg(zi,n)− ˙̂

Di] (50)

From (36) (37) and (40), the solution of the term V̇n−1 +
N∑
i=1

zi,n(αi,n − α̇i,n−1) can be straightforwardly computed as

V̇n−1 +

N∑
i=1

zi,n(αi,n − α̇i,n−1)

= −c1
6
λmin(Q)‖z1‖2 +

N∑
i=1

(∆i + µi)PiηiF

− λmin(Q)

4γFt

∥∥∥F̃t∥∥∥2 − c2
2
‖z2‖2 −

n∑
l=3

cl‖zl‖2

+ (n− 1)

N∑
i=1

ηiBi +

N∑
i=1

n∑
l=3

zi,l
∂αi,l−1

∂B̂i
(τi,n−1 − ˙̂

Bi)

+

N∑
i=1

1

γBi

B̃i(τi,n−1 − ˙̂
Bi) (51)
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Finally, takeing (44), (45), (46), (47) and (51) into inequality
(50), we have

V̇n ≤−
c1
6
λmin(Q)‖z1‖2 +

N∑
i=1

(∆i + µi)PiηiF

− λmin(Q)

4γ

∥∥∥F̃t∥∥∥2 − c2
2
‖z2‖2 −

n∑
l=3

cl‖zl‖2

+ (n− 1)

N∑
i=1

ηiBi +

N∑
i=1

|bi| ρiηi +

N∑
i=1

ηiDi (52)

Integrating both sides of (52) yields that

Vn(t) +
c1
6
λmin(Q)

∫ t

0

‖z1(τ)‖2dτ +
c2
2

∫ t

0

‖z2(τ)‖2dτ

+

n∑
l=3

cl

∫ t

0

‖zl(τ)‖2dτ +
λmin(Q)

4γFt

∫ t

0

∥∥∥F̃t(τ)
∥∥∥2dτ

≤ Vn(0) +

N∑
i=1

[(∆i + µi)PiF + (n− 1)Bi

+ |bi| ρi +Di]η̄i (53)

where η̄i =
∫ t
0
ηi(τ)dτ with η̄i being a constant. From (53)

and the definition of Vn in (48) along with (26), we conclude
that all the signals zi,l for l = 1, . . . , n, F̂i, ĉi,2, B̂i, %̂i, θ̂i,
D̂i for i = 1, . . . , N are bounded. Besides, zi,l ∈ L2.

From (7) and Assumption 2, it implies xi,1 is bounded.
From (11), (13) and Lemma 3, αi,1 is bounded. From (8), it
follows that xi,2 is bounded. From (23) and the boundedness
of yr(t) and ẏr(t) given in Assumption 2, αi,2 is bounded.
By following similar analysis, the boundedness of xi,l and
αi,l for l = 1, . . . , n can be shown. From (42), the control ui
is bounded. Therefore, the boundedness of all the signals in
the closed-loop system can be guaranteed. Thus, from (10),
żi,1 is bounded. By applying Barbalat’s lemma, it can be
concluded that lim

t→∞
zi,1 → 0. Since H is nonsingular in (9),

it further follows that asymptotic consensus tracking of all the
N subsystems’ outputs to a common desired trajectory yr(t)
can be achieved, i.e. lim

t→∞
δi(t)→ 0 for i = 1, . . . , N .

We now continue to analyze the consensus of the states
for the subsystems. Differentiating ż1 in (10) with respect
to time t, there is z

(2)
1 = H[x3 − 1N ⊗ yr(t)

(2)]. Since
x3 = [x1,3, x2,3, . . . , xN,3]T and yr(t)(2) are bounded, z(2)1 is
bounded. Based on Barbalat’s lemma, it implies that ż1 will
approach to zero when t goes to infinity, thus lim

t→∞
xi,2 →

ẏr(t). Similarly, with the boundedness of xi,l and Assumption
2, the states of N subsystems in lth order can also track
yr(t)

(l−1) asymptotically, i.e. lim
t→∞

xi,l → yr(t)
(l−1) for

l = 3, . . . , n.

Remark 6. From the proof of Theorem 1, we notice that
the two sufficient conditions in (20) and (28) are essential to
achieve our main results. Although the two conditions include
global topology parameters P, Q and H, they only indicate
the existence of γF and c2 which are needed in stability
analysis. In other words, global topology information is not
needed in the design of adaptive control law. Observing (42),

(13), (24), (44)-(46) and (47), it can be summarized that
the required knowledge to generate uci in each subsystem i

include: (i) the common reference trajectory µiy
(l)
r if µi = 1

for l = 0, 1, . . . , n−1; (ii) the local states xi,q for q = 1, . . . , n
and local parameter estimates F̂i, ĉi,2, B̂i, %̂i, θ̂i, D̂i; (iii) its
neighbors’ states and parameter estimates aijxj,q, aijF̂j with
aij = 1 for q = 1, . . . , n. Therefore, the proposed adaptive
control scheme is totally distributed.

Remark 7. To handle the issue that reference trajectory in-
formation yr(t) is totally unknown by a fraction of high-order
subsystems with µi = 0, an alternative approach is proposed
in [12]. In [12], for each subsystem i of order n, an auxiliary
n−th order pure integrator type of filter is introduced. Then
n distributed parameter estimators are designed to handle
the unknown n−th order derivative of yr(t). Moreover, each
subsystem i needs collect n− dimensional parameter estimates
from its neighbors to complete the design of its local controller.
Different from [12], the auxiliary filter can be avoided and
only one dimensional parameter estimates need be transmit-
ted among connected agents. Therefore, though both results
achieve asymptotically consensus tracking, the computational
and communication cost can be effectively reduced in this
paper with compared to [12].

Remark 8. In this paper, the results in Wang et al. [13], [27]
are successfully extended to uncertain high-order nonlinear
systems with uncertain intermittent actuator faults under the
directed communication condition. Besides, unlike the repre-
sentative results in this area including Das et al, [21] Zhang et
al, [10] and Yoo, [11] where only semi-global uniform ultimate
boundedness of tracking errors are guaranteed, perfect output
consensus tracking can be achieved in this paper.

V. SIMULATION RESULTS

A. An Application Example

In the simulation, we firstly consider a group of 4 second-
order continuous torsional pendulum systems [37] modeled as
follows

ϑ̇i =ωi;

Jiω̇i =ui −Migli sin(ϑi)− fdiωi; i = 1, . . . 4. (54)

where ϑi and ωi are the angle and angular velocity, respec-
tively. Mi = 1/3kg and li = 2/3m are the mass and length of
each torsional pendulum, respectively. g = 9.8m/s2 denotes
the acceleration of gravity. Ji = 4/3Mil

2
i represents the rotary

inertia. fdi = 0.2 is the frictional factor. Mi, li, Ji, g and
fdi are all unknown system parameters. Define bi = Ji

−1,
θi = [Ji

−1Migli, Ji
−1fdi]

T and ϕi = [− sin(ϑi),−ωi]T .
The desired reference trajectory is yr(t) = sin(0.1t). The
communication topology among the 4 subsystems and the
reference trajectory yr(t) is represented by a directed graph
as shown in Fig. 1. The faulty model in (4) is modeled as
ui(t) = ρi(t)uci(t), t ∈ [hT ∗, (h+1)T ∗), h = 1, 3, . . ., where
ρi(t) = 0.3 and T ∗ = 10 seconds, which are both unknown
parameters in the design of controllers.

In simulation, the initial states including ω1(0), ω2(0),
ω3(0), ω4(0), F̂i(0), ĉi,2(0), B̂i(0), θ̂i(0), %̂i(0) for i =
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3 2 1 4

yr(t)

Fig. 1. Communication topology for a group of 4 subsystems.

1, . . . , 4 are set as zeros. ϑ1(0) = 1, ϑ2(0) = 0.8, ϑ3(0) = 1.2,
ϑ4(0) = 0.5. The design parameters are chosen as c1 = 1
and F = γc2 = γBi

= γ%i = 1, Γi = diag{1, 1},
ηi(t) = 0.2e−0.03t. The tracking performance, the tracking
error and the control inputs are respectively shown in Fig. 2-
5, which validate the effectiveness of the proposed distributed
adaptive consensus tracking control scheme. Besides, the
method presented in this paper is compared to that in [12] in
terms of both computational complexity and communication
burden as shown in TABLE I and II, respectively. Note that
both methods can achieve asymptotically consensus tracking
in this example. In [12], to compensate the effect of unknown
trajectory, an auxiliary second-order filter and two distributed
parameter estimators, as given in TABLE I, need be introduced
in each subsystem i. And four signals (i.e. the states ϑj ,
ωj , F̂j1, F̂j2) need be collected from its neighbors through
the communication network. However, in this paper, only
one distributed parameter estimator is introduced and the
number of communication signals is reduced to 3, i.e. ϑj ,
ωj and F̂j . Hence, the communication channel bandwidth and
computation resource can be saved with the method in this
paper.
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Fig. 2. The outputs ϑi, i = 1, . . . , 4.

B. A Numerical Example

A group of 4 high-order subsystems modeled as follows are
considered.

ẋi,1 =xi,2;

ẋi,2 =xi,3;

ẋi,3 =biui(t) + ϕi
Tθi + di(t), i = 1, . . . , 4. (55)

where b1 = 1, b2 = −2, b3 = 0.5, b4 = 3, θ1 = 1, θ2 =
0.5, θ3 = 2 and θ4 = 3 are all unknown system parameters.
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Fig. 3. Tracking errors δi = ϑi − yr , i = 1, . . . , 4.
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Fig. 4. The states ωi, i = 1, . . . , 4.
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Fig. 5. Control inputs ui without actuator faults, i = 1, . . . , 4.

ϕ1 = x31,3, ϕ2 = x22,3, ϕ3 = x3,3 and ϕ4 = x4,2x4,3 are the
subsystem structure. d1(t) = 0.1 sin(t), d2(t) = 0.2 sin(t)2,
d3(t) = 0.05 sin(t) and d4(t) = 0.15 sin(t) denote uncertain
external disturbances. Neither the detailed function of di(t)
nor its upper bound will be used in the design of distributed
adaptive controllers. The communication topology among the
4 subsystems is the same as that in the former application
example.

In simulation, the state initials including xi,1(0), xi,2(0),
xi,3(0), F̂i(0), ĉi,2(0), B̂i(0), θ̂i(0) for i = 1, . . . , 4 in
the closed-loop system are set as zero and %̂i(0) = 2,
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TABLE I
THE COMPARISON OF THE COMPUTATIONAL COMPLEXITY FOR THE

METHODS PRESENTED IN THIS PAPER AND [12].
To handle the issue of unknown trajectory information,
the additional filter and distributed parameter estimators

are introduced in each subsystem i.

Reference
[12]

q̇i,1 = qi,2; q̇i,2 = vi.

˙̂
Fik =

4∑
j=1

aij(F̂jk − F̂ik) + µi(Fk − F̂ik);

k = 1, 2.

The present
paper

˙̂
Fi =

4∑
j=1

aij(F̂j − F̂i) + µi(F − F̂i)

TABLE II
THE COMPARISON OF THE COMMUNICATION BURDEN FOR THE METHODS

PRESENTED IN THIS PAPER AND [12].
For each subsystem i, the signals need be
collected from its neighboring subsystem j

through communication network, if aij = 1.

Reference [12] ϑj , ωj , F̂j1, F̂j2

The present paper ϑj , ωj , F̂j

TABLE III
THE COMPARISON OF THE COMPUTATIONAL COMPLEXITY FOR THE

METHODS PRESENTED IN THIS PAPER AND [12].
To handle the issue of unknown trajectory information,
the additional filter and distributed parameter estimators

are introduced in each subsystem i.

Reference
[12]

q̇i,1 = qi,2; q̇i,2 = qi,3; q̇i,3 = vi.

˙̂
Fik =

4∑
j=1

aij(F̂jk − F̂ik) + µi(Fk − F̂ik);

k = 1, 2, 3.

The present
paper

˙̂
Fi =

4∑
j=1

aij(F̂j − F̂i) + µi(F − F̂i)

D̂i(0) = 1. The reference trajectory is generated by a time-
varying function yr(t) = cos(0.1t), whose information is
directly available only for subsystem 1 as shown in Fig. 1.
The faulty model in (4) is modeled as ui(t) = ρi(t)uci(t),
t ∈ [hT ∗, (h + 1)T ∗), h = 1, 3, . . ., where ρi(t) = 0.3 and
T ∗ = 15 seconds, which are both unknown parameters in
practical application. The design parameters are chosen as
c1 = c3 = 0.05 and F = γc2 = γBi = γDi = γ%i = Γi =
1, ηi(t) = 0.2e−0.03t.

The tracking performance of all the agents’ outputs yi(t)
and tracking errors are shown in Fig. 6 and Fig. 7. It can
be seen that the satisfactory asymptotic output consensus
tracking for all the subsystems can be achieved with our
proposed distributed adaptive control scheme. Furthermore,
the consensus of states xi,2 and xi,3 can also be ensured as
shown in Fig. 8 and 9. Control inputs as designed in (42) is
shown in Fig.10. From Fig. 6-10, it can be observed that all
the closed-loop signals are bounded, even though there exist
unknown intermittent actuator fault happening in the actuators
with time progresses. Similar to previous example, TABLE III-
IV are given to compare the computational complexity and
communication burden for the methods in [12] and this paper.
It can be seen that the improvement achieved with the method
in this paper becomes more significant with the increase of
the subsystem order.
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Fig. 6. The outputs yi, i = 1, . . . , 4.
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Fig. 7. Tracking errors δi = xi,1 − yr , i = 1, . . . , 4.
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Fig. 8. The states xi,2, i = 1, . . . , 4.

TABLE IV
THE COMPARISON OF THE COMMUNICATION BURDEN FOR THE METHODS

PRESENTED IN THIS PAPER AND [12].
For each subsystem i, the signals need be
collected from its neighboring subsystem j

through communication network, if aij = 1.

Reference [12] xj,1, xj,2, xj,3, F̂j1, F̂j2, F̂j3

The present paper xj,1, xj,2, xj,3, F̂j

VI. CONCLUSION

In this paper, the output consensus tracking problem for
uncertain high-order nonlinear systems with intermittent ac-
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Fig. 9. The states xi,3, i = 1, . . . , 4.
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Fig. 10. Control inputs ui with actuator faults, i = 1, . . . , 4.

tuator faults is studied under directed topology condition. A
novel backstepping based distributed adaptive consensus con-
troller is proposed. By introducing extra distributed parameter
estimators in all subsystems to account for the unknown but
constant bound regarding the first order time derivative of the
desired trajectory function, the assumption on linearly param-
eterized trajectory in most relevant results can be successfully
relaxed. Besides, to handle the intermittent actuator faults, a
new adaptive compensation technique is adopted. It is shown
that with the proposed distributed adaptive control protocol,
asymptotically consensus output tracking can be achieved
while all closed-loop signals are ensured globally uniformly
bounded.
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