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Abstract

This master thesis is about Modelling, Simulation and Control of a MacGregor Active Heave
Compensation (AHC) 250t crane operating on the supply vessel Gran Canyon. The crane
model was developed mathematically using robot modeling theory including both kinematic
and dynamic equations. This model was developed and simulated in Matlab and Simulink and
further compared, where the two models showed equal results.

Control designs for an offshore crane can be developed in several ways, but in this thesis the
control task only concerns position control of the crane and can be divided into two control
tasks. The main goal is to determine the most suitable controller design for the two control
tasks, which are as follows:

e Control of crane joints with the aim to get the joint angles to follow a desired joint angle,
which is a sine wave with an amplitude of one, with as small error between desired and
measured join angles as possible.

e Control of crane end-effector in vertical direction with the aim to get the end-effector
position in z-direction to follow a desired end-effector position in z-direction with as small
error between desired and measured position as possible. The desired position is a linear
movement from 5.432m to 1m with a velocity of 0.1m/s. Then the end-effector should be
kept steady at 1m.

The dynamic model of the crane was implemented in Simulink and various control designs
were developed with the task of controlling the joint angles and the end-effector position in
vertical direction, using the dynamic model as the plant. PID-, PI and PD-controller design
and Linear-Quadratic Regulator (LQR) design were developed to perform control of joint angles
and end-effector separately. Two inverse kinematics methods were developed with the aim of
controlling the end-effector based on the kinematic equations. Using the inverse Jacobian for
this purpose caused singularities, but using the transpose Jacobian instead made it possible to
simulate the system.

Simulations showed that a PID-controller design had the best performance when controlling
the joint angles, with a maximal error between desired joint angle and measure joint angle of
querror = 2.775 - 103 [rad], geerror = 3.327-1073[rad] and gzerror = 6.268 - 10*[rad]. While
a PD-controller design showed the best performance when controlling the end-effector position
in vertical direction, with a maximal error between desired and measured position as z.error =
2.826[mm].
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Chapter 1

Introduction

The main purposes of this master thesis are to develop a crane model based on kinematic and
dynamic equations, develop several control designs for the crane, and further determine the most
optimal control design for an offshore crane.

1.1 Background and Motivation

Offshore cranes play an important part in several marine operations. They are expected to
perform a wide range of different tasks such as placing a payload safely on shore or on a vessel.
Cranes that are placed on a vessel are affected by vessel motions caused by environmental forces
such as wind, waves and current. Therefore, Crane dynamics and crane heave compensation need
to be designed and analyzed carefully. Last year, a master thesis was provided by MacGregor
with the aim of developing a platform to study coupled dynamics between the crane and a
marine craft. This concerned a MacGregor AHC 250t crane operating on the supply vessel
Gran Canyon, which is designed by the company Skipsteknisk AS in Alesund. In the last few
decades, ocean engineering-orientated automation has become a dominating research focus in
several fields, and as a contribution to the mentioned master thesis the implementation of various
control algorithms with the task to control the crane in a desired position needs to be examined.

1.2 Problem Specification and Limitations

This project is about Modelling, Simulation and Control of an offshore crane and concerns the
MacGregor AHC 250t crane operating on the supply vessel Gran Canyon, which is designed by
the company Skipsteknisk AS in Alesund.

An important part of this projects is the literature study, where the purpose is to document
already existing methods for modeling, simulation and control of offshore crane.

This project is delimited to concern only the crane, and not coupled dynamics between the
crane, vessel, cable and payload. Therefore, the focus is to develop a mathematical model of
the crane using existing research on kinematic and dynamic equations associated with offshore
cranes, build a dynamic model of the crane and consider several control methods applied on the
kinematic and dynamic crane model.

There will be developed control designs that will directly control the crane joints, where the
control task is to get the joint angles to follow a desired joint angle with as small error between
desired and measured joint angles as possible. Control designs that will directly control the
end-effector position in vertical direction will be developed as well, with the control task to get
the end-effector position to follow a desired end-effector position with as small error between
desired and measure end-effector position as possible. The main goal of this work is to determine
the most optimal controller design for both controller task.



1.3 Objectives

The tasks of this thesis can be divided into three sub tasks. These sub tasks are considered as
the objectives of the project and are listed below.

e Literature study of modeling, simulation and control of offshore cranes.
e Modeling and simulation of crane kinematics and dynamics.

e Develop several control designs, simulate the systems and examine the results of each
controller design.

1.4 Outline

Chapter 2 contains an overview of existing research and applications related to the modelling,
simulation and control of offshore cranes. Chapter 3 introduces the theoretical expressions that
are central for understand the modelling and control used in this thesis. Chapter 4 contains
a description of the crane and how some simplifications are done to obtain a viable system
for the modelling, simulation and control. Chapter 5 presents a mathematical model of the
crane, which concerns both crane kinematics and dynamics. This chapter also presents the
dynamic crane design in Simulink. Chapter 6 presents a Matlab and a Simulink model, based
on the mathematical model, where the results from the two models will be compared. Chapter
7 introduces several control designs used to control the crane in a desired position. Chapter
8 presents the simulation results from all control designs and a subsequent discussion for both
controller tasks. Finally, chapter 9 gives a conclusion of the work and recommendations of future
work.

1.5 Introduction to Software

Softwares used for accomplishing this thesis are Matlab and Matlab/Simulink. Matlab is a math-
ematical software that uses a script language primarily for numerical computing, and Simulink
is a simulation software where block diagrams are used for the modelling. Simulink can also be
used to model a dynamic system as a Simscape or SimMechanics model, but this procedure is
not used in this thesis.

A model of the crane kinematics and dynamics is developed in both in Matlab and Simulink,
where the purpose is to compare results from the two models. A dynamic model is developed
in Simulink. Finally, several control designs are developed in Simulink, where some of them are
run in parallel with a Matlab script.



Chapter 2

Literature Review

This chapter contains an overview of existing research and applications related to modelling,
simulation and control of offshore cranes. It explains existing methods for modelling the crane
kinematics and dynamics, as well as the control system for offshore cranes, the software used for
modelling and simulation of the crane, and some advantages and disadvantages regarding the
methods and software.

2.1 Modelling of crane

According to Chu and Asay [5], many approaches exist for deriving dynamic equations of a
mechanical system. All methods have in common that they generate equivalent sets of equations,
but the approach is depending on computation and analysis of different purposes.

2.1.1 Denavit-Hartenberg (DH) Convention

In mathematical robot modelling kinematic equations are used to describe the motion of the
robot manipulator without taking torque and forces into consideration [2]. The kinematics for
a robot with n number of links can be extremely complex, which is why simplifications are
completely necessary in order to model the crane kinematics. The Denavit-Hartenberg conven-
tion ensures a systematic procedure to develop robot manipulator kinematics [2]. In the article
"Integrated multi-domain system modelling and simulation for offshore crane operations" [4],
Chu, Asgy, Ehlers and Zhang document how the assignment of reference frame and notations
followed the Denavit-Hartenberg convention, and how the convention is used to solve the kine-
matic chains of a knuckle boom crane when the global reference frame 0 was attached to the
base of the crane. Knowing the velocity of the end-effector of the crane, the velocity of the
joints is calculated, and then the cylinder velocities can be described as a function of the joint
velocities.

2.1.2 Lagrange’s Approach

In the article "A MULTI-BODY DYNAMIC MODEL BASED ON BOND GRAPH FOR MAR-
ITIME HYDRAULIC CRANE OPERATIONS" [5], Chu and Asgy introduce the Lagrange’s
approach, which is a method for deriving the dynamic equations. Here, the dynamics of a three
degree of freedom (DOF) knuckle boom crane relies on the energy properties, where the differ-
ence between the kinetic and potential energy is essential. This method makes it possible to
reduce the equations needed to describe the motion of the crane, as it uses generalized coor-
dinates to describe the system instead of taking every single body with mass and inertia into
consideration. This approach is appropriate for modelling with the use of bond graphs, and it
avoids derivative causality problems when modelling nonlinear systems [5].



2.1.3 Bond Graph

Chu and ZAsgy also show how a maritime crane lifting system comprised of a 3DOFs crane
with three revolute joints, a winch, a segment of wire, and a pendulum load is modelled by
developing a bond graph, which is a graphical representation of a physical dynamic system.
This is a modelling technique that describes the energy structure of a physical system [5]. The
models of the hydraulic actuators can easily be integrated due to the fact that the bond graph
method is an energy based modelling approach. Bond graph theory provides an assembled
description of physical systems athwart several energy fields, which makes interconnection of
subsystems manageable [7].

2.2 Control of Offshore Cranes

Sun, Fang, Chen, Fu, and Lu explain in their paper [9] that over the past several decades the
control problem for land-fixed cranes has been deeply studied, and that a lot of solutions for
both linear and nonlinear control methods have been reported and many control strategies for
land-fixed cranes have already been developed. As opposed to the land-fixed cranes, which are
fixed and operated in the inertia, the ship-mounted cranes are influenced by external disturbance
from sea waves, sea wind, ocean current etc. and are working in non-inertial frames. Due to
those rough working conditions and the influence by various external disturbance the control
problem for offshore cranes is highly demanding when the intention of the control is to place
a payload precisely and smoothly to a desired location as fast as possible, without making the
payload swing during the operation and avoid residual swing at the end.

Sun, Fang, Chen, Fu, and Lu looked at other literature of work denoted to the control of ship-
mounted cranes and found some control strategies that were already developed and are listed
below [9].

A feed forward control with gain scheduling

A control scheme consisting of a variable-gain observer and a variable-gain controller
e Predictionbased control

e Preview tracking control

e Nonlinear feedback control

o Sliding mode control (SMC)

e Composite control

e Linear matrix inequality-based control
e Delayed feedback control

e Active rate-based control

e Combination-based control

o External model based control

They found some advantages of using these control strategies, for instance that the control
scheme with variable-gain observer and variable-gain controller is proved to be effective and
that two nonlinear sliding mode controllers are developed and are proved to be effective and
robust. Despite these advantages, most of these control strategies are based on simplified or
reduced crane dynamics, which may cause system instability because it is difficult to avoid a
swinging payload, due to the complicated working scenario of an offshore crane [9)].



2.2.1 Nonlinear Stabilizing Control without Linearization or Approximation

As a reply to the concerns regarding the stability problems with the existing control methods,
Sun, Fang, Chen, Fu, and Lu present a control design for offshore cranes based on the original
nonlinear dynamics of the crane without any simplifications or approximations [9]. They present
how the dynamics is transformed into a form that is more practical for such an approach, where
the new control variables are defined. The Lyapunov control law and a closed-loop stability
analysis are provided, and as far as they know this paper produces the first closed-loop control
method which attain asymptotic results for an offshore crane, affected by ship roll and heave
movement, without needing linearization and approximation of the original nonlinear dynamics.
This method is compared to the existing methods using MATLAB/Simulink RTWT to verify
that the performance of such a control method is better and more robust against external
disturbances than the other control methods.

2.2.2 Dynamic Positioning Control

For a vessel actuated by two main thrusters, Rokseth, Skjong and Pedersen present the use
of a Dynamic positioning control system (DP-control system), where the purpose is to provide
reference signals for the thrusters so that the vessel can be controlled in three directions; surge,
sway and yaw. This control system consists of position and angle set points, a second-order
reference model to smooth the position and yaw angle set point into a reference signal, a position
controller that calculates the desired thrust vector, a thrust allocation algorithm that uses the
desired thrust vector to allocate the desired thrust force for each of the two thrusters and local
thruster controllers that realize the thrust commands. A nonlinear observer was also needed to
filter out high-frequency components of the measurements regarding position and angle [7].

2.3 Software used for Modelling and Simulation of Crane

Several software for modelling and simulation of crane already exist. The use of Computer-
aided design (CAD) tools for modelling and simulation of offshore cranes has been improved
considerably the last few decades, but models from CAD tools with detailed design are usually
to complex to simulate, especially when the physical system is to complex or if a real-time
performance of the simulation is required [3].

In the article "The Functional Mockup Interface - seen from an industrial perspective" [6],
Bertsch, Ahle and Schulmeister introduce the White box modelling, which is about modelling
the entire system with one consistent method using a modelling language that is suitable for
different physical fields. An example of this approach is MODELICA. MODELICA is a multi-
domain modelling language that allow us to model and simulate the combination of electrical,
mechanical, thermodynamic, hydraulic, biological, control, event, real-time, etc using the same
modelling language [8]. This type of modelling is equation based and has led to the development
of softwarepackages, extensions and tool-boxes such as MATLAB /Simulink, SimulationX, 20-sim
and OpenModelica [3].

Related to simulation of offshore cranes, Chu and Asgy present modelling and simulation of a
knuckle boom crane using a bond graph implemented in 20-sim [5]. 20-sim is a software tool
that allows the implementation of bond graphs in the modelling and simulation [5].

Rokseth, Skjong and Pedersen also used bond graph implementation in sim-20 when simulating
the crane system but emphasized that the bond graph model can be simulated in any software
supporting script. This is since a bond graph easily provides the state equations [7]. A set of
first order equations of motion from the bond graph can be extracted by hand and be used, for
instance, in MATLAB for simulation. The bond graph can also be transformed into a block



diagram for a simulation in MATLAB Simulink. Despite of the possibilities they underscore
that the advantages with software that supports bond graphs is avoidance of the tedious task of
extracting the equations by hand or transforming the bond graph into a block diagram. However,
a disadvantage of using Simulink is that it is hard to model interconnections, and it is harder
to divide the system into subsystems.



Chapter 3

Robot Modelling Theory and
Control Theory

The purpose of this chapter is to present and define the theoretical expressions that are central
for understand the modelling and control used in this thesis. There are several types of offshore
cranes, in various sizes and with different abilities, but common for most of them; they can be
described using robot modelling theory. Therefore, this chapter includes a presentation of the
kinematics and dynamics of a robot manipulator and the associated equations. Since control of
offshore cranes is an essential part of this thesis, control methods such as LQR and PID, P-; PI
and PD-controllers are also presented and explained. Two inverse kinematics control methods
such as Jacobian inversion method and Jacobian transpose method are explained as well.

3.1 Kinematics

Kinematic equations are used to describe the relation between the individual joints of the robot
manipulator and the position and orientation of the tool or end-effector. The main objective of
the kinematics is to describe the motion of the robot manipulator without taking torque and
forces into consideration. The problem of determining the kinematics can be divided into two
parts, namely forward kinematics and inverse kinematics.

The information regarding kinematics of a robot manipulator is mainly collected from Spong’s
book [12], but some information is also inspired by [2] and [11].

Forward kinematics _
Joint Cartesian

space - ‘ space/

End-effector
Frame

Inverse kinematics

Figure 3.1: Forward and inverse kinematics

From Figure 3.1, we can distinguish between forward kinematics and inverse kinematics as
follows:



e Forward kinematics is a method of calculating the motion of an end-effector from dimen-
sions and states of the system on which it is mounted. From any given joint angle g we
can determine the resulting pose of the end-effector frame.

e Inverse kinematics is opposite of forward kinematics. It uses the kinematic equations to
calculate the motion of the joints from the motion of the end-effector. From any desired
pose of the end-effector frame, we can determine the required values for the joints q.

3.1.1 Robot Manipulator

Different kinds of robot manipulator are developed and can be classified by several criterion,
such as the way the joints are actuated, their geometry or kinematic structure, their application
area, or the method of control. In common, all robot manipulators can be described as a
connection between a set of links and various joints. This connection makes it possible to move
the end-effector of the robot manipulator to a desired point by modifying the joint angles.

3.1.2 Kinematic Chains

As mentioned in chapter 3.1.1, a robot manipulator is composed of a set of links connected
together by various joints. These joints can be very simple, such as a revolute joint or a prismatic
joint, or they can be complex, such as a ball and socket joint or a spherical wrist. A reovolute
joint is like a hinge that allows a rotation about a single axis, and a prismatic joint allows a
linear motion along a single axis, in other words an extension or retraction. A ball and socket
have two degree of freedom and a spherical wrist has three degrees of freedom, so the benefits
with the simple joints, compared to the complex joints, is that they only got a single degree of
freedom, which is the angle of rotation in the case of a revolute joint and the amount of linear
displacement in the case of a prismatic joint.

A robot manipulator with n joints consists of n+1 links, since each joint is connected by two
links. The joints are numbered from 1 to n, and the links are numbered from 0 to n, starting
from the base/ground. By this convention, joint ¢ connects link ¢ — 1 to link 7. Joint 1 is the
connection between link 0 and link 1, respectively the ground and the first link. Joint 2 is the
connection between link 1 and 2, and so on. The location of joint ¢ is considered to be fixed
with respect to link ¢ — 1. When the joint i is actuated link ¢ will move, but link 0, which is the
first link, will therefore be fixed and does not move when the joints are actuated. All links in
the configuration have one joint variable, which is denoted by ¢;. For a revolute joint, ¢; is the
angle of rotation, and for a prismatic joint, ¢; is the displacement of the joint:

0; : Angle for a revolute joint
@ :{ % g J (31)

d; : Displacement for a prismatic joint

To perform a kinematic analysis, a coordinate frame is rigidly attached to each link. Link ¢
has coordinate frame o;x;y;2;, and the coordinate frame opxgyozo is attached to the base frame,
which means that link 0 is the ground. Figure 3.2 illustrates how the coordinate frames are
attached to the links of an elbow manipulator. The coordinate frames are placed according to
the DH convention, which is further described in the next chapter.



Figure 3.2: Coordinate frames of an elbow manipulator

3.1.3 DH Convention

When the kinematic analysis is carried out using an arbitrary frame attached to each link, it
is helpful to be systematic in the choice of these frames. The DH convention is a commonly
used convention for selecting frames. This convention simplifies the analysis significantly and
provides a systematic procedure to develop robot manipulator kinematics. Table 3.1 shows the
DH parameters for the elbow manipulator in Figure 3.2.

Table 3.1: DH parameters

Link | a; | «; | d; | 6;
1 ll aq dl 9;
2 l2 a9 d2 95
3 l3 (0%} d3 9§

The parameters in this table is described as follows
e a; is the length of the links.

e d; is the link offset along the z-axis to the common normal. This is a variable joint
parameter for a prismatic joint.

e «; is the link twist. This is the angle between the common normal, from old z-axis to new
z-axis, and the angle that aligns the z;-axis with the joint-axis.

e 0; is the joint angle and a variable joint parameter for a revolute joint. This is the rotational
angle about the z;-axis.

In this convention, we have four basic transformations representing translational and rotational
movement relative to x and z, which are given by

cy, —sg, 0 0
sg, cp. 0 0

Rot.(6;) = 81 8@ Lo (3.2)
0 0 01



1 0 0 0
|8 o
0 O 0 1
[1 0 0 0 ]
Trans,(d;) = 8 (1) (1) c(l]z
000 1
[ 1 0 0 a; ]
Transg(a;) = 8 (1] (1) 8
000 1]

(3.4)

(3.5)

where each homogeneous transformations A; are represented as the product of the four basic

transformations

A = Rot(0;)Trans.(d;)Trans, (a;) Rot.(a;)

Co, —50,Ca; 50;5q; QiCo,
_| %6 €0;Ca; —CO;Sa; QiSY;
A; =
0 Say Ca; d;
0 0 0 1

3.1.4 Velocity and Acceleration Jacobian

For a joint 7, the velocity ¢; is related to the end-effector by

Ve T Jvi .
[

J .
where [ Jm' ] is the geometric Jacobian for the joints.
w

The upper half of the Jacobian is the linear Jacobian, and is given as
J, = [ Jo, T, ]
where the i-th column J,, is

Jy, =21 x (rp—7Tiz1)

for a revolute joint and

Jo,

7

=Zi-1

for a prismatic joint.

The lower half of the Jacobian is the angular Jacobian, and is given by

10

(3.6)

(3.8)

(3.10)

(3.11)

(3.12)



where the i-th column J,, is

Jwv =Zi-1 (3.13)

for a revolute joint and
Juw, =0 (3.14)
for a prismatic joint.

z;_1 is the axis of rotation for joint 4, 7, is the vector from the base frame to link n and r;_; is
the vector from the base frame to link 7 — 1.

When putting the upper and lower halves of the Jacobian together, the Jacobian for a n-link
manipulator is of the form

Ji=[J1 Jo2 - Jn ] (3.15)

where the i-th column J; is

Jo, | | zicix(rp—7ric1)
Ji:I:Jwi ]_[ ! ! ] (3.16)

for a revolute joint and
| Ju || zia

The total Jacobian for a n-link manipulator can then be written as

for a prismatic joint.

Zi-1 X (Tn - Ti—l)

_ - Zi-1
Jl_[Jwi]_ zi—l

0

] Revolute joint
(3.18)
] Prismatic joint

For a joint ¢, the acceleration of the end-effector is obtained by taking the time-derivative of the
velocity equation, and is given by

alo ] i ] s o @ (319)

3.2 Dynamics

While the kinematic equations describe the motion of the mechanical system without taking
forces and moment into consideration, the dynamic equations specifically describe the relation-
ship between force and motion.

All information regarding the dynamics of a robot manipulator is mainly obtained from Spong’s
book [12], but some information is also collected from [2] and [5].
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3.2.1 Lagrange’s Approach

Lagrange’s approach is a method for deriving dynamic equations of a mechanical system. It
relies on the energy properties of the system to compute the equations of motion, and because
langrange’s equations reduce the equations needed to describe the motion of the system by
using generalized coordinates, it provides a fashionable formulation of the dynamics describing
a mechanical system. The lagrange’s approach is, as mentioned, an energy based approach of
the system and derives the dynamics using kinetic and potential energy of the system. The
lagrangian £ of a mechanical system is described as the difference between kinetic and potential
energy of the system, and is given by

L=K-P (3.20)
where K and P represent the total kinetic energy and the total potential energy, respectively.

Generally, for any type of mechanical system, the use of Lagrange’s equations leads to a system
of n coupled, second order nonlinear ordinary differential equations given by

——-—=7 i=1,...n (3.21)

where 7; is the force associated with link 4.

The differential equations lay the foundations of the relation between the force applied to each
joint and the joint positions, velocities and acceleration, and make it possible to derive the
dynamic model using kinetic and potential energy of the system. It is also worth mentioning
that the DH joint variables, described in chapter 3.1.3, provides a set of coordinates for a n-link
rigid robot. The number of generalized coordinates are important to determine the order n of
the system, and are required to describe the evolution of the system.

3.2.2 Kinetic Energy

The total kinetic energy of a n-link manipulator can be written as the sum of contribution of
kinetic energy relative to the motion of each link

n
K=>Ki (3.22)
i=1
But first, let us look at kinetic energy of a rigid body, which can be written in the form
1 T 1 7
IC; = §mivi v; + §wi Z,w; (3'23)
where m is the total mass of the object, v is the linear velocity vector, w is the angular velocity
vector, and Z is the Inertia tensor given by a 3 x 3 matrix. It is important to express the inertia
tensor in the inertial frame to make it possible to compute the triple product wfIiwi. This
is done in terms of the orientation transformation between the body attached frame and the
inertial frame, which leads to the inertia tensor given by

Z;= RI,R! (3.24)

Both linear and angular velocities can be expressed by utilization of the Jacobian matrix and
the derivative of the joint angles, and since the joint variables are the generalized coordinates,
the linear and angular velocities can be written as

U; = JUi(Q)da Wi = Jw(‘])q (3‘25)
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By inserting Equation (3.23), (3.24) and (3.25) in Equation (3.22), the total kinetic energy for
a n-link robot manipulator can be written as

K=54¢" :[mz’Jvi(Q)TJvi(Q) +Ju (@) R(OTiRi(9)" i (9)]d (3.26)

(2

N | —

This equation can also be written as
1, .
K=54dM(q)q (3.27)
where M (q) is the inertia matrix, and is given by
M(q) = miJ (@) Ju,(q) + T, ()" Ri(@) T Ri(q)" T (q) (3.28)

3.2.3 Potential Energy

As for the total kinetic energy, the total potential energy of a n-link manipulator can be written
as the sum of contribution of potential energy relative to the motion of each link

n
P=>"Pi (3.29)
i=1
By assuming that the robot manipulator only consists of rigid links, the only force that causes

potential energy is the gravity, therefore the potential energy for the i-th link can be computed
as

Pi=g ram; (3.30)

where g is a 3 x 1 gravity acceleration vector in the inertial frame and r.¢ is the vector of the
center of mass of link 4.

By inserting Equation (3.30) in Equation (3.29), the total potential energy for a n-link robot
manipulator can be written as
T
P = Zg Teilhyg (3.31)
i=1

If the z-axis is defined as the vertical axis the gravity acceleration vector can be written as
g=| 0 (3.32)

where g = 9.81m/s?.

3.2.4 Equations of Motion

Before the equations of motion can be derived, the Lagrange’s equations (3.21) need to be
spcialized. First, the kinetic energy can be written as a quadratic function of ¢ in the form

n

1 N .
K =352 Mij(@)dig; = 54" M(a)d (3.33)
Z7j
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and since the potential energy is independent of ¢§, the potential energy can be written as

P=P(q) (3.34)
By inserting Equation (3.33) and (3.34) in Equation (3.20) the Lagrangian can be written as
12 .. L1.p .
LH=P =23 Miy(a)did; = 54" M(a)d-P(q) (3.35)
Z7J

Solving Equation (3.21) with respect to Equation (3.35) the Lagrange’s equations can now be
written as

8Mkj 3 18]\/[” } oP

Migijj + { Gidj - o= = 1, 3.36
; kI ,Zj: Jdq; 2 Oqgy T og, " (3:36)

Further, by interchanging the order of summation and use symmetry, we obtain the following
Lagrange’s equations
> My (@) + 3 Cije(@)dids + 9x(@) =7, k=1,....m, (3.37)
J 0.

where Cjji is known as the Christoffel symbols and is given by

1 [0My; My, OM;,
z‘jk:_{ u A ]} (3.38)
2 0¢;  Oq; Ok
and g can be defined as
oP
e =5 (3.39)
dk

Finally, the equations of motion, also known as the manipulator equation, can be written in the
matrix form

M(q)i+C(4,q9)4+g(q) =T, (3.40)

where C(q, q) is the Coriolis and Centripetal matrix, and the jk-th matrix is defined as
Crj =Y. Ciji(q)gi, (3.41)
i=1

M (q) is the inertia matrix given in Equation (3.28) and g(q) is the gravity vector given in
Equation (3.39).

3.3 Control Theory

To ensure a desired behaviour of a dynamic system, a controller is needed. This chapter includes
a description of different controller methods. First, state-of-art feedback controllers such as a
PID-, P-, PI- and PD controllers are explained. The structure of the controllers is shown with
block diagram and equations, and how the controller parameters affect the system is described.
In addition, Ziegler-Nichols open- and closed method for tuning a system is accounted for.
Then, the LQR, which is based on state-space equations, is explained. This controller is also
shown with block diagrams and equations describing the controller design. Finally, two inverse
kinematics control methods such as Jacobian inversion method and Jacobian transpose method
are explained, also with block diagram and equations.

14



All information regarding the PID-, P-,PI- and PD controller is obtained from [13], [14] and
[15]. All information regarding the LQR are obtained from [16], [17], [18], [19], and [20]. All
information regarding Jacobian transpose method are obtained from [21].

3.3.1 PID-controller

A PID-controller is a controller consisting of a proportional gain, an integral gain and a derivative
gain, as shown in Figure 3.3.

Controller
=} K,e(t)
+
r + u y
e | h;ﬁf(f)d, +<> PLANT
- +
le(t

Figure 3.3: PID-controller

The output of a PID-controller, which is equal to the control input to the plant, is calculated in
the time domain from the feedback error as follows

PID = Kye(t) + K; [ Le(r)dr + Kddig) - K (e(t) + % Ji Le(r)dr + Tddz(:)) (3.42)
where
» K, is the proportional gain
e K is the integral gain
e K, is the derivative gain
o T is the integral time constant
e T, is the derivative time constant
In Laplace domain the output, and transfer function, of the controller is given by
PID(s)= K, + K? s Kys = s fps ML TLS + Tys) (3.43)
i

Changing the controller parameters will have different effects on the system response. For
instance, increasing the proportional gain (K,) will reduce, but not eliminate, the steady-state
error, adding an integral term to the controller (K;) also tends to help reduce steady-state error,
and adding a derivative term to the controller (K ;) adds the ability of the controller to anticipate
error. In addition, there are several other general effects of each controller parameters (K, Kgq,
K;) for a closed-loop system, which are summarized in Table 3.2.
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Table 3.2: Effects of controller parameters for a PID

CL RESPONSE | RISE TIME | OVERSHOOT | SETTLING S-S ERROR
TIME
K, Decrease Increase Small Change Decrease
K; Decrease Increase Increase Decrease
Ky Small Change Decrease Decrease No Change

The use of a PID-controller ensures optimum control dynamics with zero steady state error, fast
response, a higher stability and no oscillation.

3.3.2 P-controller

A P-controller is a controller consisting of only a proportional gain, as shown in Figure 3.4.

Controller

S DR o) B CH WA

Figure 3.4: P-controller

The output of a P-controller, which is equal to the control input to the plant, is calculated in
the time domain and Laplace domain from the feedback error as follows

P = Kpe(t) (3.44)
A P-controller is mostly used to stabilize an unstable system. From Table 3.2, we can see that
if we increase the proportional gain, the steady state error of the system will increase, but a
P-controller will never eliminate the steady state error. We can use this controller only when

our system is tolerable to a constant steady state error. Increasing the proportional gain also
decrease the rise time and leads to overshoot.

3.3.3 Pl-controller

A Pl-controller is a controller consisting of a proportional gain and an integral gain, as shown
in Figure 3.5.
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Figure 3.5: Pl-controller

The output of a Pl-controller, which is equal to the control input to the plant, is calculated in
the time domain from the feedback error as follows

PI=Kye() + K | Ce(r)dr = K (e(t) + Tis A Le(r)dr) (3.45)

)

In Laplace domain the output, and transfer function, of the controller is given by

K Kys+ K 1
PI(s)=K,+ =228 R g 14 ) (3.46)
s s T;s

A Pl-controller is especially used to eliminate the steady state error from the P-controller. But
the integral term has a negative impact of the speed of the response and stability of the system,
and is therefore often used when speed of the system response is not a problem.

3.3.4 PD-controller

A PD-controller is a controller consisting of a proportional gain and a derivative gain, as shown
in Figure 3.6.

Controller
r + u y
() T 0 ‘() PLANT
- +
b K, de(t)

Figure 3.6: PD-controller

The output of a PD-controller, which is equal to the control input to the plant, is calculated in
the time domain from the feedback error as follows

PD = Kye(t) + Ku d‘;’g) - K (e(t) + Tdd‘;—(tt) ) (3.47)
In Laplace domain the output, and transfer function, of the controller is given by
Kis? + K
PD(s) = Kp+ Kgs = —2 2P K (1 + Tys) (3.48)
s
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Since the derivative term of the controller has the ability to predict future errors of the system
response, the intention of using a PD-controller is to increase the stability of the system. The
derivative is taken from the output response of the system instead of the error signal, in order
to avoid the effect of sudden change of the error signal, but the derivative part of this controller
cannot be used alone because it amplifies the system noise.

3.3.5 Ziegler-Nichols Tuning

To obtain a desired behavior for a system, it is necessary to adjust the controller parameters.
This is called tuning the system. There are several ways to tune a system. For instance, a simple
method is to connect a controller, increase the gain until the system starts to oscillate, and then
reduce the gains by an appropriate factor. Another method is to determine the controller
parameters based on open-loop response measurements.

One of the most commonly used tuning rules is the Ziegler-Nichols method. In the 1940s Ziegler
and Nichols developed two techniques for controller tuning: Ziegler-Nichols open-loop tuning
and Ziegler-Nichols closed-loop tuning. The idea for both tuning methods was to make a simple
experiment, extract some features for the experimental data of the system dynamics, and then
determine the controller parameters from these features.

The open-loop method is based on the open-loop step response of the system, where the step
response is measured by applying a step input to the system and recording the response. Using
Ziegler-Nichols open-loop tuning method with dead time L, reaction rate R and amplitude U of
step input, the controller parameters for a P-, PI- and PID-controller is given in Table 3.3.

Table 3.3: Ziegler-Nichols open-loop controller parameters

Type | K, |Ti=% | Tu=%2
1
P LRJU *
PI | ;pp | 33L 0
PID | rp7m | 2L 0.5L

The closed-loop method is based on direct adjustment of the controller parameters. A controller
is connected to the system using only the proportional gain. This gain will be increased until
the system starts to oscillate, and the value of the proportional gain, when the system starts to
oscillate, is called the ultimate gain K, while the period of the oscillation is called the ultimate
time P,. Using Ziegler-Nichols closed-loop tuning method with ultimate gain K, and ultimate
period P,, the controller parameters for a P-, PI-,PD- and PID-controller are given in Table 3.4.

Table 3.4: Ziegler-Nichols closed-loop controller parameters

Type | K, i = % Ty = %
P | 05K, | oo 0
PI | 045K, | & 0

PD | 0.8K, 00 Lu

PID | 0.6K, | % Lu

3.3.6 LQR

LQRs have been widely used in many control system designs due to its stability and robustness.
The LQR design consists of a state feedback controller, which will minimize the objective function
J, given in Equation (3.50). A feedback gain matrix is designed to obtain some agreements
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between the use of control effort, the magnitude and the speed of the response, which will
ensure that the system will be stable. A LQR is built relaying on state-space methods, which
is a method about using state variables to describe a dynamic system by a set of first-order
differential equations, instead of using nth-order differential equations.

To design this controller, the system must be controllable. According to Nise’s CONTROL
SYSTEM ENGINEERING [16], the definition of a controllable system is: "If an input to a
system can be found that takes every state variable from a desired initial state to the desired
finale state, the system is said to be controllable; otherwise, the system is uncontrollable’. This
means that to control the system each state variable can be changed by changing the input
signal. The input signal must be able to control all the state variables, and if any of the state
variables can not be controlled by the input signal, then the system is uncontrollable.

Figure 3.7 shows a block diagram of a LQR, which can be designed on the state-space form
given in Equation (3.49).

N

ref + —~ U B + o~ T f i O Y

+

full state feedback

G

Figure 3.7: Linear-Quadratic Optimal Set-point Regulation

i =Ax+ Bu
(3.49)
y=Cx
The performance index for such a controller is
w1 T 7 T L rT o7 T
J = min {5 fo (5" Qy +u” Ru)dt = 5 fo (zTCTQC +u Ru)dt} (3.50)
where the Design weights are
Q=0">0 (output weight)
R=R">0 (input weight)
and the optimal solution is
u = —R_lBTPoo:U =Gx
(3.51)

Po+ AP -P.BR'BTP.+CTQC =0
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where the Algebraic Riccati equation is

P=P'>0

(3.52)

If the controller must track a time-varying reference trajectory, the LQR can be redesign as

shown in Figure 3.8.

disturbance feedforward w

G E

reference feedforward

Yd . u y T T
Y Tg, B Ii c

H
W,
W,

full state feedback

G

Figure 3.8: Linear-Quadratic Optimal Trajectory Tracking Control

Now the controller can be designed on the state-space form given by the equations
& =Ax+ Bu+ Bw
y=Cxzx
where
w = disturbance to the system

If the case is
x4 = constant, w = constant, VYV te[0,7]]

the general solution for the linear time-invariant system can be written as
u= Glx + Gde + G3w
where
G1=-R'B"P,

Go=-R'BT(A+BG))TcTQ
Gs=R'BT(A+BG) TP.E
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3.3.7 Inverse Kinematics Methods

It is possible to use algebraic methods to solve the inverse kinematics of a robot manipulator,
but the algebraic solution exists only for a restricted class of cases. The joint angles can be
expressed, with for instance the DH convention, using the end-effector position. This works
for a 2DOF robot manipulator, but since the DOFs for most cases is higher, iterative methods
are necessary. These methods solve the kinematic equations using a sequence of steps, which
lead to a better solution for the joint angles. The methods are used to minimize the difference
between the desired and current position of the end-effector. There are several methods using
this technique, and two of them are:

e Jacobian Inversion Method
o Jacobian Transpose Method
For the Jacobian inversion method, the relation between the joint angles and the end-effector
position can be expressed as
0=J10)X (3.56)

where 6 are the joint angles, 0 are the joint velocities, J~! is the inverse Jacobian matrix and
X are the position of the end-effector in x-, y- and z-direction. Figure 3.9 shows the Jacobian
inversion method in form of a block diagram.

Cartesian Joint
velocities velocities
- i v
X 8
X f —

X =J0
Figure 3.9: Jacobian inversion method

One concern with this method is that using the inverse Jacobian matrix may not lead to one
solution, but an infinite number of solutions, and singularities usually occur. Using the transpose
of the Jacobian, instead of the inverse, removes the singularity problems significantly.

For the Jacobian transpose method, the relation between the force F' and the generalized forces
T is expressed as

r=J'F (3.57)
where J7 is the transpose Jacobian matrix.

The generalized forces can be expresses either with the joint variable accelerations 6 or joint
velocities 6. Because this method is not interested in the dynamic behavior of the system, only
the joint velocities are used for the necessity of this method, and the relation between the force
and the joint velocities can be expressed as

0=J'F (3.58)
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Figure 3.10 shows the Jacobian transpose method in form of a block diagram.

~ E(1) , :
_‘Ld o~ F T 9 ] )
A, 1 1< ‘

- : IH
‘\ f'
Figure 3.10: Jacobian transpose method
The force F' corresponds to the error F(t), which is expressed as
E(t) = X4 - X, (3.59)

and is the difference between the desired end-effector trajectory and the current end-effector
position. f(6) describes the forward kinematics from the joint angles to the end-effector position.
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Chapter 4

Description of the Crane

Figure 4.1 shows an AUTOCAD-drawing of an assembly of the crane, mounted to the deck of
the vessel. This drawing is provided from MacGregor in conjunction with the last year master
thesis.
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Figure 4.1: Assembly of the crane

From the figure we can see that the assembly of the crane consists of a great number of bodies,
and for that reason some simplifications and approximations are necessary to obtain a viable
system for its purpose, when it comes to modeling, simulation and control of the crane. The
idea is to include just the elements that are considerable for its investigation. For our purpose
we only need to include bodies which have the most contributing inertia.

Table 4.1 shows the properties of mass and the center of mass for each part of the crane assembly,
and are provided by MacGregor.
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Table 4.1: Measurements of the crane assembly

Part mltonne] ZT[m] Z[m]
Foundation 20.00 0.00 2.50
King 88.90 0.5 7.24
Winch 173.10 -0.95 12.27
Wire 149.94 -6.50 13.00
Main cylinders 26.70 6.36 6.79
Knucke Jib Cylinders 12.40 19.87 8.11
Main Jib 47.90 11.73  9.85
Knucke Jib 36.00 21.22  6.53
Misc 1 3.10 1.70  9.75
Misc 2 2.30 -4.07 691
Sum 560.34 - -

To assemble a simplified model of the crane, some of the bodies can be combined. It is possible
to use four bodies describing the whole crane. Figure 4.2 shows the simplified model with the
four combined bodies, and how the individual parts are combined is listed below.

Body 1
Body 2

Body 0

Body 3

Figure 4.2: Simplified crane model with combined bodies

Body 0: Foundation

Body 2: Main Jib and Knuckle-jib Cylinders

Body 4: Knuckle Jib

Body 1: King assembly, Main Winch, Wire, Main Cylinders, Misc 1 and Misc 2

Then the mass and center of mass of each of the four bodies are defined by adding the individual
component each body consist of together, as presented in Table 4.2.
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Table 4.2: Measurements of the crane assembly with combined bodies

Part m [tonne] T [m] Z [m]
Body 0/Foundation 20.00 0.00  2.50
Body 1 444.04 -4.24 11.14
Body 2 60.34 13.40 9.49
Body 3 36.00 21.22  6.53
Sum 560.34 - -
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Chapter 5

Modelling of Crane

This chapter is about modelling of the crane, both the mathematical model describing the crane
and the crane design in Simulink. First, a mathematically model relying on crane kinematics
and then crane dynamics will be developed. Finally, the crane is designed in Simulink based on
the crane dynamics using the equations of motion.

5.1 Crane Kinematics

Kinematic equations are used to describe the relation between the individual joints of the crane
and the position and orientation of the end-effector. This includes the forward kinematics,
where the DH convention allow us to model the crane as an open chain. It also includes inverse
kinematics, which is used to find the joint angles from the end-effector. The crane needs to be
modelled using the DH convention, where the geometric Jacobian matrices between Frame 3
and the joints with respect to the velocity and acceleration are found as well. To accomplish
the kinematic model, the relation between the cylinder stroke and the joint angles is found for
both cylinders. Equations related to the crane kinematics are calculated from the equations in
chapter 3.1 and are further based on [11], where some modifications are done.

5.1.1 DH Convention

The crane joints are modelled as an open chain using the DH convention. Figure 5.1 represent
the crane consisting of three links connected by three joints. The foundation of the crane is fixed,
and joint 1 is placed in the center of the intersection between body 0 and body 1. Therefore,
the local base-frame is located in joint 1, also shown in the Figure 5.1. Joint 1 is connecting
link 1 to the base-frame, joint 2 is connecting link 1 to link 2, and joint 3 is connecting link 2
to link 3.
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Figure 5.1: DH representation of the crane

Table 5.1 shows the DH parameters for the crane in Figure 5.1.

Table 5.1: DH parameters

Link a; | «&; di 01'
TERER
2 || 0] 063
3 [z[o]o]6s

From the table, the variable angles 67, 65 and 63 correspond to the joint angles g1, g2 and g3
relative to the local coordinate system for each joint, where 67 = q1, 65 = g2 and 63 = ¢3. As
seen in Figure 5.1, link 1 has the the angle a;=7, which result in a link length of a; = 0. The
length of link 2 and 3 are signed with the variables lo and I3, respectively. Joint 1 is a prismatic
joint and has a linear motion in z-direction with the variable d;. Since joint 2 and 3 are revolute
joints the variables do and d3 become zero.

The DH procedure determines the transformation of the model from Frame 0 to Frame 3 with
four elementary homogeneous transformations, where the resulting transformation matrices are

given by
C1 0 S1 0 Cy —89 0 lQCQ C3 83 0 as3cCs
0 _ S1 0 —C1 0 1 _ 59 C2 0 1282 2 _ S3 C3 0 a3ss
Tl(Ql) - 0 1 0 d 7T2(QQ) - 0 0 1 0 7T3(q3) - 0 0 1 0
0 0 O 1 0o 0 0 1 0 0 0 1
(5.1)
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where
c1=cos(q1), s1=sin(qr)
co =cos(qa), s2=sin(q)

cg = cos(q3), s3=sin(gs)
Then the total transformation from Frame 0 to Frame 3 becomes

cicas —c1s23  s1 c1(laco +13c23)

0,y _ | S1c23 —si1s23 —c1 si(laca +13c23)
Tg(t]) - S23 C23 0 d1 + 1282 + l3823 (52)
0 0 0 1

where
co3 = cos(qa +q3), S23 = sin(qa +q3)

5.1.2 Geometric Jacobian between Frame 3 and Joints

The geometric Jacobian between the end-effector (Frame 3) needs to be found to determine
the joint velocities and accelerations that correspond to a trajectory of the end-effector. This
trajectory can be found in chapter 6.

Velocity

The first step to find the geometric Jacobian is to find the transformation from Frame 0 to
Frame 3. To obtain the geometric Jacobian from Frame 0 to 1, Frame 0 to 2 and Frame 0 to 3,
the homogeneous transformation matrices H? are needed.

Frame O to Frame 1:

HY =TY(q1) (5.3)
cic 0 s1 O
w0
0O 0o 0 1
From Frame 0 to Frame 2:
HY =T (q1)T5(q2) (5.4)

cica —c182  Ss1 lacien

s1c2 —s1c2 —c1 lasico
S9 C9 0 d1 + 1282
0 0 0 1
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From Frame 0 to Frame 3:
HY =T9(q1)T5(q2)T5(gs) (5.5)

cicas —c1523  s1 c1(laco +13c23)

g0 _ | S1c2s —sis23 —al s1(laca + I3¢23)
S923 C23 0 d1 + l282 + l3523
0 0 0 1

The next step is to find the vectors r; and z;_1, which easily can be found from the transformation
matrices. This results in the following r; vectors

0 0 lgclcz C]_(ZQCQ + l3623
rog = 0 y ry = 0 y ro = l28102 N rs = 81(l202 + l3023 (56)
0 dl dl + l282 dl + l282 + l3823
and the following z;_1 vectors
0 s1 51
Zy = 0 s zy=|—¢C1], ro=\|—-C1 (5.7)
1 0 0

Since the geometric Jacobian is given by

Ji - Z;1 X (I'n - ri—l) (58)

Zi-1

the vector r3 — r;_1 needs to be calculated, and is given by

[ c1(laco + I3co3)
r3 —ro = | s1(laca + l3c23) (5.9)
_dl + l282 + 13823

[c1(l2c2 + I3¢23)
r3 —r1 = | s1(l2c2 + l3c03) (5.10)
1282 + l38§3

l3cic93
r3 —ro = |l3s1¢93 (5.11)
l3523

Then the cross product z;_1 x (re —r;_1) can be calculated for all joint variables.
For joint variable 1:
—s1(laca +[3¢23)

2o x (r3 —10) = [ c1(laca +l3¢23) (5.12)
0
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For joint variable 2:

—Cl(ZQCQ + l3823)
21 X (r3 - r1) = —S1(l282 + l3323)
lzCQ + 13623

For joint variable 3:

~lzcic93
2o x (rg —ra) = | —l351523
l3c23

Then the geometric Jacobian for the joints are given as follows

Joint variable 1:

—_S]_(ZQCQ + l3623)-
c1(laca +13¢23)

Ji = 0

0
0
1
Joint variable 2:

[—c1(l252 +13593) |
—s1(las2 +13523)
laco +13c23
S1
—ey

0

Joint variable 3:

[—l3c1093]
—1351523
Iy = l3co3
51
—ey

0

Finally, the total geometric Jacobian can be written as

[—s1(l2co +13c23)  —c1(lasy + I35923)
c1(laca +13c23)  —s1(l252 +13523)
JU 0 lQCQ + l3023
Jz[Jw]z[Jl T2 Jal = 0 s1
0 —C1
i 1 0

30

—lgcieo3 ]
—l351523
[3co3
S1
—ey
0

(5.13)

(5.14)

(5.15)

(5.16)

(5.17)

(5.18)



The Jacobian matrix that is used to determine the joint velocities corresponding to the trajectory
that is explained in chapter 6, is the first three rows of matrix in Equation (5.18), and is given
by

—s1(laca +13c23) —c1(lasa +13523) —l3cico3
J = 01(l202 + l3623) —81(l282 + l3823) —1381823 (5.19)
0 laco + 1323 l3ca3
Acceleration
Using Equation (3.19) the derivative of the Jacobian for each joints is
[ —c1(laca +13c23  s1(lasa +13s23  I3S18923
—s1(laca +13c23)  —c1(lasa +13523) —l3c1523
d oJ 0 0 0
=7 = = 5.20
o (a1) o 0 o o (5.20)
0 S1 S1
i 0 0 0
—s1(=lasa —l3s23  —ci(laca +13ca3  —lzcicas ]
c1(—lasa —13523) —s1(laca +13c23) —l3s1c23
d oJ 0 —lys9 — 35893 —l3893
L a2 2L 5.21
dt (a2) dqo 0 0 0 (5.21)
0 0 0
i 0 0 0
[ I3s1s03  —l3cicas  —l3cicas |
—l3c1s03  l3c1c23  —l3s1C23
d oJ 0 —l3823 —l3823
L yg) =2 - 5.22
0 0 0
0 0 0 |
Finally, the total derivative of the Jacobian is then given by
d oJ oJ oJ
dt (a) e q1 o q2 03 q3 ( )

and the first three rows of the matrix are used to determine the joint accelerations corresponding
to the same trajectory.
5.1.3 Inverse Kinematics

Inverse kinematics is used to find the joint angles that correspond to the trajectory of the end-
effector, described in chapter 6. These inverse kinematic equations are based on [10] and are
modified. The equations are also simplified since link 1 is only moving along the z-axis.

The first joint angle can be calculated as

¢ = tan‘1(£) (5.24)
Te
The trigonometric relations for joint angle 3 can be expresses as
03: $g+yz+(28_dl)2_l%_l§ (525)

2lyl3
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and

s3=v/1-¢c) (5.26)

Then the third joint angle is given by

g = tanl(s—?’) (5.27)

C3

Finally, the second joint angle can be expressed with the use of s3 and c3, and is given by

e—d _ l
Q2 = tan_l(z—l) —tan 1(3—83) (5.28)
Vo2 + 12 la +13c3

5.1.4 Actuator Kinematics

Actuator kinematics describes the relations between cylinder strokes and joint angles. Equations
related to these relations are based on [5], but some modifications are done. Figure 5.2 shows
trigonometric relations between cylinder 1 and joint 2, while figure 5.3 shows relations between
cylinder 2 and joint 3.

Cylinder 1:

Figure 5.2: Trigonometric relations between cylinder 1 and joint 2

By [5], using the rule of cosine we obtain the following equation for the cylinder 1
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L= \/a'12 + b2 = 2a b cos(0) (5.29)

where the angle 912 is given by

’ T
Oy=2-¢1-d2+ (5.30)

and the angles ¢; and ¢9 are given by

¢ = tanl(ﬁ) (5.31)
ay
P2 = tan_l(g) (5.32)
b1
where
a1 = —4.390m
b1 =10.2765m
5.33
Cl11~= 2.435m ( )
Cl2 = -2.900m
a) = V2 +a? (5.34)
by = /b2 + 2, (5.35)
Cylinder 2:

Figure 5.3: Trigonometric relations between cylinder 2 and joint 3

Again by [5], using the rule of cosine we obtain the following equation for cylinder 2

Ly = \/@'22 + by — 2a5bycos(0;) (5.36)
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where the angle 9;) is given by

O3=q5—¢3+pa—7 (5.37)

and the angles ¢3 and ¢4 are given by

3 = tan‘l(@) (5.38)
ag
—1[ €2.2
¢4 =tan (—) (5.39)
by
where
as = -8.275m
by = -2.38134
2 " (5.40)
C21 = -3.090m
C29 = -1.8639m

aIQ =\/c2, +a} (5.41)
by = /b2 + 2, (5.42)

The values of the parameters used in these equations, listed in Equation (5.33) and (5.40),
are collected from the Master thesis "MODELLING AND SIMULATION OF A KNUCKLE
BOOM CRANE AND MARINE CRAFT" [11], which were found from using a measure-tool in
AutoCAD.

5.2 Crane Dynamics

Dynamic equations are used to describe dynamic behavior of the crane and rely on the kinetic
and potential energy of the crane. Equations related to the crane kinematics are calculated from
the equations in chapter 3.2 and are further based on [2], where some modification are done.

The crane dynamics can be expressed with the equation of motion, which is given by

M(q)i+C(4,q)G+g(q) =T (5.43)

The content of the equations of motion are the kinetic energy consisting of the Inertia matrix
M (q) and Coriolis and centripetal matrix C(q,q), and the potential energy consisting of the
gravity vector g(q). 7 is the joint torque vector, which is the input to the dynamic crane model.
5.2.1 Kinetic Energy

Using Equation (3.28), the elements of Inertia matrix for the crane are written as

My My Mg
M(q) = M21 M22 M23 (544)
M3z1 M3y Mss

where
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2
1 1
My =11y + ngsg + Ichg + 131353 + I3yc§3 + m2(§l2)2c§ + m3(5023 + 1202)

Mo =M =0
M3 =Mz =0

1 1
Moo =1, + I3, + m2((§l2)2) + mg((§l3)2 + lg + l2l303)
1 2 1
Ma3 = M3z = I3, + m3((§l3) + §l21303)
1 42
Ms3 =1I3, + m3(§l3)

Further, the Inertia matrix can, by utilizing Equation (3.38) and (3.41), be used to derive the
Coriolis and centripetal matrix. Then the elements of this matrix are written as

Cn Ci2 Ci3
C(g:4)=| Co1 Ca Cos (5.45)
Cs1 Cs2 Css
where
C 1 ( O0Mi, OMy; g )
=5 3
172\ g dq3
= (6252<1230 - IQy) + 023323(1390 - I3y) - m2l50282 - m3(136623 + 1202)(l36823 + 1282))42
+ (023323(—[33: — I3y) - mslsesas(lzecos + l2¢2))d3
10My,
Cho= =
25500 q
= (0282(12x — Ioy) + co3s93(I30 — I3y) — malsecosa —ma(Isccas + laco ) (Ies2s + l232))q1
10M;y; . .
Ciz==——rii = (023823(I3z — I3y) — malscsaz(laccas + l202))CJ1
2 8Q3
Cor == - ¢
2= 70 5 © 12
10Mss . 1 .
Cho == = gyl
275 g 13T TpMellasids
1{0Mss | OMos | 1 . .
Chz =5 2 Gy + 272 | = ~=mslalzssdo ~ malalzessds
2\ 9q3 Jgs3 2
10My;
Cyy = —= e
T g O 13
10Ma . 1 _
Chy = -~ = “mslalss - 3
32 2 0gs qz 2m3 2038 = 942
C33=0

In the Coriolis and centripetal matrix, l.; represents %
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5.2.2 Potential Energy

From Equation (3.30), the equation for potential energy for the crane can be written as

d [ l
P:m131+mgg(52+d1)+m3g(§3323+l232+d1) (5.46)

By utilizing Equation (3.39), the resulting gravity vector for this crane can be written as

0
9(q) =| maglacca + maglsecas + laco (5.47)
m3glaccas

Also in the gravity vector, l.; represents % The gravity term g is the gravity acceleration in

negative direction.

5.3 Dynamic Crane Model in Simulink
The equation of motion, Equation (5.43), can be rearranged in the following form

G=M"(q)(-C(4,9)d-9(q)) (5.48)

Equation (5.48) can be used to describe the dynamic crane model in form of a block diagram,
as shown in Figure 5.4. This dynamic model is based on [2], where some modifications are done.

C(4.9)q
M (q)
i Matrix g 1|4 1 q
’ N multipl s s
O ply
g(q)

Figure 5.4: Block diagram of the dynamic crane model

This is actually the crane model that is used for modelling in Simulink, and Figure 5.5 shows
an overview of how the model is built in Simulink.
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Figure 5.5: Dynamic crane model in Simulink

This model consists of Matlab function blocks of the Inertia matrix, Coriolis and centripetal
matrix and Gravity vector. The inverse term of the Inertia matrix is calculated in the Matlab
function, and the matrix multiply block execute a matrix multiplication, both in order to fulfill
the rearranged equation of motion. 7 is the input torque and the % blocks perform an integration
of the joint acceleration, and further the joint velocities.

This dynamic crane model will be used in chapter 7, where different control methods will be
examined.
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Chapter 6

Comparison of Matlab and Simulink
Crane Model

This chapter includes a comparison of the inverse crane kinematics and dynamics from an
analytic model programmed in Matlab and a block diagram model created in Simulink, which
can be found in Appendix A. The purpose is to confirm that both models give equal results
of trajectory motion, joint motion and joint torque, using the same trajectory generation for
both models. The trajectory, which will be used in both models is a circular trajectory in the
xy-plane with a simulation time of 30 seconds. The function of this trajectory is to make the
end-effector move in a circle in the xy-plane with a radius of 0.5m and a linear velocity of 0.1
m/s.

Before the equations for position, velocity and acceleration are developed, some relations between
linear velocity, angular velocity, radius, angle and time are introduced as

w=" Sv=wr (6.1)
T

0=wt—>w=0t (6.2)
f=w (6.3)

where
v is the desired linear velocity of the trajectory,
r is the desired radius of the trajectory,

w is the angular velocity of the trajectory calculated from the linear velocity and the radius,
and

0 is the angle of the end-effector, calculated from the angular velocity and the time.

Then the equations for end-effector position in x, y and z-direction are

Ze =xo + 1rcos(0) (6.4)
Ye = Yo + rsin(6) (6.5)
Ze = 20 (6.6)
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By taking the derivative of the position (using the chain rule) the following equations of end-
effector velocity in x, y and z direction become

Te = cos(6) —vsin(0)

Ue = sin(0) + vcos(0)

Z2e=0

(6.7)

(6.8)

(6.9)

and by taking the derivative (also using the chain rule) of the velocities, which is the second
derivative of the position, the following equations for end-effector acceleration in x, y and z

direction become

2
Te = —Esz'n(ﬁ) - Esm(é?) - U—cos(@)
T t T

2
Je = E005(9) + Ecos(@) - U—sin(G)
T t T

Ze =0

(6.10)

(6.11)

(6.12)

Using the above equations for the trajectory combined with the kinematic and dynamic equa-
tions, described in chapter 5, the figures below show the resulting end-effector motion, joint
motion, cylinder motion and joint torques for the Matlab and Simulink model.

=
T

End-effector position [m]
-y
End-effectar position [m]

| | | | |
0 5 10 15 20 25 30 0 5 10 15 20 25 0
Time [s] Time [g]

Figure 6.1: End-effector position from Mat- Figure 6.2: End-effector position from
lab Simulink
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Figure 6.7: Joint angles from Matlab
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Figure 6.6: End-effector acceleration from
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Figure 6.13: Joint torques from Matlab
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Figure 6.16: Cylinder lengths from Simulink
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Figure 6.18: Cylinder velocities from
Simulink

As seen from the figures above, the two models provide similar results. Both models are based
on equations, so an improved verification could have been done using a SimMechanics or a
SimulationX model instead of a Simulink model with Matlab function blocks.
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Chapter 7

Controller Design

This chapter describes several position control designs developed to control the crane in a desired
position. This includes direct control of the crane joints and crane end-effector, where the
controllers are designed such that the joints and end-effector are expected to follow the movement
of a desired reference position or trajectory path. The controller designs that will be presented
in this chapter are:

e PID-controller

e PD-controller

e Pl-controller

« LQR

e Jacobian inversion method

e Jacobian transpose method

The first three control designs use the dynamic crane model, described in chapter 5.3, as the
plant. The same model is used as the plant in the LQR controller design, but now as an estimated
state-space model. While the Jacobian inversion method and Jacobian transpose method rely
only on the crane kinematics using the Jacobian matrix, described in chapter 5.

First, control designs concerning control of the crane joints and further control designs concerning
control of the end-effector are presented, in order to consider the use of each controllers.

7.1 Control of Crane Joints

The control task concerning control of crane joints is to get the joint angles to follow a desired
joint angle, which in this case is a sine wave with an amplitude of 1, as shown in Figure 7.1.
The desired joint angle is used for all three crane joints.
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Figure 7.1: Desired joint angles

State of the art controllers such as PID, PI- and PD controllers are developed for this purpose.
Because of the heavy crane links that can cause high joint torques, it was also interesting to
examine these control designs by implementing gravity compensation to see if this could affect
the results. A LQR, which is based on a state-space representation of the dynamic crane model,
is also developed for the same purpose.

7.1.1 PID-controller

To get the measured joint angles to follow the desired joint angles (described in chapter 7.1) with
as small error as possible, the PID-controller design consists of a PID-controller that continuously
calculates an error value as the difference between desired and measured joint angles and applies
a correction based on proportional, integral and derivative terms. The proportional gain K, has
the ability to reduce the error and can also cause the closed-loop system to react faster, but
also to overshoot more. The derivative gain K, has the ability of the controller to "anticipate'
error, and then reduce the overshoot. The integral gain K; can help reducing the error. If there
is a persistent steady error, K; can drive the error down. Because of the heavy crane links,
compensating for gravity may affect the system response, thus the PID-controller design is also
developed by adding the gravity vector from the dynamic system to the input torque.

Figure 7.2 shows how the PID-controller is developed with the task of tracking the desired joint
angles. The controller parameters K,, K; and Ky were found from testing several values and
combinations. Figure 7.3 shows how the same controller is built when compensating for gravity.
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Figure 7.3: Control of joint angles using PID-controller with gravity compensation

7.1.2 PD-controller

To get the measured joint angles to follow the desired joint angles (described in chapter 7.1) with
as small error as possible, the PD-controller design consists of a PD-controller that continuously
calculates an error value as the difference between desired and measured joint angles and applies a
correction based on proportional and derivative terms. Even if the integral gain can help reducing
the error, it can also make the system more oscillatory. Therefore, it is expedient to see how
the system will react without the integral term. Because of the heavy crane links, compensating
for gravity may affect the system response, thus the gravity vector from the dynamic system is
added to the input torque.

Figure 7.4 shows how the PD-controller is developed with the task of tracking the desired
joint angles. The controller parameters K, and K, were found from testing several values and
combinations. Figure 7.5 shows how the same controller is built when compensating for gravity.
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7.1.3 Pl-controller

To get the measured joint angles to follow the desired joint angles (described in chapter 7.1) with
as small error as possible, the PI-controller design consists of a PI-controller that continuously
calculates an error value as the difference between desired and measured joint angles and applies
a correction based on proportional and integral terms. Even if the derivative gain K, helps
reducing the overshoot, it has no effect on the steady-state error. Therefore, it is expedient
to examine how the system will react without the derivative gain. Because of the heavy crane
links, compensating for gravity may affect the system response, thus the PI-controller design is
also developed by adding the gravity vector from the dynamic system to the input torque.

Figure 7.6 shows how the Pl-controller is developed with the task of tracking the desired joint
angles. The controller parameters K, and K; were found from testing several values and com-
binations. Figure 7.7 shows how the same controller is built when compensating for gravity.
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Figure 7.7: Control of joint angles using PI-controller with gravity compensation

7.1.4 LQR

To get the measured joint angles to follow the desired joint angles (described in chapter 7.1) with
as small error as possible, the LQR control design consists of an estimated state-space model of
the dynamic crane with the joint angles as the outputs, a state feedback gain matrix that will
minimize the cost function and may reduce the error between desired and measured joint angles
and a pre-filter to further reduce the error.

Figure 7.8-7.10 show the structure of a LQR for each of the crane joints with the task of tracking
the desired joint angles. These models are run in parallel with the Matlab model, shown in
Appendix B. The plant for each of the models is an estimated model of the crane with joint
angles as the output and are found from the dynamic crane model in Simulink, which can be
seen as a multiple-input and multiple-output system. A sine wave is set as the input for all three
joints and crane joint 1, 2 and 3 are the outputs. Further, "System identification toolbox" in
Matlab is used to find an estimated state-space model for each input with the associated output.
All three state-space models had an estimation fit to the dynamic crane model of nearly 100
percent. Therefore, these models are used as the plant instead of the dynamic crane model, and
the crane joints can be controlled separately. In addition, the LQR design of joint 2 includes a
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feedback gain to the system. This is done to improve the results and minimize the error between
the desired and measured joint angle.
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Figure 7.10: Control of joint angle 3 using LQR

When the estimated state-space models were found, a proper state feedback gain for each system
were calculated in Matlab using the following equations

Ky =1lqr(A1,B1,Q1, R1) (7.1)
Ky =lgr(Az, Ba,Q2, R2) (7.2)
Ky =lqr(As, B3, Q3, R3) (7.3)

where Equation (7.1) represents the gain matrix for control of joint angle 1, Equation (7.2)
represents the gain matrix for control of joint angle 2 and Equation (7.3) represents the gain
matrix for control of joint angle 3.
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To improve the results and reduce the error between desired and measured joint angles a pre-filter
is added to controllers. The pre-filter values are calculated with the following equations

Vi=(Ci(B1K1 - A1) ) By)™! (7.4)
Va = (Co(By Ko — Ay) 1) By) ™! (7.5)
Vs = (C3(BsK3 - A3)™")B3)™! (7.6)

where Equation (7.4) represents the pre-filter for control of joint angle 1, Equation (7.5) rep-
resents the pre-filter for control of joint angle 2 and Equation (7.6) represents the pre-filter for
control of joint angle 3.

7.2 Control of Crane End-effector

The control task concerning control of crane end-effector is to get the crane end-effector to
follow a desired trajectory movement in vertical direction. The desired trajectory is to move the
end-effector from an initial point to another desired point in z-direction, with a velocity of 0.1
m/s. The initial location is set to 5.432 m, which is the z-coordinate when the crane arm is fully
extended, and the desired location is set to 1 m. After the end-effector has reached the desired
location, the aim is to keep the end-effector steady at this point. Figure 7.11 shows the desired
trajectory of the crane end-effector.

T T T T T T T T
— ze d

End-effector position in z-direction [m]

Time [s]
Figure 7.11: Desired position in z-direction
The trajectory can be described as a linear movement in z-direction with the following equation
Zed = Ze + Mt (7.7)
where

Zeq 18 the desired movement of the end-effector in z-direction given in meters,

Zeo is the initial position of the end-effector in z-direction given in meters,
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t is the time given in seconds, and

m is the slope of the movement.

The equation of the slope can be written as

= Ref — Ze0 (7.8)
tr—1to

where

Zef is the desired final end-effector location given in meter,
ty is the final time given in seconds, and

to is the inital time given in seconds.

The final time can be calculated from the difference in end-effector position divided with the
difference in end-effector velocity as follows
Zef — Ze0

ef — Vel

where

Ve is the desired end-effector velocity in z-direction (in negative direction) given in meter
per seconds, and

ves is the initial velocity of the end-effector in z-direction given in meter per seconds.

The controllers used for this purpose are first the state-of-art controllers such as PID-, PI-
and PD-controllers, where implementing gravity compensation seemed to be necessary to avoid
singularity in the solution and further track the desired end-effector position. Ziegler-Nichols
closed-loop tuning method to find controller parameters for these controllers is also explained.
Further, a LQR is developed for the same purpose. Eventually, the inverse kinematics control
method called the Jacobian inversion and Jacobian transpose method are developed.

7.2.1 Ziegler-Nichols Closed-loop Tuning

To find the controller parameters for the PID-, PI- and PD-controllers, Ziegler Nichols closed-
loop tuning method is used. A controller is connected to the system using only the proportional
gain. The value of this gain is increased until the system starts to oscillate, as shown in Figure
7.12. Further, the ultimate period P, is found using "Peak finder" in Simulink. This is shown
in Figure 7.13. Then the equations in Table 3.4 are used to find the controller parameters for
all three controllers.
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7.2.2 PID-controller

To get the measured end-effector position in z-direction to follow the desired end-effector position
in z-direction (described in chapter 7.2) with as small error as possible, the PID-controller design
consists of a PID-controller that continuously calculates an error value as the difference between
desired and measured position and applies a correction based on proportional, integral and
derivative terms. The proportional gain K, has the ability to reduce the error and can also
cause the closed-loop system to react faster but also to overshoot more. The derivative gain
K, has the ability of the controller to "anticipate" error and then reduce the overshoot. The
integral gain K; can help reducing the error. If there is a persistent steady error, K; can drive
the error down. Because of the heavy crane links, compensating for gravity may affect the
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system response, thus the PID-controller design is developed by adding the gravity vector from
the dynamic system to the input torque. This also turned out to be necessary for simulating
the system in Simulink.

Figure 7.14 shows how the PID-controller design is developed for the end-effector with the task
of tracking the desired trajectory.
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Figure 7.14: Control of end-effector position using PID-controller with gravity compensation

7.2.3 PD-controller

To get the measured end-effector position in z-direction to follow the desired end-effector position
(described in chapter 7.2) with as small error as possible the PD-controller design consists of a
PD-controller that continuously calculates an error value as the difference between desired and
measured position and applies a correction based on proportional and derivative terms. Even
if the integral gain can help reducing the error, it can also make the system more oscillatory.
Therefore, it is expedient to see how the system will react without the integral term. Because
how the heavy crane links, compensating for gravity may affect the system response, thus the
gravity vector from the dynamic system is added to the input torque. This also turned out to
be necessary for simulating the system in Simulink.

Figure 7.15 shows how the PD-controller design is built for the end-effector with the task of
tracking the desired trajectory.
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Figure 7.15: Control of end-effector position using PD-controller with gravity compensation
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7.2.4 Pl-controller

To get the measured end-effector position in z-direction to follow the desired end-effector position
(described in chapter 7.2) with as small error as possible, the PI-controller design consists of a
PI-controller that continuously calculates an error value as the difference between desired and
measured position and applies a correction based on proportional and integral terms. Even
if the derivative gain Ky helps reducing the overshoot it has no effect the steady-state error.
Therefore, it is expedient to examine how the system will react without the derivative gain.
Because of the heavy crane links, compensating for gravity may affect the system response, thus
the PI-controller design is developed by adding the gravity vector from the dynamic system to
the input torque. This also turned out to be necessary for simulating the system in Simulink.

Figure 7.16 shows how the Pl-controller design is developed for the end-effector with the task
of tracking the desired trajectory.
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Figure 7.16: Control of end-effector position using PI-controller with gravity compensation

7.2.5 LQR

To get the measured end-effector position in z-direction to follow the desired end-effector position
in z-direction (described in chapter 7.2) with as small error as possible, the LQR control design
consist of an estimated state-space model of the dynamic crane with the end-effector position in
z-direction as the output, a state feedback gain matrix that will minimize the cost function and
may reduce the error between desired and measured position, and a pre-filter to further reduce
the error.

Figure 7.17 shows the structure of a LQR. controller design with the task of tracking the desired
end-effector position. This model is run in parallel with the Matlab model, shown in Appendix
C. The plant is an estimated model of the crane model with end-effector position in z-direction
as the output. This model is, like the joint models, found from the dynamic model of the crane
in Simulink. The only difference is that the system is now seen as a single-input and single-
output system. A step function is set as the input and end-effector position in z-direction is the
output. Using "System Identification toolbox" in Matlab, the estimated state-space model had
an estimation fit to the dynamic crane model of nearly 100 percent. Therefore, this model is
used as the plant instead of the dynamic model.
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When the estimated state-space models were found, a proper state feedback gain for the system
was calculated in Matlab using the following equation

K =1qr(A,B,Q,R) (7.10)

To improve the results and reduce the error between the desired and measured end-effector
position a pre-filter is added to controller. The pre-filter value is calculated with the following
equation

V=(C(BK-A)HB)"! (7.11)

7.2.6 Jacobian Inversion Method

The Jacobian inversion method is a control method that relies only on the crane kinematics and
not the dynamics, where the purpose is to minimize the difference between desired and current
position of the end-effector. It is an iterative inverse kinematics method, which means that it
solves the kinematic equations using a sequence of steps. This provides a better solution for
the joint angles, as an algebraic solution works only for a restricted class of cases and can be
used for a 2DOF crane. Since this concerns a 3DOF crane, it is necessary to utilize an iterative
method using the Jacobian matrix instead of algebraic equations. One concern with this method
is that using the inverse Jacobian matrix may not lead to one solution, but an infinite number
of solutions and singularities usually occur.

Figure 7.18 shows how the controller design is developed using Jacobian inversion method. The
design consists of a desired end-effector position, which will be compared to the current end-
effector position. This is done by calculating the error between desired and current position.
Further, the position error is multiplied with the inverse Jacobian matrix to calculate the joint
velocities. The desired trajectory is the one used for the other controller designs described above,
but to use the Jacobian, the inverse of the Jacobian and the forward kinematics, it was necessary
to define the crane end-effector position, not only in z-direction, but also in x- and y-direction.
This is simply done by calculating how the end-effector will move in x- and y-direction based
on the position in z-direction.
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Figure 7.18: Control of end-effector position using Jacobian inversion method

7.2.7 Jacobian Transpose Method

The Jacobian transpose method is also an iterative kinematics method. It differs from the
Jacobian inversion method as it uses the transpose of the Jacobian matrix instead of the inverse.
The purpose is the same for the Jacobian transpose method as for the Jacobian inversion method;
to minimize the difference between desired and current position of the end-effector, but using the
transpose of the Jacobian, instead of the inverse, removes the singularity problems significantly.

Figure 7.19 shows how the controller design is developed using the Jacobian transpose method.
This design consists of a desired end-effector position, the transpose of the Jacobian matrix and
forward kinematics that calculates the end-effector position. The desired trajectory is the one
used for the Jacobian inversion method, but here the position error can be seen as the generated
force, which is proportional with the joint velocities. Therefore, the transpose Jacobian can be
used to calculate the end-effector velocities from the generated force.
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Figure 7.19: Control of end-effector position using Jacobian transpose method
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Chapter 8

Simulation Results and Discussion

In this chapter simulation results from the control designs will be presented. This includes results
from the control designs concerning control of joints and control designs concerning control of
end-effector position in vertical directing. Both with the task of tracking a desired position.

8.1 Control of Crane Joints

First, results from simulation of the control designs concerning control of crane joints will be
presented. This consist of results from controller designs as follows

e PID-controller with and without gravity compensation
e PD-controller with and without gravity compensation
e Pl-controller with and without gravity compensation

. LQR

The measured joint angles will be compared to the desired joint angles to examine the ability
each controller design has to track the desired joint angles. When the control task concerning
control of crane joints is to get the joint angles to follow a desired joint angle, there will occur
a certain error as the difference between the desired and measured joint angle. This error will
be presented in form of a graph with respect to time and with a maximal value. To fulfill the
control task, controller parameters need to be found or calculated, which will be presented as
well.

8.1.1 PID-controller

Results from simulation of the PID-controller design include measured joint angles versus desired
joint angles and the error between desired and measured joint angles. Controller parameters for
the PID-controller design are found from testing several values. The best results were obtained
when K, K; and K, where increased to their limits, which eventually resulted in very high
gains.

Figure 8.1 shows the desired and measured joint angles and Figure 8.2 shows the error as the
difference between desired and measured joint angles.
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Maximal error between desired and measured joint angles is found from Figure 8.2 and the

values for each joint variable are:

o« ¢ error= 2.775-1073[rad] at time ¢ = 4.438-1073[s]

o ¢ error=3.327-1073[rad] at time t = 4.717-1073[s]

o g3 error=6.268 - 10~[rad] at time ¢ = 3.831-1073[s]

8.1.2 PID-controller with Gravity Compensation

Results from simulation of the PID-controller with gravity compensation design include mea-
sured joint angles versus desired joint angles and the error between desired and measured joint

angles.

Using the same controller parameters as for the PID-controller design, Figure 8.3 shows the
desired and measured joint angles and Figure 8.4 shows the error as the difference between
desired and measured joint angles, when adding gravity compensation.

0.5’ I‘

Joint angles [rad]
o

sl ] A L O | W N Y

Time [g]

Figure 8.3: Measured joint angles versus de-
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Maximal error between desired and measured joint angles is found from Figure 8.4 and the

values for each joint variable are:

o 1 error= 2.776-1073[rad] at time t = 4.482-1073[s]
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o ¢ error=3.331-1073[rad] at time t = 4.765 - 1073[s]

o 3 error=6.464-107*[rad] at time t = 4.765 - 1073[s]
8.1.3 PD-controller

Results from simulation of the PD-controller design include measured joint angles versus desired
joint angles and the error between desired and measured joint angles. Controller parameters
for the PD-controller design are also found from testing several values. The best results were

obtained when K, and K, where increased to their limits, which eventually resulted in very
high gains.

Figure 8.5 shows the desired and measured joint angles and Figure 8.6 shows the error as the
difference between desired and measured joint angles.
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sured joint angles using PD-controller

Maximal error between desired and measured joint angles is found from Figure 8.6 and the
values for each joint variable are:

e« ¢ error= 5.725-1073[rad] at time ¢ = 0.018[s]
e o error=7.079-1073[rad] at time ¢ = 0.019[s]

o q3 error=1.049-1073[rad] at time ¢ = 0.019[s]

8.1.4 PD-controller with Gravity Compensation

Results from simulation of the PD-controller with gravity compensation design include measured
joint angles versus desired joint angles and the error between desired and measured joint angles.

Using the same controller parameters as for the PD-controller design, Figure 8.7 shows the

desired and measured joint angles and Figure 8.8 shows the error as the difference between
desired and measured joint angles, when adding gravity compensation.
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Maximal error between desired and measured joint angles is found from Figure 8.8 and the
values for each joint variable are:

o ¢ error= —1.023-1072[rad] at time t = 44.968[s]
o ¢ error=-1.027-1072[rad] at time ¢ = 44.968[s]

e g3 error=-1.010-10"%[rad] at time t = 44.967[s]

8.1.5 PIl-controller

Results from simulation of the PI-controller design include measured joint angles versus desired
joint angles and the error between desired and measured joint angles. Controller parameters
for the Pl-controller design are also found from testing several values. The best results were
obtained when K, and K; where increased to their limits, which eventually resulted in very high
gains.

Figure 8.9 shows the desired and measured joint angles and Figure 8.10 shows the error as the
difference between desired and measured joint angles.
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Maximal error between desired and measured joint angles is found from Figure 8.10 and the
values for each joint variable are:
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o ¢ error= 1.097-107[rad] at time t = 47.986[s]
+ o error=-3.675-10"%[rad] at time t = 49.630[s]

o g3 error=1.107-1072[rad] at time ¢ = 47.992[s]

8.1.6 Pl-controller with Gravity Compensation

Results from simulation of the PI-controller with gravity compensation design include measured
joint angles versus desired joint angles and the error between desired and measured joint angles.

Using the same controller parameters as for the Pl-controller design, Figure 8.11 shows the
desired and measured joint angles and Figure 8.12 shows the error as the difference between
desired and measured joint angles, when adding gravity compensation.
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desired joint angles using PI-controller with sured joint angles using PI-controller with
gravity compensation gravity compensation

Maximal error between desired and measured joint angles is found from Figure 8.12 and the
values for each joint variable are:

e« ¢ error= 1.122-107![rad] at time ¢ = 47.986[s]
e o error=-3.630-10"%[rad] at time t = 49.5[s]

o g3 error=1.061-10"2[rad] at time t = 47.251[s]

8.1.7 LQR

Results from simulation of the LQR design include measured joint angles versus desired joint
angles and the error between desired and measured joint angles.

Before the results from control of joint 1 are presented the optimal state-feedback gain and
pre-filter are calculated to be

K1=[155.7353 -4.0947 3.7728 -2.6872]
V1=4.9491 - 10*

With the use of the values above, Figure 8.13 and 8.14 show the desired and measured joint
angle 1 and the error as the difference between desired and measured joint angle 1, respectively.
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desired joint angle 1 using LQR

sured joint angle 1 using LQR

Before the results from control of joint 2 are presented the optimal state-feedback gain and
pre-filter are calculated to be

K9=[-59.7851 1.5899 -1.4547 1.0295]

V5=-0.8221

With the use of the values above, Figure 8.15 and 8.16 show the desired and measured joint
angle 2 and the error as the difference between desired and measured joint angle 2, respectively.
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desired joint angle 2 using LQR

sured joint angle 2 using LQR

Before the results from control of joint 3 are presented the optimal state-feedback gain and
pre-filter are calculated to be

K3=[89.7819 -253.9393 127.1083 967.7061]
V3=1.001

With the use of the values above, Figure 8.17 and 8.18 show the desired and measured joint
angle 3 and the error as the difference between desired and measured joint angle 3, respectively.
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Maximal error between desired and measured joint angles is found from Figure 8.14, 8.16 and
8.18 and the values for each joint variable are:

o ¢ error= -1.434[rad] at time ¢ = 4.505[s]
o qo error=1.127[rad] at time ¢t = 1.751[s]

o g3 error=1.760[rad] at time ¢ = 45.920[s]

8.1.8 Discussion of Control of Joints

A PID-controller design manages to track the desired joint angles well, and the error between
desired and measured joint angles is small for all joints. A PID-controller with gravity compen-
sation shows almost identical results. The error is a bit larger for all joints, but the difference is
so minimal that adding the gravity term to the PID-controller designs has almost no impact on
the results. Removing the derivative term of the PID-controller results in a larger error using a
PD-controller design. That being said, this controller design also manages to track the desired
joint angles for all joints well, as the error is minimally larger. Adding the gravity term to this
controller design has an impact to the system response, as the error become larger. Removing
the integral term from the PID-controller has greater impact of the results, as the error using
a Pl-controller design cause a significantly larger error. Using this controller design also causes
an oscillating system response. The measured joint angles always oscillate around the desired
joint angle. Adding a gravity term to this controller has almost no impact on the results, as the
error is minimally larger but almost identical. The LQR design seems to have problems of track-
ing the desired joint angles for all three joints. One reason might be because of the estimated
state-space models, and that using the estimated model as the plant might cause inaccuracies.

8.2 Control of Crane End-effector

Finally, results from simulation of the control designs concerning control of crane end-effector
will be presented. This consist of results from controller designs as follows

e PID-controller with gravity compensation
e PD-controller with gravity compensation

¢ Pl-controller with gravity compensation

. LQR
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e Jacobian inversion method

e Jacobian transpose method

The measured end-effector position in z-direction will be compared to the desired end-effector
position in z-direction to examine the ability each controller design has to track the desired
position. When the control task concerning control of crane end-effector is to get the end-
effector to follow a desired end-effector position, there will occur a certain error as the difference
between the desired and measured end-effector position. This error will be presented in form of
a graph with respect to time and with a maximal value. To fulfill the control task, controller
parameters need to be found or calculated. The resulting parameters are also presented in this
chapter.

8.2.1 PID-controller

Before results from simulation of the PID-controller design, calculated values of the controller
parameters K, K; and K, will be presented. Then measured end-effector position versus
desired end-effector position and the error between the desired and measured end-effector will
be presented with Ziegler-Nichols controller parameters and with adjusted gains.

Controller parameters are found from Ziegler Nichols closed-loop tuning method. From this

method the ultimate gain became K, = 1600, which resulted in the following controller parameter
for a PID:

K, =900
K; = 28.125
K, = 7200

Results from the PID-controller design with the calculated controller parameters are shown
below, where Figure 8.19 shows the measured and desired position in z-direction and Figure
8.20 shows the error as the difference between desired and measured position.
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Figure 8.19: Measured end-effector position Figure 8.20: Error between desired and mea-

in z-direction versus desired end-effector po-
sition in z-direction using PID-control with
gravity compensation and with the use of
Ziegler-Nichols parameters
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As seen in Figure 8.20, the maximal error between desired and measured end-effector position
is over £1m. To obtain a smaller error the controller parameters were adjusted. The error
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decreased when K, and K, were further increased, and new results with adjusted controller
parameters are shown in Figure 8.21 and 8.22.
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Figure 8.21: Measured end-effector position in z-direction versus desired end-effector posi-
tion in z-direction using PID-control with gravity compensation and with the use of increased
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Figure 8.22: Error between desired and measured end-effector position in z-direction using
PID-control with gravity compensation and with the use of increased gains

Maximal error between desired and measured end-effector position is found from Figure 8.22
and the value is:

o 2z error= 3.777[mm] at time ¢ = 44.475[s]

8.2.2 PD-controller

Before results from simulation of the PD-controller design, calculated values of the controller
parameters K, and K, will be presented. Then measured end-effector position versus desired
end-effector position and the error between desired and measured end-effector will be presented
with Ziegler-Nichols controller parameters and with adjusted gains.
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Controller parameters are found from Ziegler Nichols closed-loop tuning and have the following
values for a PD:

K, = 1200
K4 = 9600

Results from the PD-controller design with the calculated controller parameters are shown below,
where Figure 8.23 shows the measured and desired position in z-direction and Figure 8.24 shows
the error as the difference between desired and measured position.
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As seen in Figure 8.24, the maximal error between desired and measured end-effector position
is almost 0.6m. To obtain a smaller error the controller parameters were adjusted. The error
decreased when K, and K; were further increased, and new results with adjusted controller
parameters are shown in Figure 8.25 and 8.26.
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Figure 8.25: Measured end-effector position in z-direction versus desired end-effector position
in z-direction using PD-control with gravity compensation and with the use of increased gains

65



1072

a Za ermor I—

2.5 |

0.5

End-effector positin error [m)
/

0 10 20 30 40 50 &0 70 80 oD 100
Time [s]

Figure 8.26: Error between desired and measured end-effector position in z-direction using
PD-control with gravity compensation and with the use of increased gains

Maximal error between desired and measured end-effector position is found from Figure 8.26
and the value is:

oz error= 2.826[mm] at time ¢ = 44.498(s]

8.2.3 PIl-controller

Before results from simulation of the PI-controller design, calculated values of the controller
parameters K, and K; will be presented. Then measured end-effector position versus desired
end-effector position and the error between desired and measured end-effector will be presented
with Ziegler-Nichols controller parameters and with adjusted gains.

Controller parameters are found from Ziegler Nichols closed-loop tuning and have the following
values for a PI:

K, =675
K; =12.66

Results from the PI-controller design with the calculated controller parameters are shown below,
where Figure 8.27 shows the measured and desired position in z-direction and Figure 8.28 shows
the error as the difference between desired and measured position.
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As seen in Figure 8.28, the maximal error between desired and measured end-effector position
is not measurable after a certain time using a simulation time of 400 seconds. This means that
the error will increase as the time increase, and it will never be possible to track the desired
position. It will be possible to obtain a smaller error with a simulation time of 100 seconds. The
error decreased when K, was further increased. Results when adjusting the proportional gain
are shown in Figure 8.29 and 8.30.
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Figure 8.30: Error between desired and measured end-effector position in z-direction using PI-
control with gravity compensation with the use of increased gains

Maximal error between desired and measured end-effector position is found from Figure 8.30
and the value is:

oz error= 8.795[mm] at time ¢ = 99.759[s]

8.2.4 LQR

Before results from simulation of the PID-controller design, calculated values of the optimal
state feedback gain K and pre-filter V' will be presented. Then measured end-effector position
versus desired end-effector position and the error between desired and measured end-effector

position will be presented.

The optimal state feedback gain and pre-filter for the LQR design are:
K=[-372.0925 186.3593 121.2863 59.7286]
V'=-1.0025

Results from the LQR design are shown in Figure 8.31 and 8.32. Figure 8.31 shows how the
end-effector follows the desired end-effector position, and where the error between desired and
measured position is largest. Figure 8.32 shows the error as the difference between desired and

measured position.
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Figure 8.31: Measured end-effector position in z-direction versus desired end-effector position
in z-direction using a LQR
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Figure 8.32: Error between desired and measured end-effector position in z-direction using a
LQR

Maximal error between desired and measured end-effector position is found from Figure 8.32
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and the value is:

o 2. error= 5.432[m] at time t = 0[s]

8.2.5 Jacobian Inversion Method

As mentioned, using the inverse of the Jacobian leads to an infinite number of solutions and
singularities usually occur. Simulink was not able to run the simulation because of singularities,
which means that using this method did not lead to any simulation results in this case.

8.2.6 Jacobian Transpose Method

Results from simulation of the Jacobian transpose controller design include measured end-
effector position versus desired end-effector position and the error between desired and measured
end-effector position.

Figure 8.33 shows how the measured end-effector position follows the desired end-effector po-
sition in z-direction, and Figure 8.34 shows the error as the difference between desired and
measured end-effector position in z-direction.
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Figure 8.33: Measured end-effector position in z-direction versus desired end-effector position
in z-direction using Jacobian transpose method
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Figure 8.34: Error between desired and measured end-effector position in z-direction using
Jacobian transpose method

Maximal error between desired and measured end-effector position is found from Figure 8.34
and the value is:

o z. error= 7.411[mm] at time ¢ = 3.911[s]

8.2.7 Discussion of Control of Crane End-effector

A PID-controller design manages to track the desired end-effector position, and the error between
desired and measured position is small. Removing the integral term tends to help reducing the
error, as the results of the PID-controller design shows better results with a smaller error, which
means that a PD-controller manage to track the desired end-effector position even better than
the PID-controller design. Results from both PID and PD show that the error is largest when
the end-effector are supposed to settle at 1m. This makes sense since the controllers must "work
harder" to force the change in end-effector position. Removing the derivative term from the
PID-controller has a greater impact on the results, and the PI-controller design is not able to
track the desired end-effector position without oscillating, and the error is significantly larger
for this control design. It can also be seen from Figure 8.30 that the error increases as the time
increases, which means that it might not be possible to simulate the system after 100 seconds.
The largest error when using a LQR design is in the beginning. The measured position starts
at Om, and the controller manage to force the end-effector up to the desired start position but
not without overshooting. At this position the error is significantly large as well. When the
end-effector reaches the desired end position of 1m, the error is larger than the errors using a
PID- or a PD-controller, thus the LQR design seems to have problems of tracking the desired
end-effector position compared to a PID- and PD-controller. One reason might be because
of the estimated state-space model, and that the use of this model as the plant might cause
inaccuracies. The Jacobian inversion method gave no results since singularities occurred, but by
using the transpose Jacobian, instead of the inverse, it was possible to obtain results from the
Jacobian transpose design. The maximum error is small, but the measured end-effector position
always oscillates under the desired end-effector position during the whole simulation.
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Chapter 9

Conclusions and Future Work

9.1 Conclusions

The purposes of this thesis has been to develop a crane model and then develop several controller
designs with the task of tracking a desired crane motion.

A mathematically model of the MacGregor AHC 250t crane was developed using robot modeling
theory. The crane model consisting of kinematic and dynamic equations was developed in both
Matlab and Matlab/Simulink with the intention of comparing the two models. The two models
showed identical results, but since these models were based on equations, a further verification
could have been done by comparing the model with for instance a SimMechanics or SimulationX
model.

A dynamic model of the crane was developed in Simulink with the purpose to function as a
plant for several control systems. Some parts from the mathematically model consisting of the
crane kinematics were also used with the purpose of controlling the crane.

Several control designs were developed with the task of tracking desired joint angles. PID-, PD-
and PI- controller designs, with and without gravity compensation, were developed to control
the joint angles by calculating an error value as the difference between desired and measure joint
angle, and apply changes based on the controller parameters. A LQR design was developed to
control the joint angles separately with the use of estimated state-space models for each joints.
Several control designs were also developed with the task of tracking a desired end-effector
position in vertical direction. PID-, PD- and PI- controller designs were developed to control
the end-effector by calculating an error value as the difference between desired and measure
end-effector position, and apply changes based on the controller parameters. A LQR design
was developed to control the end-effector with the use of an estimated-state space model. Two
inverse kinematics control designs were developed to minimize the error as the difference between
desired and current end-effector position, using the Jacobian matrix.

A PID-controller design and a PD-controller design turned out to track the desired position
with the smallest error for both control of joints and control of end-effector. A Pl-controller
design caused an oscillating system for both control of joints and control of end-effector. A LQR
design seemed to have problems of tracking the desired joint angles and end-effector position.
The Jacobian transpose design provided no results since singularities occurred and the Jacobian
transpose method caused an oscillating system response.

Based on the simulations done in this thesis it can be concluded that a PID-controller design
showed the best performance concerning control of crane joints, while a PD-controller design
showed the best performance concerning control of end-effector.

72



9.2 Further Work

Further work on this thesis can include improvement of the LQR controller design by controlling
the poles using pole-placement method. It can also be interesting to see how adding an integral
term and maybe an estimator state can affect the results. Another area of improvement can be
to try different desired positions and see if the controller designs provide sufficient results using
a more advanced trajectory generation. In this thesis, the control designs are studied separately,
but it can also be interesting to examine the use of a combination of various control design.

An offshore crane is affected by the coupled dynamics between the crane, vessel, cable and
payload. Since this thesis only concerns the crane, further work can be to examine and simulate
the couple dynamics of the crane, vessel, cable and payload. The implementation of various
control algorithms during heave compensation is also interesting and relevant to further examine.
Since control of the crane end-effector is completed the next step can be to connect a cable and
payload model to the crane and further control the payload position, with the task to move the
payload avoiding payload swing during the operation.
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Appendix A

Inverse Crane Kinematics and Crane
Dynamics

This Appendix contains a Matlab script and two Simulink models of the inverse crane kinematics
and dynamics. Both models use the same circular trajectory where the purpose is to find the
motion of the joints and cylinders, and further calculate the joint torques based on the trajectory
generation. The Matlab script contains of both crane kinematics and crane dynamics and shows
the whole operation from the trajectory to the joint torques. The mathematical crane model
is divided into two Simulink models simply to avoid the structure of the model to become to
"disorderly". The first Simulink model consists of the crane kinematics and shows the operation
from the trajectory to the cylinder motion. In the second Simulink model crane dynamics is
included, and it shows the operation from the trajectory to the joint torques.

clear;
close all;
clc;

b initial _data
ti = 0; %Initial time
t=ti; %Time

tf = 30; %Final time

dt = 0.1;
ReportInterval=1;
Counter=ReportInterval;

ReportCounter=0;

b ___ Given data______

d1=5.432; JLink offset; variable joint parameter for joint 1
5.432

12=25.202; Y%Length of the second link 25.202

13=11.182; Y%Length og the third link 11.182

r = 0.5;
v=0.1;
center = [15 0 0];



%____Values of C-vectors that were calculated in trajectory_x,_y
and _=z
% (polynominal trajectory)

while t<tf

% Trajectory generation (end-effector)

% _ ___Position of end-effector__

omega=v/r;

theta = omegax*t;

position=center+r*[cos(theta) sin(theta) zeros(size(theta))l];

velocity=[cos(theta) sin(theta) zeros(size(theta))]+vx[-sin(theta
) cos(theta) zeros(size(theta))];

% velocity=v*[-sin(theta) cos(theta) zeros(size(theta))];

acceleration=v/r*[-sin(theta) cos(theta) zeros(size(theta))]l+v/t
*[-sin(theta) cos(theta) zeros(size(theta))]l+v~2/r*[-cos(theta)

sin(theta) zeros(size(theta))];

% acceleration=v/t*[-cos(theta) -sin(theta) zeros(size(theta))];

xe=(position(1,1));

ye=(position(1,2));

ze=d1;

I __ Velocity of end-effector____
xeDot=(velocity (1,1));
yeDot=(velocity (1,2));

zeDot=0;

% ___ _Acceleration of end-effector
xeDotDot=(acceleration(1,1));
yeDotDot=(acceleration(1,2));
zeDotDot=0;

hhhhh%h Inverse kinematics to find the joint angles %%h%hhhhh

% file:///D:/Lisas’20minnepenn/Master’%20thesis/Support’%20material
/From%20internet/Modeling_of_a_3DOF_robot_DH.pdf
%h%h%%h Inverse kinematics to find the joint angles %%%%%%N%%

gl=atan2(ye,xe);



c3=(xe " 2+ye " 2+(ze-d1)"2-12"2-1372) /(2*12%13) ;
s3=sqrt (1-c372);

g3=atan2(s3,c3);

g2=atan2(ze-dl,sqrt(xe”2+ye~2))-atan2(13*sin(q3),12+13*cos(q3));

%Joint angle vector
q=[ql;...

q2; ...

q31];

%hh%h%h%h Velocity of joints %h%%%hh%%

ve=[xeDot;...
yeDot ;...
zeDot];

J=[-sin(ql)*(12*cos(q2)+13*cos(q2+q3)) -cos(ql)*(12*sin(qg2)+13*
sin(g2+93)) -13*cos(gql)*sin(gq2+q3);...
cos(gql)*(12*cos(g2)+13*xcos(q2+q3)) -sin(ql)*(12*sin(q2)+13%*
sin(g92+q3)) -13*sin(ql)*sin(q2+q3);...
0 12*cos(q2)+13*cos(g2+q3) 13*cos(q2+q3)];

gDot=1inv (J) *ve;

qlDot=gDot (1,1) ;
q2Dot=qDot (2,1) ;
gq3Dot=qDot (3,1) ;

%%%hhth Acceleration of joints %%%hhhhh

veDot=[xeDotDot ;...
yeDotDot ;...
xeDotDot];

JDot_ql=[-sin(ql) *(12*cos(g2)+13*cos(q2+q3)) sin(gql)*(12*sin(q2)+
13*sin(g2+q3)) 13*sin(qgl)*sin(q2+q3);...
-sin(ql)*(12*cos(gq2)+13*cos(q2+q3)) -cos(qgl)*(12*sin(qg2)+13*
sin(q2+q3)) -13*cos(ql)*sin(q2+q3);...
0 0 0];

JDot_q2=[-sin(ql) *(-12*sin(g2)-13*sin(q2+q3)) -cos(ql)*(1l2*xcos(q2
)+13*cos (q2+qg3)) -13*cos(ql)*cos(q2+q3);...
cos(gl)*(-12*xcos(g2)-13*sin(g2+q3)) -sin(ql)*(12*cos(g2)+13%
cos (gq2+q3)) -13*sin(ql)*cos(q2+qg3);...
0 -12%sin(g2)-13*sin(q2+q3) -13*sin(q2+q3)1];



JDot_q3=[13*sin(ql)*sin(gq2+q3) -13*cos(ql)*cos(q2+q3) -13*cos(ql)
xcos (gq2+q93) ;...
-13xcos (gql)*sin(gq2+q3) -13*sin(ql)*cos(g2+q3) -13*sin(ql)*cos
(q2+93) ;...
0 -13*%sin(q2+q3) -13*sin(q2+q3)1];

JDot=JDot_ql+JDot_q2+JDot_q3;
qDotDot=inv (J) *(veDot-JDot*qgDot) ;

qlDotDot=qgDotDot (1,1);
g2DotDot=qDotDot (2,1) ;
g3DotDot=qgDotDot (3,1);

%%%h%%h Lenght of cylinders %%hhhhhhh

%____Cylinder 1

cl_1=2.435;
al=-4.390;
b1=10.2765;
cl _2=-2.9;

al_marked=sqrt(cl_1"2+al172);
bl_marked=sqrt (b1~ 2+cl1_272);

phi_1=atan2(ci_1,al);
phi_2=atan2(c1_2,bl);
theta_2=q2-phi_1-phi_2+pi/2;

Li=sqrt(al_marked "2+bl_marked"2-2*al_marked*bl_marked*cos (theta_2
)

c2_1=-3.090;
a2=-8.275;
c2_2=-1.8639;
b2=-2.38134;

a2_marked=sqrt(a272+c2_172);
b2 _marked=sqrt (b272+c2_272);

phi_3=atan2(c2_1,a2);

phi_4=atan2(c2_2,b2);

theta_3=q3+phi_4-phi_3-pi;

L2=sqrt (a2_marked "2+b2_marked "2-2*a2_marked*b2_marked*cos (theta_3
D)



%h%hh%h Velocity of cylinder 1 and 2 %%%%h%%h%N%%

LiDot=al_marked*bl_marked+*sin(theta_2)*q2Dot/(sqrt(al_marked 2+
bl _marked~2-2*al_marked*bl_marked*cos(theta_2)));

%____Cylinder 2

L2Dot=a2_marked*b2_marked*sin(theta_3)*q3Dot/(sqrt(a2_marked 2+
b2 _marked "2-2*a2 _marked*b2_marked*cos (theta_3)));

%hhhhhh%h Langrangian dynamics to find the joint torques¥%%%h%%h%
%___Simplifications of sin and cos

cl=cos(ql);
sl=sin(ql);
c2=cos (q2);
s2=sin(q2);
c3=cos (q3);
s3=sin(qg3);
c23=cos (q2+q3);
$23=8in(q2+q3);

%____Given values for Kinetic and Potential energy
g=-9.81;
ml1=44404;

I1x=2669369.3;
I1y=5934622.1;
I1z=3662369.9;

m2=60300;
I2x=49810.1;
I2y=2237575.1;
12z=2216809.5;

m3=36000;
I3x=90455.9;
I3y=348040.1;
I13z=266224.2;

%____Equations for the inertia matrix_

M11=T1y+I2x*s272+I2y*c272+I3z*s2372+I3y*c2372+m2* (1/2%x12) "2*c272+
m3*(1/2%c23+12%c2) ~2;
M12=0;



M21=0;

M13=0;

M31=0;

M22=12z+13z+m2*(1/2*x12) "2+m3*((1/2*x13) "2+12"2+12%13%c3) ;
M23=13z+m3*x((1/2%13) "2+1/2*%12%x13%c3) ;
M32=13z+m3*((1/2%13) "2+1/2%12%x13%c3) ;
M33=I3z+m3*(1/2%13) "2;

b __ Inertia matrix_____
M=[M11 M12 M13;...
M21 M22 M23;...

M31 M32 M33];

% _Equations for Coriolis and centripetal matrix

12c=1/2%12;
13c=1/2%13;

Cl1=(s2*c2*(I2x-I2y)+c23%s23*(I3x-I3y)-m2*12c " 2*xc2*s2-m3*x(13c*c23
+12*%c2) *(13c*s23+12%s2))*q2Dot+(c23%s23*(I3x-I3y)-m3*x13c*s23x%(
13c*c23+12%c2))*q3Dot;

C12=(s2*c2*(I2x-I2y)+c23*s23*(I3x-I3y)-m2*12c " 2*c2*s2-m3*(13c*c23
+12xc2)*(13c*s23+12*s2))*qlDot;

C13=(c23%s23*(I3x-I3y)-m3*x13c*s23*x(13c*c23+12%c2))*qlDot;

C21=-C12;

C22=-1/2*m3*12%13*s3*q3Dot;

C23=-1/2*m3%12%13%s3*q2Dot -m3*13c*13*s3*q3Dot;

C31=-C13;

C32=1/2*m3%12%13%s3*q2Dot;

C33=0;

%____Coriolis and centripetal matrix

C=[C11 C12 C13;...
C21 C22 C23;...
C31 €32 €33];

%____Gravity vector

G=[0;...
m2*xg*l2c*xc2+m3*xg*13c*xc23+12*c2;...
m3*g*x13c*c23];

%%%%h Joint torques %hhhhh
tau=M*xqDotDot+C*qDot+G;

taul=tau(1,1);
tau2=tau(2,1);



tau3=tau(3,1);

if Counter==ReportlInterval
Counter=0;
ReportCounter=ReportCounter+1;
TimePlot (ReportCounter)=t;

hTrajectory position

xe_Plot (ReportCounter)=xe;
ye_Plot (ReportCounter)=ye;
ze_Plot (ReportCounter)=ze;

hTrajectory velocity

xeDot_Plot (ReportCounter)=xeDot;
yeDot_Plot (ReportCounter)=yeDot;
zeDot_Plot (ReportCounter)=zeDot;

%Trajectory acceleration

xeDotDot_Plot (ReportCounter)=xeDotDot;
yeDotDot_Plot (ReportCounter)=yeDotDot;
zeDotDot_Plot (ReportCounter)=zeDotDot;

hTrajectory acceleration

ql_Plot (ReportCounter)=ql;
g2_Plot (ReportCounter)=q2;
gq3_Plot (ReportCounter)=q3;

%Joint velocities

qlDot_Plot (ReportCounter)=qiDot;
g2Dot_Plot (ReportCounter)=qg2Dot;
g3Dot_Plot (ReportCounter)=q3Dot;

%Joint acceleration

glDotDot_Plot (ReportCounter)=qlDotDot;
g2DotDot_Plot (ReportCounter)=qg2DotDot;
g3DotDot_Plot (ReportCounter)=q3DotDot;

%»Cylinder lengths
L1_Plot (ReportCounter)=L1;
L2_Plot (ReportCounter)=L2;

%Cylinder velocties
LiDot_Plot (ReportCounter)=L1Dot;
L2Dot_Plot (ReportCounter)=L2Dot;

%Joint torque

taul_Plot (ReportCounter)=taul;
tau2_Plot (ReportCounter)=tau2;
tau3_Plot (ReportCounter)=tau3;



end ;

o Time incresment
i=i+1;
t=t+dt;
Counter=Counter+1;
end ;
figure (1)
plot (TimePlot ,xe_Plot)
hold on
plot (TimePlot ,ye_Plot)
hold on

plot (TimePlot ,ze_Plot)

ylabel ('End-effector position [m]')

xlabel ('Time [s]"')

ylim([-5,16])

x1im ([0 30])

legend ('$x_e$', '$y_e$', '$z_ed"')
set(legend('$x_e$', '$y_e$', ' '$z_e$'), 'Interpreter', 'latex');

figure (2)

plot(TimePlot ,xeDot_Plot)

hold on

plot (TimePlot ,yeDot_Plot)

hold on

plot (TimePlot ,zeDot_Plot)

ylabel ('End-effector velocity [m/s]"')

xlabel ('Time [s]')

ylim([-1.5,1.5])

x1im ([0 301)

legend ('$\dot{x}_e$', '$\dot{y}r_e$', '$\dot{z}_e$"')

set (legend ('$\dot{x}_e$', '$\dot{yr_e$"', '$\dot{z}_e$'),
Interpreter', 'latex');

figure (3)

plot (TimePlot ,xeDotDot_Plot)

hold on

plot (TimePlot ,yeDotDot_Plot)

hold on

plot (TimePlot ,zeDotDot_Plot)

ylabel ('End-effector acceleration [m/s”2]"')

xlabel ('Time [s]')

ylim([-0.5 0.51)

x1im ([0 30])

legend ('$\ddot{x}_e$', '$\ddot{y}_e$"', '$\ddot{z}_e$"')

set (legend ('$\ddot{x}_e$', '$\ddot{y}_e$', '$\ddot{z}_e$'),
Interpreter', 'latex');



%Angles of joints

figure (4)

plot (TimePlot ,ql_Plot)

hold on

plot (TimePlot ,q2_Plot)

hold on

plot (TimePlot ,q3_Plot)
ylabel('Joint angles [rad]')
xlabel ('Time [s]')

ylim ([-0.5 31)

x1im ([0 301)
legend('$q_1$"','$q_28"',"'$q_3%")
set(legend('$q_18"','$9_28"','$9_38'), 'Interpreter',6 'latex');

%Velocity of joints

figure (5)

plot (TimePlot ,qlDot_Plot)

hold on

plot (TimePlot ,q2Dot_Plot)

hold on

plot (TimePlot ,q3Dot_Plot)

ylabel ('Joint velocities [rad/s]"')

xlabel ('Time [s]')

ylim([-0.15 0.25])

x1im ([0 30])

legend ('$\dot{q}_1$"', '$\dot{q}_2%"', '$\dot{q}_3$")

set (legend ('$\dot{qr_1$"', '$\dot{qg}_2%"', '$\dot{q}_3$"),
Interpreter', 'latex');

%Acceleration of joints

figure (6)

plot (TimePlot ,qlDotDot_Plot)

hold on

plot (TimePlot ,q2DotDot_Plot)

hold on

plot (TimePlot ,q3DotDot_Plot)

ylabel('Joint accelerations [rad/s~2]"')

xlabel ('Time [s]')

ylim ([-0.5 11])

x1im ([0 30])

legend ('$\ddot{q}_1$"', '$\ddot{q}r_2%"', '$\ddot{q}_3$")

set (legend ('$\ddot{q}r_1$"', '$\ddot{q}r_2¢"', '$\ddot{qr_38'), '
Interpreter', 'latex');

%Lengt of cylinders

figure (7)

plot (TimePlot ,L1_Plot)

hold on

plot (TimePlot ,L2_Plot)
ylabel('Cylinder lengths [m]')



xlabel ('Time [s]')
ylim([5.5 9.5])
x1lim ([0 30])

legend ('$L_1$','$L_28%")
set(legend ('$L_1¢"','$L_28"'), 'Interpreter',6 'latex');

%Velocity of cylinders

figure (8)

plot (TimePlot ,L1Dot_Plot)

hold on

plot (TimePlot ,L2Dot_Plot)

ylabel ('Cylinder velocities [m/s]"')
xlabel ('Time [s]')

ylim([-1 0.5])

x1im ([0 30])

legend ('$\dot{L}_1$"', '$\dot{L}_28")
set(legend ('$\dot{L}_1$', '$\dot{L}_2%"'), 'Interpreter',6 'latex');

% Joint Tourqges

figure (9)

plot (TimePlot ,taul_Plot)

hold on

plot (TimePlot ,tau2_Plot)

hold on

plot (TimePlot ,tau3_Plot)

ylabel ('Joint torques [Nm]')

xlabel ('Time [s]')

ylim([-1.5e7 1.5e7])

x1im ([0 30])

legend ('$\tau_1$', '$\tau_2%"', " '$\tau_3%")

set(legend ('$\tau_1$', '$\tau_2%"', '$\tau_3$'), 'Interpreter', '
latex');



xeDot

-.‘ yeDot

fon

zeDot

xeDotDot

yeDotDot

zeDotDot

Lt
L1

(5 )
L2

Actuator kinematics pasition

L1Dat

LiDat
q3
q2Dot fen

LZDot
q3Dot

Actuator kinematics velocity

L2Dot

Inverse kinematics position

q3

xelat

yelot

zalat

qiDot

"- g2Dot

fon

g3Dot

Inverse kinematics velocity

A

A

A

Trajectory generation

at
[+ Fa

q1DotDot —I'-
+ q1DotDot
qiDot
qZDot
q3Dot

"' qZDotDot —I'-

xalat fon q20atDot
yelot
zalat
xeloiDot

q3DotDot —I'-
yelatDot q3DaiDot
zaeloiDot

Inverse kinematics acceleration



Do

fen

91

Inverse kinematics position

fen

10

o
fen

301

o

Dol

DoiDo:

fen

qiDamat

q2Doat

Inverse kineaics velocity

Trajectary generstion

Inverse kinematics acceleration

fen
1DatDat
qzDatDot
30atDat
Inertizs martrix times joint accekeration
10at fen
t
30at

Carialis and centripetal rmatix mes joinl veloily

fen

Gravity vectar

Targue



Appendix B

Linear-Qaudratic Regulator (LQR)
Design for Crane Joints

This Matlab script contains a LQR design concerning control of crane joints, and is run in
parallel with the Simulink models from chapter 7.1.4.

T hhhhhhhhhhhhhhhhhhLQR for joints hhhhhhhhhhhhhhhhhhhhh%hh%h

%State-space model
%Joint 1

A1=[0.02802 -0.03715 -0.0001235 -0.0003595;...
0.08716 0.01595 -1.523 -0.1277; ...
0.0135 1.525 -0.003248 -3.92;...
0.06509 0.00179 2.274 -5.305];

B1=[-1.875e-06;...
-0.001049; ...
-0.006192; ...
-0.02576];

C1=[0.001536 -2.625e-06 1.954e-7 -2.66e-08];

Plant_ql1=ss(A1,B1,C1,D1);

%Joint 2

A2=[-0.002628 -0.4077 0.005025 -0.004728;...
0.3959 -0.03321 1.719 -0.8239;...
-0.002582 -1.023 -3.217 5.305; ...
-0.005316 0.3527 -0.05275 -0.9313];

B2=[9.272e-06; ...
0.002335; ...
-0.05772; ...



0.006049];

C2=[40.51 -0.7789 -0.05368 0.0141];

Plant_q2=ss(A2,B2,C2,D2);

%Joint 3

A3=[-0.006824 -0.165 0.005018 -0.005282;...
0.1782 -0.05213 2.492 -1.094; ...
-0.002169 -1.167 -6.102 6.494; ...
-0.005329 0.147 1.522 -0.8303];

B3=[-5.045e-05; ...
-0.01071; ...
0.1217; ...
-0.01619];

C3=[395.9 -3.079 -2.2547 0.03162];

Plant_q3=ss(A3,B3,C3,D3);

% Determine whether the system is controllable
cr_ql=ctrb(Plant_ql);
rank_qgl=rank(cr_ql);

cr_q2=ctrb(Plant_q2);
rank_q2=rank(cr_q2);

cr_q3=ctrb(Plant_q3);
rank_q3=rank (cr_q3);

%Since the rank for all systems are equalt to the order of

sytsem the
%systems are controllable

%Poles of the open-loop system
p_ol_ql = eig(Al);
p_ol_qg2 eig (A2);
p_ol_q3 eig(A3);

%Tracking error
Q1 = C1'xC1i;
Q2 = C2'xC2;

the



Q3 = C3'xC3;

%Input weights
Ri=eye (1) ;
R2=eye (1) ;
R3=eye (1) ;

%Compute the optimal feedback gain matrix K for the open-loop
system

K1 = 1qr(A1,B1,Q1,R1);
K2 = 1qr (A1,B2,Q2,R2);
K3 = 1qr (A3,B3,Q3,R3);

% Design pre-filter

Vi = (C1*(B1xK1-A1)~(-1)*B1)~(-1);
V2 = (C2*(B2xK2-A2) " (-1)*B2) " (-1);
V3 = (C3*(B3%K3-A3)"(-1)*B3)"(-1);



Appendix C

Linear-Qaudratic Regulator (LQR)
Design for Crane End-effector

This Matlab script contains a LQR design concerning control of crane end-effector in z-direction,
and is run in parallel with the Simulink model from chapter 7.2.5.

b b hhhhhhhhhh%hhLQR for contol of end-effector in z-direction
Y Y Y Y Y YA

%State-space model

A=[-0.0002949 -1.08 0.03363 -0.0299;...
1.074 -0.1639 3.541 -1.236;...
0.01761 -1.91 -3.677 4.467;...
-0.001651 0.2363 0.5733 -0.2493];

B=[-0.0003137; ...
-0.009771; ...
0.05251; ...
0.0028];
C=[444.3 -23.12 -3.194 0.3886];
D=0;
Plant=ss(A,B,C,D);
% Determine whether the system is controllable
cr=ctrb(Plant);
rank=rank (cr) ;
%Since the rank is equal to the order of the system the system

is
%controllable

%Tracking error



Q = C'xC;

%Input weights
R=eye (1) ;

%Compute the optimal feedback gain matrix K for the open-loop
system
K = 1qr(A,B,Q,R);

% Design pre-filter
V = (Cx(B*K-A)~(-1)*B)~(-1);
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