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Abstract

Car-to-car (C2C) and car-to-infrastructure (C2I) communications promise revolutionary
improvements in transportation due to its possibilities to improve the road safety and
traffic management. C2C is a system designed to exchange information between vehicles,
and C2I is a communication model that allows vehicles to share information with the
infrastructure such as roadside equipment (RSE). These communications are considered
as essential elements of the intelligent transport system (ITS). In this regard, reliability
of the communication is vital to provide warning of an impending accident. Thus, the
analysis of RSE-to-car channel behaviour is important and in this research work we use
the concept of the spectrogram to estimate the local Doppler power spectral density
(PSD) of the channel.

One of the standard assumptions of mobile radio channel modelling is that the speed
of the mobile station (MS) is constant. However, in the real-world, mobile communi-
cation channels exhibit non-stationarity as the speed varies with the time. The non-
stationary multipath fading channels can be modelled by a sum of SOCh processes. If
the speed is constant, the channel can be defined as a stationary channel consisting a
sum of a SOCi processes.

The Spectrogram provides an estimate of the changes to local Doppler power spectral
density over time for the variations of the mobile speed. In this research work, we
define the spectrogram using different window functions and show that the spectrogram
can be split into an auto-term and a cross-term. The auto-term consists of relevant
spectral information and the cross-term is considered as a sum of spectral interferences.
Additionally, we investigate the spectrogram result optimisation by averaging over the
phases and selecting an optimal window length. Furthermore, our study shows that the
time-variant average Doppler shift, computed by taking the sum of all power-weighted
Doppler shifts normalised to the total received power of the multipath components,
is realisable by the estimated average time-variant Doppler shift computed from the
spectrogram.

When the brakes are applied at a constant speed the channel’s spectral characteristics
convert from stationary to non-stationary state. We estimate the local Doppler PSD for
braking situations and show the possibility of developing this model to detect road
accidents.

keywords: auto-term, braking, cross-term, spectrogram, STFT, window function, win-
dow length, windowing
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Chapter 1

Introduction

1.1 Overview of RSE-to-Car Communications

In the past few years, there has been an upsurge of research interest in car-to-car (C2C)
and car-to-infrastructure (C2I) communications, which offer a variety of personalised
services for passengers. In particular, traffic control and road safety applications are very
comprehensive and reduce the number of traffic accidents as well as the fuel consumption.
The Information provided by those applications are further improved by the inputs from
internal systems such as collision avoidance, as well as external inputs, such as traffic
warning information from the infrastructure. Hence, reliable communication between
cars and car-to-infrastructure (C2I) is important to develop efficient safety and traffic
control applications. Thus, it is important to evaluate the radio propagation channel
condition in C2C communications especially in specific situations such as accelerating
or braking the speed of a car.

Large numbers of research works on C2C communications are being carried out
throughout the world and supported by industry-driven organisations such as C2C com-
munication consortium (C2C-CC) [1]. Further, European Road Transport Telematics
Implementation Coordination Organisation (ERTICO) is also involved in developing
and promoting intelligent transport systems (ITS) and services in Europe [2]. The ve-
hicle infrastructure integration (VII) is another joint government-industry effort which
is focused on developing standardised C2C and C2I communications [3].

The recent allocation of dedicated standards IEEE 802.11P [4] and ETSI Intelligent
Transportation Systems (ITS)-G5 [5], reflect the growing interest in C2C communication
systems. IEEE 802.11P is based on the well-known wireless local area Network (WLAN)
standard IEEE 802.11a and operate in the 5.9 GHz band.

Under the C2C and C2I concepts, vehicles would communicate with each other and
with roadside transponders (or roadside equipment (RSE) in VII concept). It is widely
accepted that in C2I communications, the RSE is fixed and the mobile station (MS) is
in motion and equipped with antennas mostly at the same height. The buildings and
trees can be considered as scatterers in RSE-to-car communications and cause multipath
propagations as shown in Fig. 1.1.

1



CHAPTER 1. INTRODUCTION 2

Figure 1.1: A typical RSE-to-car communication scenario.

1.2 Motivation

Over the last decade, many research works had been carried out in the areas of C2C and
C2I communications. Consequently, non-stationary vehicular communication channel
analysis has been acquiring considerable attention from the researchers and standardis-
ation bodies.

In the literature [6–8], closed-form solutions were presented for the analysis of sta-
tionary and non-stationary channels using the concept of the spectrogram. The rectangle
window function was used in [6] and [7] to define the spectrogram whilst Gaussian win-
dow function is used in [8]. However, there is a scarcity of literature on the definition
of the spectrogram for stationary and non-stationary channel analysis using other well-
known window types such as cosine windows. Motivated by the fact, we define the
spectrogram using different window functions.

Braking is the most important safety feature of a vehicle. The communication chan-
nel exhibits non-stationarity when the brakes are applied. There are many good sources
of literature which analyse the non-stationarity of the communication channels. The
statistical channel models presented in [9–11] provide a comprehensive analysis of the
non-stationary behaviour of the vehicular channels. Nevertheless, the mobile commu-
nication channel behaviour in braking situations are not adequately considered in the
available literature. Therefore, we introduce the braking situation as a novel scenario
for the analysis of non-stationary mobile radio channels. Thus, it is motivated to use
the concept of the spectrogram for the analysis of non-stationary channels for braking
situations, in which the study will be extended to select best window function for the
spectrogram as well as to discuss the methods for improving the spectrogram.

1.3 Problem Statement

The spectrogram of a multipath fading channel should aim to improve the frequency
and time resolution. The spectrogram can be defined using different types of window
functions. Hence, the frequency and time resolution of the spectrogram will differ based
on the window function. Therefore, it is important to select the best window function for
a given scenario to improve the spectrogram. The appropriate window length is another
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decisive factor which improves the spectrogram. The concept of the spectrogram can be
used to analyse the local Doppler PSD of a non-stationary channel.

The cross-term of the spectrogram introduces noise and reduces the frequency and
time resolution. Further, for braking situations of the MS, the time-variant Doppler shift
affects RSE-to-car communications by creating considerable fading in the non-stationary
mobile radio channel. In [7] and [8], it has been shown the influence of the window length
for the reduction of the cross-term. Comparison of the spectrogram which defined using
different window functions is vital to select the best window type for better frequency
and time resolution. The visual observation of the spectrogram does not always provide
the correct results.

The braking manoeuvres of a vehicle can be segregated as “comfort braking action”,
where the vehicle is brought comfortably to the standstill and in an emergency stop, so-
called “emergency braking action”, where the vehicle is brought to a complete standstill
as quickly as possible [14]. In comfort braking, the declaration is considerably low
compared to the emergency braking. Usually, emergency braking takes place at higher
speeds. In either case, the mobile radio channel exhibits non-stationarity. In the first
case, non-stationarity occurs due to the time-varying speed of the MS. Additionally, for
the second case, we can not assume that the time-variant AOA is negligible as in the
first case. Therefore, it indicates the possible impreciseness of result if a single model is
used to define the time-variant Doppler shift of the MS.

Perhaps a study which investigates the spectrogram optimisation methods by select-
ing optimum window lengths and applying techniques to reduce the cross-terms could
remedy the situation. Further, the study should adequately cover the methods to con-
duct the comparison of the spectrogram of different window types. Finally, use of two
different models to analyse the time-variant Doppler shift would provide a scalable solu-
tion for the spectrogram analysis of non-stationary mobile channels in braking situations.

1.4 Research Questions

Based on the above discussions, several research questions are raised and addressed
with our proposed solutions throughout this thesis. The research questions and the
contributions made by the proposed solutions are summarized in this section.

This thesis makes efforts to answer the following research questions.

• Question 1(Q1) In the presence of different analytical solutions using different win-
dow functions for the definitions of the spectrogram, How can we select the best
window function to define the spectrogram for a given scenario?

• Question 2(Q2) How to verify the correctness and the preciseness of the developed
analytical solutions of the spectrogram?

• Question 3(Q3) What kinds of approaches can be employed in order to improve
the frequency and time resolution of the spectrogram for comfort and emergency
braking scenarios?

• Question 4(Q4) Does the approximated instantaneous Doppler shift and the ap-
proximated AOA models accurately analyse the RSE-to-car non-stationary mobile
radio channels for comfortable and emergency braking situations?
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1.5 Research Methodology

This research work contains a number of iterating rounds. An iteration represents a
work period with a short duration, usually a week time between supervisor meetings.
Each iteration contains similar phases. Firstly, it is to start with a literature review, to
obtain or refresh knowledge. Secondly, in the design phase, all modules of the research
work will be created. The third is the implementation phase. In this phase, the model
will be implemented and the result will be validated to assure the correctness of the
model. Then the result will be analysed in the fourth phase. Here the simulation results
will be compared with theoretical results. The final phase will contain an evaluation
of the acquired results from phase four. After all phases are completed, the iteration
process is considered as completed. The gained knowledge of the previous round will
be continued for the next round. This cycle will be continued until the research work is
complete.

1.6 Organization of the Master Thesis

This research work concentrates on the comprehensive investigations of different RSE-
to-car communication scenarios using the spectrogram. The covered topics range from
analytically defining the spectrogram using different window types up to analysis of the
non-stationary channels using the spectrogram for time-invariant and time-variant angle
of arrival (AOA) scenarios. The thesis is organised as follows:

• Chapter 2 presents the basic concepts of mobile radio channel modelling and intro-
duces related works which have been presented in previous publications.

• Chapter 3 explains the multipath propagation scenario for non-stationary channel
analysis. The definition of the time-variant velocity and the Doppler shift, are
introduced in the current chapter. Furthermore, the scattering scenario and the
description of the trajectories are well explained. A novel scenario which is useful
to analyse the spectral behaviour of a vehicular mobile radio channel when the
brakes are applied at a constant speed is introduced in Chapter 2.

• Chapter 4 caters for the definition of the Spectrogram. The analytical definition
of the spectrogram is introduced in the current chapter, and afterwards, different
window types are used to define the spectrogram analytically. The Gaussian, rect-
angle and cosine windows (Hann, Hamming, and Blackman windows) are among
the most widely used window types for the spectrogram. A new analytical def-
inition is provided for the spectrogram using said cosine windows. Furthermore,
the work is extended to define the spectrogram for stationary and non-stationary
mobile channels.

• Chapter 5 is dedicated to the numerical analysis of the spectrogram for RSE-to-car
communication channels. In this chapter, the spectrogram analysis is carried out
for a car travels at low velocity and considered the designed braking distances. It is
assumed that the AOA is time-invariant under low mobile velocities. Consequently,
the methods for selecting the best window type for the spectrogram for the given
scenario is discussed. Furthermore, the phase averaging and the optimal window
length is discussed as the methods for optimising the spectrogram. The actual
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trial data of a car when deceleration in emergency stops, is used to analyse the
spectral behaviour of a vehicular mobile radio channel using the spectrogram. In
this scenario, it is considered that the AOA as time-variant.

• Chapter 6 is dedicated to discuss the numerical resultants obtained in Chapter 5.

• Chapter 7 summarises the main contributions of this thesis. We close this chapter
by highlighting some areas as topics for future works.

Each chapter comprises an overview of the chapter at the beginning. A chapter
summary is presented for Chapter 2,3 and 4. Chapter summary highlights the main
findings of the chapter. Various sections deals with subtopics are addressed in each
chapter.



Chapter 2

Basic Concepts and Related Work

Mobile speed variations result in non-stationary channels. The spectrogram is a vital tool
for the analysis of stationary and non-stationary mobile radio channels. The stationary
channel is modelled by a sum-of-cisoids and a non-stationary channel is modelled by a
sum-of-chirps.

2.1 Overview of the Stationary and Non-Stationary

Channels

The movement of the mobile station (MS) with a constant speed along a particular
direction is considered as a standard assumption in mobile radio channel modelling.
This assumption is not valid in the real-world as the speed and angle of motion rapidly
varies with time. Therefore, the constant speed assumption potentially hides the actual
mobile radio channels characteristics.

The wide-sense stationary assumption of a mobile radio channel is only valid for very
short travelling distances of a mobile station (MS) as described in [18] and [19]. In the
real-world, mobile communication channels exhibit non-stationarity as the frequency of
each channel varies with the time. The change of velocities of MSs causes the channel
statistics to be non-stationary. In [20], it is assumed that the transmitter is stationary
and the receiver station linearly increases (or decreases) its speed, while the angle of
motion is kept fixed. A fixed station-to-mobile multipath channel model with both
varying speed and angle of motion (AOM) is presented in [21].

In [11], the non-stationary channels are divided into two classes. The class A model
is categorised by channels models based on the integral relationship between the path
phases and the respective instantaneous Doppler frequencies. The class B models can be
obtained by replacing the time-invariant Doppler frequencies by time-variant Doppler
frequencies.

The non-stationary channel behaviour for different scattering environments such as
a campus, a highway, a suburban area, and an urban area, is presented in [9] for the
measured V2V channels. In [10] it is presented the simulation results obtained from
an implemented non-stationary physical layer model for IEEE 802.11p standard for
vehicular communication. It has been shown that the shown that the channel estimation
performance is strongly influenced mainly by the diffuse components strength, and the
signal-to-noise ratio (SNR).

6
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2.2 Review of the Spectrogram

The spectrogram is a vital tool to analyse non-stationary mobile multipath channel
models. The spectrogram provides a three-dimensional (frequency, time and intensity)
representation based on the spatial characteristics of the considered signal. Applications
of the spectrogram can be found in many areas, such as music, sonar, radar, and speech
processing, seismology, etc. The spectrogram consists of two terms: the auto-term and
the cross-term. The auto-term provides an estimate of the local Doppler power spectral
density (PSD) and the cross-term consists of unwanted noise and interferences [22]. The
auto-term is independent of the phase while cross-term of the spectrogram depends on
the phase. The spectrogram of a stationary or non-stationary signal is generated by
breaking the signal into overlapping short-time signals and then by taking short-time
Fourier transforms (STFT) of the short-time signals. In other words, the time varying
signal (or time-invariant signal) can be multiplied by a moving window function to obtain
overlapping short-time signals, and later on, the squared magnitude of the STFT of the
short-time signals generates the spectrogram.

The length T of the window function is a decisive factor to improve the spectrogram.
In [6] the authors estimated the Doppler power spectral density (PSD) of multipath
fading channels which is modelled by sum-of-cisoids SOCi processes, by means of the
spectrogram. The proposed procedure has been recently extended in [7] to spectrogram
analysis of multipath fading channels under variations of the mobile speed, in which the
channel can be modelled by a sum-of-chirps SOCh processes.

The fixed size window length for the STFT can cause poor resolution in the spectro-
gram but does not affect the cross-terms [23]. In [24], it is explained how the instanta-
neous frequency and instantaneous bandwidth are used to deduce the relation between
window length and deviation of the Gaussian window so that the selection of the ap-
propriate window length for the STFT is used to get the optimal SNR (signal-to-noise
ratio), which subsequently optimises the spectrogram of the signal. Further, the average
spectrogram also improves the time-varying frequency resolution. In [8], it is shown that
cross-term of the spectrogram can be completely removed by averaging over the random
phases.

2.3 The Average Doppler Shift and Doppler Spread

The most important characteristics of the Doppler PSD are the average Doppler shift
and the Doppler spread. In stationary channels, the average Doppler shift depicts the
average frequency shift of the carrier signal experienced during the transmission of the
multipath mobile radio channel. Similarly, the average Doppler spread defines the av-
erage frequency spread. The first moment of the Doppler PSD provides the average
Doppler shift, and the square root of the second central moment provides the average
Doppler spread [25]. In non-stationary channels, the time-variant average Doppler shift
is obtained by computing the sum of all power-weighted Doppler shifts normalised on
the sum of the received power of all multipath components. The time-variant Doppler
spread can be obtained by the channel gains, time-variant Doppler frequencies, and the
time-variant average Doppler shift.
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2.4 Definition of Consistency

The complex channel gain µn(t) of the nth received path component of a frequency-
nonselective mobile radio channel can be defined as

µn(t) = cn exp (jθn(t)) (2.1)

where cn represents the path gain and θn(t) is the random phase associated with the
nth path [11]. It should also be observed that θn(t) is a function of fn(t), i.e., θn(t) =
g (fn(t)). If we select the observation period such that the path gain cn or the position of
the MS does not vary with time t, the instantaneous power of nth multipath component
equals the squared path gain, i.e., |µn(t)|2 = c2n.

The time-variant average Doppler shift can be presented as shown in [11] for all cn
and for time-variant Doppler shifts fn(t), by computing the sum of all power-weighted
Doppler shifts normalized onto the sum of received powers of all multipath components
according to

B
(1)
f (t) =

N∑
n=1

c2nfn(t)

N∑
n=1

c2n

. (2.2)

Starting with the preceding equation, we can show that time-variant Doppler spread
[11] as

B
(2)
f (t) =

√√√√√√√

N∑
n=1

c2nf
2
n(t)

N∑
n=1

c2n

−
(
B

(1)
f (t)

)2
. (2.3)

Alternatively, we can define the time-variant Doppler shift B
(1)
µ (t) and the time-

variant Doppler spread B
(2)
µ (t) of the complex channel gain µ(t) for all N multipath

components by considering the time-variant auto correlation function (ACF)

Rµ(τ, t) = E
{
µ
(
t+

τ

2

)
µ∗
(
t− τ

2

)}
(2.4)

where E {.} is the expectation operator and the (.)∗ denotes the complex conjugation
operator [11].

Then, we can obtain time-variant Doppler shift B
(1)
µ (t) and the time-variant Doppler

spread B
(2)
µ (t) by means of

B(1)
µ (t) =

1

2πj

Ṙµ(0, t)

Rµ(0, t)
(2.5)

and

B(2)
µ (t) =

1

2πj

√√√√
(
Ṙµ(0, t)

Rµ(0, t)

)2

− R̈µ(0, t)

Rµ(0, t)
(2.6)

where Ṙµ(0, t) and R̈µ(0, t) denotes the first and second derivative of Rµ(τ, t) w.r.t
the τ at τ = 0 [11].

As per the analysis in [11], if B
(2)
f (t) = B

(2)
µ (t) for all t, a non-stationary channel

model is said to be consistent w.r.t the Doppler spread. Furthermore, in [11] it is
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showed that the non-stationary channel models of Class A with constant cn and random
phases θn are consistent w.r.t average Doppler shift and Doppler spread, whereas the
non-stationary channel models of Class B are inconsistent.

2.5 Chapter Summary

In this chapter, we have presented the main concepts and related previous works. The
said concepts will be dealing throughout in the research work. This chapter has been
presented the basic definition of the spectrogram and explained that the spectrogram is
consisting of an auto-term and a cross-term. The auto-term can be removed by phase
averaging and the spectrogram can be improved by selecting an optimum window length.
It is further explained that the change of velocity of a MS causes the channel to exhibit
non-stationarity. The non-stationary channel can be modelled as a consistency model or
a non-consistency model w.r.t the time-variant average Doppler shift and the Doppler
spread.



Chapter 3

Multipath Propagation Scenarios for
Non-Stationary Channel Analysis

The scattering from the surface objects such as buildings, trees, etc. introduces multi-
path fading to the mobile radio communication channels. It is not possible to visualise
the actual locations of the scatters. Hence, it is important to define a propagation sce-
nario with different scattering models such as ring, random, cylindrical, etc. for the
analysis of mobile radio channels. This chapter explains the propagation scenarios for
non-stationary channel analysis. The consistency of the non-stationary channel model,
the exact and approximated models of time-variant AOA and the instantaneous Doppler
frequency, will also be discussed. The trajectory is explained for the comfort braking
situation.

3.1 Introduction

Acceleration and deceleration are among the most basic concepts encountered in physics.
The acceleration refers to a rate of change of velocity while deceleration refers to a value
of acceleration which is negative. The acceleration of a car that travels in a straight line
at a constant speed is zero.

The multipath propagation scenario considered for this research work consists of a
fixed RSE and an MS which moves with time-variant velocity ~V (t). It is assumed that
the RSE and the MS are equipped with omnidirectional antennas and a large number
of N fixed scatterers Sn(n = 1, 2, ..., N) which are located around the MS. The line-
of-sight (LOS) component between the RSE and the MS is ignored. Furthermore, we
assume that the channel is frequency-nonselective. Thus, the flat fading channel under
speed variations can be defined by a sum-of-chirps (SOCh) processes [7] . It is assumed
that the distance between the RSE and the MS is sufficiently large so that the radio
propagation environment can be modelled as two-dimensional. The propagation scenario
is illustrated as shown in Fig. 3.1.

With the time-variant speed v(t) and the time-variant AOM αv(t), ~V (t) can be

defined as ~V (t) = v(t) exp (jαv(t)) [20]. We assume that angle of motion (AOM) of the
MS is constant during the channel observation period, i.e., αv(t) = αv. The v(t) can be
denoted as

v(t) = v0 + a0t (3.1)

where, v0 denotes the initial speed at t = 0, and a0 is called the acceleration (when

10
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Figure 3.1: A multipath propagation scenario in which the MS travels with time-variant
velocity ~V (t).

a0 > 0) or deceleration (when a0 < 0) parameter.

3.1.1 Exact and Approximated Time-Variant AOAs

The AOA αn(t) is defined as the angle between the received nth incident plane wave
and the x axis.

With reference to Fig. 3.1, the positions x(t) and y(t) of the MS at time t can be
expressed as

x (t) =

t∫

0

v(z) cos(αv(z))dz (3.2)

and

y (t) =

t∫

0

v(z) sin(αv(z))dz. (3.3)

With this results in mind, for n = 1, 2, ..., N , we can then obtain the exact solution
for the AOA αn(t) as

αn(t) = arctan

(
yn − y(t)

xn − x(t)

)
. (3.4)

The preceding equation can be simplified to a linear function of time t by developing
the αn(t) in a first-order Taylor series around time t = 0 and retaining only the first two
terms [11]. In this case, we may write the approximated AOA αn(t) as

αn(t) ≈ αn + γnt (3.5)

where

αn = αn(0) = arctan

(
yn
xn

)
(3.6)

γn =
d

dt
αn(t)|t=0 =

v0

rn
sin(αn − αv). (3.7)

The approximation made in (3.5) influences the spectrogram and this error will be
analysed in Chapter 5.
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3.1.2 Time-Variant Doppler Frequency Models

When the MS changes its velocity ~V (t) over time t, nth received multipath component
experiences a time-variant Doppler shift fn(t). The exact solution for the fn(t) can be
modelled as

fn(t) = fmax(t) . cos(αn(t)− αv) (3.8)

using the exact AOA αn(t) mentioned in (3.4) and the time-variant maximum Doppler
frequency fmax(t). The fmax(t) is denoted as

fmax(t) =
f0
c0

v (t) =
f0
c0

(v0 + a0 t ) (3.9)

where f0 is the carrier frequency and c0 is the speed of light.
Consequently, by developing (3.8) in a Taylor series around t = 0 and retaining only

the first two terms [11], we can simply define the time-variant Doppler shift fn(t) as

fn (t) = fn + knt (3.10)

where
fn = fmax cos(αn − αv) (3.11)

kn = fmax

[
a0
v0

cos (αn − αv)− γn sin (αn − αv)
]

(3.12)

and
γn =

v0

rn
sin(αn − αv). (3.13)

In (3.11), αn = αn(0) and fmax = fmax(0), denotes the initial AOA at t = 0 and the initial
maximum Doppler shift at t = 0, respectively. Further, in (3.12), kn can be written as a
sum of two terms. The first term takes into account the acceleration or deceleration of
the MS and the second term is derived from the AOA of the MS. As a consequence of
the time variant velocity and AOA of the MS, it follows that the Doppler shift fn(t) is
a stochastic process. However, it should also be observed that for the stationary case,
the acceleration parameter a0 = 0 and γn = 0 will be resulted in reducing the stochastic
process fn(t) to a random variable fn and we finally obtained the conventional expression
fn(t) = fn = fmax cos(αn − αv), which is exclusively used to investigate the statistical
properties of Doppler shift in stationary mobile radio channels.

3.1.3 The Consistency of the Model

Now we will turn our attention to the Class A channel model which is consistent w.r.t
the average time-variant Doppler shift and the time-variant Doppler spread.

Considering that the random phase θn(t) is a function of the Doppler frequency fn(t),
we can obtain the phase-frequency relationship [12, Eq. (1.3.40)] as

fn(t) =
1

2π

dθn(t)

dt
(3.14)

for all n = 1, 2, ..., N. A simple computation yields the expression

θn(t) = θn + 2π

t∫

0

fn(z)dz (3.15)



CHAPTER 3. MULTIPATH PROPAGATION SCENARIOS 13

where θn = θn(0) denotes the initial phase at time t. Thereby, θn denotes a random phase
angle which is distributed uniformly in the interval [−π, π). Performing the substitution
fn(t) from the linear approximated Doppler model presented in (3.10), the following
expression is obtained for θn(t) in the form of

θn(t) = θn + 2π

(
fnt+

kn
2
t2
)
. (3.16)

The received complex envelope µ(t) of the Class A multipath non-stationary channel
model which is consistent w.r.t the average time-variant Doppler shift and the time-
variant Doppler spread can be defined as

µ(t) =
N∑

n=1

cne
j

(
θn+2π

t∫
0

fn(z)dz

)
. (3.17)

Further, by substituting (3.16) in the preceding equation we can obtain the complex
channel gain of a narrowband multipath fading channel consisting of N paths and mod-
elled by an SOCh process with sum of n chirps as

µ(t) =
N∑

n=1

cne
j[2π(fnt+ kn

2
t2)+θn]. (3.18)

If the speed of the MS is constant, the non-stationary multipath fading channel can
be treated as a stationary multipath fading channel. Therefore, the time-variant speed
v(t) −→ v0, which implies kn = 0. After straightforward substitution of kn = 0 in (3.18),
the following equation is obtained the well-known SOCi process

µ(t) =
N∑

n=1

cne
j(2πfnt+θn). (3.19)

3.2 Description of the Scattering Scenario

We assume that scatterers are located with identical spacing on a ring of radius R
centered on the MS. The extended method of exact Doppler spread (EMEDS) [13] is
referred to obtain the initial AOAs αn and the path gains cn, which is given by

αn =
2π

N

(
n− 1

4

)
, n = 1, 2, . . . , N (3.20)

and

cn = σ0

√
2

N
(3.21)

with parameter σ0 = 1. Unless otherwise stated, the ring radius R and number of
scatterers N are set to 100 m and 10, respectively. The scatterers Sn for n = 1, 2, ..., 10,
are numbered and shown in the Fig. 3.2.

Figure 3.3 illustrates the received complex envelope µ(t) of the Class A multipath
non-stationary channel model for the given scattering scenario.



CHAPTER 3. MULTIPATH PROPAGATION SCENARIOS 14

Figure 3.2: Locations of scatterers on a ring in the (x, y) plane.

Figure 3.3: The received complex envelope µ(t) of the Class A multipath non-stationary
channel model
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3.3 Description of the Trajectory

A vehicle’s braking distance depends on a number of factors such as the speed of the
vehicle, road conditions (coefficient of friction and the grade of the road) and the driver’s
behaviour [14]. It takes time for a driver to react to a situation and start to apply the
brakes. The car carries on moving during this reaction time. For our analysis, it suffices
to assume that the reaction time is zero for all cases. The braking distance is the distance
taken to stop the vehicle once the brakes are applied.

As a general case, we consider that the MS is moving at a constant speed on a straight
road at the time the brakes are applied. Since the velocity is a vector that has both
magnitude and direction, no change in either the magnitude or the direction constitutes
no change in the velocity. Hence, the acceleration parameter a0 = 0. When the brakes
are applied, the acceleration occurs in the opposite direction as the movement of the
vehicle, i.e., a0 = −a0. Finally, the MS comes to a stop.

Based on the above discussion, the multipath fading channel exhibits stationarity
and nonstationarity during the observation time period.

The approximate braking distance [14] of a vehicle driving along a level road can be
found by means of

d = 0.039
v(t′)2

a0
(3.22)

where d and v(t′) denote the braking distance (m) and the speed of the car (km/h) at
the instant (t = t′) the brakes are applied.

Braking studies indicate that approximately 90% of motorists brake with a deceler-
ation of more than 3.4 m/s2, and this deceleration value helps motorists to control their
vehicles even in wet road conditions. Thus,3.4 m/s2 is used as recommended decelera-
tion value [14] to use with (3.20). By applying a0 = 3.4 m/s2, we obtain the braking
distances as shown in the Table 3.1.
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Table 3.1: Braking distances for a0 = 3.4 m/s2.

Speed (km/h) Braking distance (m)

20 5

30 10

40 18

50 29

60 41

70 56

80 73

90 93

100 115

110 139

120 165

130 194

We assume that the initial AOM αv = 0, and the MS does not change the AOM
during the travel. Thereby, the trajectory can be defined as a speed profile. The speed
profile of the MS is shown in Fig. 3.4 in which v(t′) = 36 km/h = 10 m/s.

3.4 Chapter Summary

This chapter explained the propagation scenario of RES-to-car non-stationary mobile
radio communication. two models: the exact model and the approximated model, have
been defined for the time-variant AOAs and the time-variant Doppler shifts. The consis-
tency of the channel model is assured. The time-variant angle of motion (AOM) and the
random locations of the scatterers are ignored for the simplicity of the non-stationary
channel analysis. This could be declared as limitations of the research work covered
under this chapter.
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Figure 3.4: The speed profile of the MS for comfortable braking situations.



Chapter 4

Definition of the Spectrogram

The spectrogram provides visual frequency and time representation of a communication
channel. This chapter defines the spectrogram using rectangle, Hann, Hamming, Black-
man and Gaussian window functions. The auto-term and the cross-term are separated
for the spectrogram defined by the said window types.

4.1 Basic Definition of the Spectrogram

A spectrogram displays a graphical representation of the strengths of the various com-
ponent frequencies of a channel as time passes. The concept of spectrogram is widely
used for the spectral analysis of stationary and non-stationary signals. The level of fre-
quency/time resolution of the spectrogram depends on the size of the Fourier analysis
window. A large window generates a narrow band spectrogram which resolves frequency
at the expense of time, whilst short length window is better for the time resolution. The
spectrogram windows are different kinds and each window has a specific shape, which
determines the amount of energy spreads around each spectral component when the
window is convolved with the signal.

We first consider the time-varying signal µ(t). The basic idea of the spectrogram is
to take the time-variant signal and break it up to overlapping short-time signals. Then,
the squared magnitude of the short-time Fourier transformation of short-time signals
defines the spectrogram.

The short-time signal X (f, t) of the time-varying signal µ(t) can be obtained by
multiplying µ(t) by a a real valued window function h (t) as shown in Fig. 4.1. The
window h (t) is real and positive function with normalized energy

∫∞
−∞ h

2dt = 1. There
are many types of spectrogram window functions. However, for the simplicity now we
select rectangle window function which is defined as

h (t) =

{
1√
T
, −T

2
≤ t ≤ T

2

0, otherwise
(4.1)

where, T denotes the window length. The short-time signal x(t
′
, t) of µ(t) can be ob-

tained by multiplying µ(t) by the window function h(t) which is centered at time t
according to

x(t
′
, t) = µ(t′)h(t′ − t). (4.2)

In the preceding eqation, t and t′ can be defined as fixed and running time, respectively.
Then, the short-time Fourier transform (STFT) of X (f, t) with respect to the variable

18
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t′ can be defined as:

X (f, t) =

∞∫

−∞

x(t
′
, t)e−i2πft

′
dt′. (4.3)

The squared magnitude of the STFT X (f, t) defines the spectrogram Sxx (f, t) as

Sxx (f, t) = |X (f, t)|2 . (4.4)

Figure 4.2 illustrates the spectrogram Sxx (f, t) for SOCh process µ(t) for T = 0.5 s and
N = 10 number of scatterers are located on a ring. The detailed method of obtaining
the spectrogram is discussed in Section 4.2.

Figure 4.1: Time-varying signal µ(t) and the corresponding short-time signal x(t
′
, t)

observed through a rectangular window of length T= 0.5 s centered at time t= 0.55 s.

4.2 Definition of the Spectrogram using Different

Window Types

Windows are weighting functions applied to a signal to reduce the spectral leakage
associated with long observation intervals [22]. The spectral leakage is known as the
set of signals with frequencies other than the basis set. In another word, the spectral
leakage increases the cross-term of the spectrogram. Hence, windows are used to reduce
the undesirable effects related to spectral leakage. We will now discuss some well-known
window types.



CHAPTER 4. DEFINITION OF THE SPECTROGRAM 20

Figure 4.2: Spectrogram Sxx (f, t) of SOCh process µ(t) for N = 10, window size of
T = 0.5 s and the scatterers are located on a ring.

4.2.1 Rectangle Window

The rectangle window is the simplest window type and it is unity over the observa-
tion interval. The Fourier transformation of a rectangle function is the sync function.
Therefore, the rectangle window consists of multiple high-level side lobes which hinder
the ability to distinguish different frequencies of a signal. This characteristic is some-
times described as a low dynamic range. Figures 4.3 (a) and (b) illustrate the energy
normalized rectangle window and the log magnitude of the transformation.

h (t) =

{
1√
T
, −T

2
≤ t ≤ T

2

0, otherwise
(4.5)

The rectangle window provides the smallest bandwidth. However, because of the
unacceptable spectral leakage effect, the rectangular window is not suitable for standard
applications. The frequency response of the rectangle window is a sinc function, which
consists non-zero values from positive infinity to negative infinity. Convolution of the
sinc function with any narrow-band signal causes a spread-out spectrum. Therefore, the
rectangular window is efficient for the analysis of transients with shorter duration than
that of the window. The transients only exist for a very short time duration.

According to the simulation scenario which is discussed in Chapter 3, the multipath
fading channel can be modelled by a combination of SOCi and SOCh process. In the
speed profile (see Fig. 3.4), we can observe stationarity behaviour in the first part of the
speed profile and non-stationarity behaviour in the second part. Thus, it is important
to define the spectrogram for both the cases.
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(a) (b)

Figure 4.3: (a) rectangle window, and (b) log-magnitude of the transform [22].

The spectrogram of SOCi Processes using the Rectangle Window Function

A broad definition of the spectrogram for a stationary multipath fading channel which
is modelled by a sum of SOCi processes is described in [6]. We use the same method to
define the spectrogram during the stationary period of the channel.

With reference to (4.2), the stationary multipath fading channel which is modelled
by a sum of SOCi processes as µ(t) =

∑N
n=1 cn exp {j (2πfnt+ θn)} [see (3.19)]is used to

obtain the STFT X(f, t) w.r.t rectangle window function h(t), is directly given by

X (f, t) =

t+T
2∫

t−T
2

x(t
′
, t)e−i2πft

′
dt′ (4.6)

where x(t
′
, t) is obtained according to (4.2) as

x(t
′
, t) =

1√
T

N∑

n=1

cne
j(2πfnt′+θn). (4.7)

After substituting (4.7)and using some elementary mathematical manipulations we
can represent the integral in (4.6) as follows

X (f, t) =
1√
T

t+T
2∫

t−T
2

N∑

n=1

cne
−j(2π(f−fn)t′−θn)dt′ (4.8)

The solution of the integral of the preceding equation can be written as

X (f, t) =
√
T

N∑

n=1

cne
−j(2π(f−fn)t−θn)sinc[π(f − fn)T ] (4.9)

where sinc(x) = sin(x)
x

.

The spectrogram Sxx (f, t) = |X (f, t)|2 can be further elaborated as follows [6]:
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Sxx(f, t) = |X (f, t)|2 = X (f, t) .X∗ (f, t)

=
√
T

N∑
n=1

cne
−j(2π(f−fn)t−θn)sinc[π(f − fn)T ]

.
√
T

N∑
n=1

cne
−j(2π(f−fn)t−θn)sinc[π(f − fn)T ]

= T
N∑
n=1

N∑
m=1

µn(t)µ∗m(t).sinc[π(f − fn)T ]sinc[π(f − fm)T ]

= T
N∑
n=1

|µn (t)|2 sinc2[π(f − fn)T ] + T
N∑
n=1

N∑
m=1
m6=n

µn (t)µ∗m (t) sinc[π(f − fm)T ]

After using |µn (t)|2, Re {x} = (x+ x∗) and with some mathematical manipulations,

we can define the spectrogram Sxx (f, t) = |X (f, t)|2 as a sum of the auto-term S
(a)
xx (f, t)

and the cross-term S
(a)
xx (f, t) as follows [6]:

Sxx (f, t) = S(a)
xx (f, t) + S(c)

xx (f, t) (4.10)

where

S(a)
xx (f, t) = T

N∑

n=1

c2nsinc2[π(f − fn)T ] (4.11)

and

S(c)
xx (f, t) = 2T

N∑

n=1

N∑

m=1
m6=n
m>n

Re {µn (t)µ∗m (t)} sinc[π(f − fn)T ].sinc[π(f − fm)T ]. (4.12)

The spectrogram of SOCh Processes using the Rectangle Window Function

The time-variant speed of the of the MS causes mobile channel to exhibit non-stationarity.
Then, the channel can be modelled by a sum-of-chirps SOCh processes. In [7], a closed
foam solution is presented for the spectrogram of SOCh channel model. We directly
adopt the equation for STFT X(f, t) and the spectrogram Sxx(f, t) which appear as
(12-19) and (20-22) in [7].

The STFT X(f, t) of SOCh processes µ(t) =
∑N

n=1 cn exp
{
j
(
2π
(
fnt+ kn

2
t2
)

+ θn
)}

can be expressed as (without proof)

X (f, t) =
1√
2T

N∑

n=1

gn(f)4Zn(f, t) (4.13)

where
gn(f) =

cn√
|kn|

ej[θn−
π
kn

(f−fn)2] (4.14)

4Zn(f, t) =





Z
(
u
(+)
n

)
− Z

(
u
(−)
n

)
if kn > 0

0 if kn = 0

Z∗
(
u
(+)
n

)
− Z∗

(
u
(−)
n

)
if kn < 0

(4.15)

u±n = u±n (f, t) =
√
π |kn|

(
t± T

2
− f − fn

kn

)
. (4.16)
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and

Z(u) = C(u) + jS(u) =

√
j

2
erf

(
u√
j

)
(4.17)

The function erf(u) denotes the error function and C(u) and S(u) are the Fresnel integrals
[15, Eqs. (8.250-2)-(8.250-4)].

The spectrogram can be expressed as a sum of auto and cross terms as follows
(without proof)

Sxx (f, t) = S(a)
xx (f, t) + S(c)

xx (f, t) (4.18)

where

S(a)
xx (f, t) =

1

2T

N∑

n=1

c2n
|kn|
|4Zn(f, t)|2 (4.19)

and

S(c)
xx (f, t) =

1

T

N∑

n=1

N∑

m=2
m>n

Re {gn (f) g∗m (f)4Zn(f, t)4Z∗m(f, t)} . (4.20)

The definitions of spectrogram both for the channel models defined as a sum of SOCi

and SOCh processes are widely used to define the spectrogram using cosine windows
(Hann, Hamming and, Blackman windows) which is a novelty of this research work.

4.2.2 Hann Window

The Hann window belongs to the family of cosα(X) windows, in which integer parameter
α, decides the type of the window. The value of the α = 2 is defines the well known
Hanning window. However, the correct name of the Hanning window is “Hann” [16].
For α = 2, we now define the Hann window with normalized energy as [16]

h(t) =

√
2

3T

(
1 + cos

(
2πt

T

))
, − 1

T
≤ t ≤ 1

T
. (4.21)

Figures 4.4 (a) and (b) illustrate the energy normalized Hann window and the log
magnitude of the transformation.

(a) (b)

Figure 4.4: (a) Hann window, and (b) log-magnitude of the transform [22].
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The fast fallout of the side lobes improves the dynamic range in the Hann window.
We note from the inspection of Fig. 4.4 (b) that the power level of the side lobes is
significantly suppressed. The Hann window is well known for low aliasing, however, the
trade-off is slightly decreased resolution caused by widening of the main lobe. Aliasing
is known as an effect that causes different signals to become indistinguishable (or aliases
of one another) when sampled [17]. Therefore, if the Hann window is used to sample a
signal in order to convert to frequency domain, it is complex to reconvert to the time
domain without adding distortions.

The spectrogram of SOCi Processes using the Hann Window Function

By using the definition of STFT X(f, t) in equations (4.2) and (4.3), now we de-
fine the STFT X(f, t) using the Hann window function h(t) (4.21) for the station-
ary multipath fading channel which is modelled by a sum of SOCi processes µ(t) =∑N

n=1 cn exp {j (2πfnt+ θn)} as given by

X (f, t) =

√
2

3T

t+T
2∫

t−T
2

µ(t′)

(
1 + cos

(
2πt

T

))
e−i2πft

′
dt′. (4.22)

by expanding the cosine term using complex exponentials, and with some elementary
mathematical manipulations, we can expand the preceding equation as

X (f, t) =

√
2

3


 1√

T

t+T
2∫

t−T
2

µ(t′)e−i2πft
′
dt′


+

1√
6


 1√

T

t+T
2∫

t−T
2

µ(t′)e−i2π(f−
1
T )t′dt′




+
1√
6


 1√

T

t+T
2∫

t−T
2

µ(t′)e−i2π(f+
1
T )t′dt′


 .

(4.23)

Inserting µ(t) =
∑N

n=1 cn exp {j (2πfnt+ θn)} in (4.23) gives

X (f, t) =

√
2

3

[
XRect

1 (f, t)
]

+
1√
6

[
XRect

2 (f, t)
]

+
1√
6

[
XRect

3 (f, t)
]

(4.24)

which can be further reduced as

X (f, t) =
3∑

L=1

PL
[
XRect
L (f, t)

]
(4.25)

where XRect
L (f, t) for L = 1, 2, 3 denotes three STFTs obtained for the SOCi processes

using the rectangle window function and the values of PL for L = 1, 2, 3 are given as√
2
3
, 1√

6
, and 1√

6
, respectively.

Therefore , the STFT X (f, t) obtained by using Hann window function can be
expanded as a sum of STFTs XRect

L (f, t) obtained by the rectangle window function.
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The STFTs XRect
L (f, t) for L = 1, 2, 3 are given by

XRect
L (f, t) =

√
T

N∑

n=1

cne
−j(2π((f+DL)−fn)t−(θn+EL))sinc[π((f +DL)− fn)T ] (4.26)

for L = 1, 2, 3, the constant frequency parameter DL = 0,− 1
T
, 1
T

and the time-variant
phase parameter EL = 0,−2πt

T
, 2πt
T

, respectively.
The spectrogram Sxx(f, t) can be derived by taking the squared magnitude of the

X(f, t) as follows:

Sxx (f, t) = |X (f, t)|2 =

∣∣∣∣∣
3∑

L=1

PL
[
XRect
L (f, t)

]
∣∣∣∣∣

2

. (4.27)

The spectrogram Sxx(f, t) consists three auto terms S
(a)
xx (f, t) and six cross terms S

(c)
xx (f, t)

shown as

S(a)
xx (f, t) = T

3∑

L=1

N∑

n=1

P2
Lc

2
nsinc2[π((f +DL)− fn)T ] (4.28)

and

S(c)
xx (f, t) = 2T

3∑

L=1

N∑

n=1

N∑

m=1
m 6=n

P2
LRe {µn (t)µ∗m (t)} sinc[π((f +DL)− fn)T ].

sinc[π((f +DL)− fm)T ]+

2T
3∑

L=1
N=1
L6=N

N∑

n=1

N∑

m=1
m 6=n

PLPNRe {µn (t)µ∗m (t)} sinc[π((f +DL)− fn)T ].

sinc[π((f +DN )− fm)T ].

(4.29)

Finally, we can define the spectrogram Sxx(f, t) as

Sxx (f, t) = S(a)
xx (f, t) + S(c)

xx (f, t) (4.30)

The spectrogram of SOCh Processes using the Hann Window Function

Following the similar mathematical manipulations as given in (4.22-4.25), for the SOCh

processes µ(t) =
∑N

n=1 cn exp
{
j
(
2π
(
fnt+ kn

2
t2
)

+ θn
)}

, the STFT X(f, t) using the
energy normalised Hann window function can be directly expressed as

X (f, t) =
3∑

M=1

RM
[
XRect
M (f, t)

]
(4.31)

where XRect
M (f, t) forM = 1, 2, 3 denotes three STFTs obtained for SOCh Processes

using using the rectangle function and the values of RM for M = 1, 2, 3, are given as√
2
3
, 1√

6
, and 1√

6
, respectively.

We now define XRect
M (f, t) for M = 1, 2, 3 in closed form as [see (4.13)]
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XRect
M (f, t) =

1√
2T

N∑

n=1

gMn (f)4ZMn (f, t) (4.32)

where
gMn (f) =

cn√
|kn|

ej[(θn+GM)− π
kn

((f+IM)−fn)2] (4.33)

4ZMn (f, t) =





Z
(
u
(+)
nM

)
− Z

(
u
(−)
nM

)
if kn > 0

0 if kn = 0

Z∗
(
u
(+)
nM

)
− Z∗

(
u
(−)
nM

)
if kn < 0

(4.34)

u±nM = u±nM(f, t) =
√
π |kn|

(
t± T

2
− (f + IM)− fn

kn

)
(4.35)

and

Z(u) = C(u) + jS(u) =

√
j

2
erf

(
u√
j

)
(4.36)

in which, forM (M = 1, 2, 3), the constant frequency parameter IM = 0,− 1
T
, 1
T

and
the time-variant phase parameter GM = 0,−2πt

T
and, 2πt

T
, respectively.

Now we define the spectrogram Sxx(f, t) for the sum of SOCh processes as follows

Sxx (f, t) = |X (f, t)|2 =

∣∣∣∣∣
3∑

M=1

RM
[
XRect
M (f, t)

]
∣∣∣∣∣

2

. (4.37)

We can define the spectrogram Sxx(f, t) consisting three auto terms S
(a)
xx (f, t) and six

cross terms S
(c)
xx (f, t) as follows

Sxx (f, t) = S(a)
xx (f, t) + S(c)

xx (f, t) (4.38)

where

S(a)
xx (f, t) =

1

2T

3∑

M=1

N∑

n=1

R2
M

c2n
|kn|

∣∣4ZMn (f, t)
∣∣2 (4.39)

and

S(c)
xx (f, t) =

1

T

3∑

M=1

N∑

n=1

N∑

m=1
m6=n

P2
MRe

{
gMn (f)g∗Mm (f)4ZMn (f, t)4Z∗Mm (f, t)

}
+

1

T

3∑

M=1
N=1
M6=N

N∑

n=1

N∑

m=1
m 6=n

RMRNRe
{
gMn (f)g∗Nm (f)4ZMn (f, t)4Z∗Nm (f, t)

}
.

(4.40)
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4.2.3 Hamming Window

The hamming window function h(t) is a modified version of the Hann window function
with coefficient α = 25/46 ≈ 0.54 which is nearly set the minimum sidelobe levels. We
now define the Hamming window function with normalized energy as

h(t) =
1.58√
T

(
1 + cos

(
2πt

T

))
, − 1

T
≤ t ≤ 1

T
. (4.41)

Figure 4.5 illustrates the energy normalized Hamming window with the noticeable
attenuation at missing sidelobe positions.

(a) (b)

Figure 4.5: (a) Hamming window, and (b) log-magnitude of the transform [22].

The spectrogram of SOCi Processes using the Hamming Window Function

Outlining similarities with Hann window function [see (4.21)] and Hamming window
function, we now directly define the STFT X(f, t) and the spectrogram fxx(f, t) for the
multipath fading channel modelled by a sum of SOCi processes as
(without proof)

X (f, t) = 0.85
[
XRect

1 (f, t)
]

+ 0.36
[
XRect

2 (f, t)
]

+ 0.36
[
XRect

3 (f, t)
]

(4.42)

which can be further reduced as

X (f, t) =
3∑

O=1

TO
[
XRect
O (f, t)

]
(4.43)

and we define the spectrogram Sxx(f, t) consisting three auto terms S
(a)
xx (f, t) and six

cross terms S
(c)
xx (f, t) directly according to

S(a)
xx (f, t) = T

3∑

O=1

N∑

n=1

T 2
Oc

2
nsinc2[π((f + BO)− fn)T ] (4.44)

and
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S(c)
xx (f, t) = 2T

3∑

O=1

N∑

n=1

N∑

m=1
m6=n

T 2
ORe {µn (t)µ∗m (t)} sinc[π((f + BO)− fn)T ].

sinc[π((f + BO)− fm)T ]+

2T
3∑

O=1
N=1
O6=N

N∑

n=1

N∑

m=1
m6=n

TOTNRe {µn (t)µ∗m (t)} sinc[π((f + BO)− fn)T ].

sinc[π((f + BN )− fm)T ].

(4.45)

where XRect
O (f, t) for O = 1, 2, 3 denotes three STFTs obtained for the SOCi processes

using the rectangle function and the values of TO for O = 1, 2, 3 are given as 0.85, 0.36,
and 0.36, respectively.

The spectrogram Sxx(f, t) is

Sxx (f, t) = S(a)
xx (f, t) + S(c)

xx (f, t) (4.46)

The spectrogram of SOCh Processes using the Hamming Window Function

We directly define X (f, t) for the sum of SOCh processes as
(without proof)

X (f, t) =
3∑

C=1

HC
[
XRect
C (f, t)

]
(4.47)

where HC for C = 1, 2, 3 are given as 0.85, 0.36, and 0.36, respectively.
We now define the spectrogram Sxx(f, t) for the sum of SOCh processes as follows

Sxx (f, t) = |X (f, t)|2 =

∣∣∣∣∣
3∑

C=1

HC
[
XRect
C (f, t)

]
∣∣∣∣∣

2

(4.48)

where

XRect
C (f, t) =

1√
2T

N∑

n=1

gCn(f)4ZCn(f, t). (4.49)

We can define the spectrogram Sxx(f, t) consisting three auto terms S
(a)
xx (f, t) and

six cross terms S
(c)
xx (f, t) as follows

Sxx (f, t) = S(a)
xx (f, t) + S(c)

xx (f, t) (4.50)

where

S(a)
xx (f, t) =

1

2T

3∑

C=1

N∑

n=1

H2
C
c2n
|kn|

∣∣4ZCn(f, t)
∣∣2 (4.51)

and
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S(c)
xx (f, t) =

1

T

3∑

C=1

N∑

n=1

N∑

m=1
m 6=n

H2
CRe

{
gCn(f)g∗Cm (f)4ZCn(f, t)4Z∗Cm (f, t)

}
+

1

T

3∑

C=1
N=1
C6=N

N∑

n=1

N∑

m=1
m6=n

HCHNRe
{
gCn(f)g∗Nm (f)4ZCn(f, t)4Z∗Nm (f, t)

}
.

(4.52)

We now define gCn(f) and 4ZCn(f, t) for C = 1, 2, 3 as

gCn(f) =
cn√
|kn|

ej[(θn+VC)−
π
kn

((f+SC)−fn)2] (4.53)

4ZCn(f, t) =





Z
(
u
(+)
nC

)
− Z

(
u
(−)
nC

)
if kn > 0

0 if kn = 0

Z∗
(
u
(+)
nC

)
− Z∗

(
u
(−)
nC

)
if kn < 0

(4.54)

where

u±nC = u±nC(f, t) =
√
π |kn|

(
t± T

2
− (f + SC)− fn

kn

)
. (4.55)

For C (C = 1, 2, 3), the constant frequency parameter SC = 0,− 1
T
, 1
T

and the time-
variant phase parameter VC = 0,−2πt

T
and, 2πt

T
, respectively.

4.2.4 Blackman Window

The Blackman window function with normalised energy is defined as

h(t) =

√
2

2a20 + a21 + a22

[
a0 + a1 cos

(
2πt

T

)
+ a2 cos

(
4πt

T

)]
, − 1

T
≤ t ≤ 1

T
(4.56)

using three coefficients (a0, a1, a2) with two place approximations. Figure 4.6 illus-
trates the Blackman window for the coefficients approximated as a0 = 0.42, a1 = 0.5
and a2 = 0.08.

The “exact Blackman” window is designed to null out the third and fourth sidelobes,
with a0 = 7938/18608 ≈ 0.42659, a1 = 9240/18608 ≈ 0.49656, and a2 = 1430/18608 ≈
0.076849 [22]. These coefficients place zeros at the third and fourth side lobes as depicted
in Fig. 4.7(b).

The spectrogram of SOCi Processes using the Blackman Window Function

According to the definition of STFT X(f, t) in equations (4.2) and (4.3), now we di-
rectly define the STFT X(f, t) using the Blackman window function h(t) (4.53) for
the stationary multipath fading channel which is modelled by a sum of SOCi processes
µ(t) =

∑N
n=1 cn exp {j (2πfnt+ θn)} as given by

X (f, t) =

√
2

2a20 + a21 + a22

{
a0
[
XRect

1 (f, t)
]

+
a1
2

[
XRect

2A (f, t) +XRect
2B (f, t)

]

+
a1
2

[
XRect

3A (f, t) +XRect
3B (f, t)

]}
(4.57)
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(a) (b)

Figure 4.6: (a) Blackman window, and (b) log-magnitude of the transform [22].

(a) (b)

Figure 4.7: (a) Blackman window, and (b) log-magnitude of the transform [22].
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The preceding equation can be further reduced as a sum of STFTs XRect
L (f, t) ob-

tained by the rectangle window function according to

X (f, t) =
5∑

K=1

VK
[
XRect
K (f, t)

]
(4.58)

where XRect
K (f, t) for K = 1, 2, ..., 5 denotes five STFTs obtained for the SOCi pro-

cesses using the rectangle window function and the values of VK for K = 1, 2, ..., 5 are
given as a0

√
2/(2a20 + a21 + a22), a1/2

√
2/(2a20 + a21 + a22), a1/2

√
2/(2a20 + a21 + a22),

a2/2
√

2/(2a20 + a21 + a22), and a2/2
√

2/(2a20 + a21 + a22), respectively.
The STFTs XRect

K (f, t) for K = 1, 2, ..., 5 are given by

XRect
K (f, t) =

√
T

N∑

n=1

cne
−j(2π((f+JK)−fn)t−(θn+YK))sinc[π((f + JK)− fn)T ] (4.59)

for K = 1, 2, ..., 5, the constant frequency parameter JK = 0,− 1
T
, 1
T
,− 2

T
, 2
T

and the
time-variant phase parameter YK = 0,−2πt

T
, 2πt
T
,−4πt

T
, 4πt
T

, respectively.
The spectrogram Sxx(f, t) can be derived by taking the squared magnitude of the

X(f, t) as follows:

Sxx (f, t) = |X (f, t)|2 =

∣∣∣∣∣
5∑

K=1

VK
[
XRect
K (f, t)

]
∣∣∣∣∣

2

. (4.60)

The spectrogram Sxx(f, t) consists five auto-terms S
(a)
xx (f, t) and many cross-terms S

(c)
xx (f, t)

shown as

S(a)
xx (f, t) = T

5∑

K=1

N∑

n=1

V2
Kc

2
nsinc2[π((f + JK)− fn)T ] (4.61)

and

S(c)
xx (f, t) = 2T

5∑

K=1

N∑

n=1

N∑

m=1
m6=n

V2
KRe {µn (t)µ∗m (t)} sinc[π((f + JK)− fn)T ].

sinc[π((f + JK)− fm)T ]+

2T
5∑

K=1
N=1
K6=N

N∑

n=1

N∑

m=1
m 6=n

VKVNRe {µn (t)µ∗m (t)} sinc[π((f + JK)− fn)T ].

sinc[π((f + JN )− fm)T ].

(4.62)

With this results, we define the spectrogram Sxx(f, t) of sum of SOCi processes as

Sxx (f, t) = S(a)
xx (f, t) + S(c)

xx (f, t). (4.63)

The spectrogram of SOCh Processes using the Blackman Window Function

The STFT X(f, t) using the energy normalised Blackman window function for the SOCh

processes µ(t) =
∑N

n=1 cn exp
{
j
(
2π
(
fnt+ kn

2
t2
)

+ θn
)}

, can be directly expressed ac-
cording to
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X (f, t) =
5∑

Z=1

ζZ
[
XRect
Z (f, t)

]
(4.64)

where XRect
Z (f, t) for Z = 1, 2, ..., 5 represents three STFTs obtained for SOCh Pro-

cesses using the rectangle function and the values of ζZ for Z = 1, 2, ..., 5, are given as
a0
√

2/(2a20 + a21 + a22), a1/2
√

2/(2a20 + a21 + a22), a1/2
√

2/(2a20 + a21 + a22),

a2/2
√

2/(2a20 + a21 + a22), and a2/2
√

2/(2a20 + a21 + a22), respectively.
We now define XRect

Z (f, t) for Z = 1, 2, ..., 5 in closed form as [see (4.13)]

XRect
Z (f, t) =

1√
2T

N∑

n=1

gZn (f)4ZZn (f, t) (4.65)

where
gZn (f) =

cn√
|kn|

ej[(θn+ϕZ)− π
kn

((f+εZ)−fn)2] (4.66)

4ZZn (f, t) =





Z
(
u
(+)
nZ

)
− Z

(
u
(−)
nZ

)
if kn > 0

0 if kn = 0

Z∗
(
u
(+)
nZ

)
− Z∗

(
u
(−)
nZ

)
if kn < 0

(4.67)

u±nZ = u±nZ(f, t) =
√
π |kn|

(
t± T

2
− (f + εZ)− fn

kn

)
. (4.68)

For Z (Z = 1, 2, ..., 5), the constant frequency parameter εZ = 0,− 1
T
, 1
T
,− 2

T
, 2
T

and
the time-variant phase parameter ϕZ = 0,−2πt

T
, 2πt
T
,−4πt

T
, 4πt
T

, respectively.

We can define the spectrogram Sxx(f, t) consisting five auto terms S
(a)
xx (f, t) and

many cross terms S
(c)
xx (f, t) as follows

Sxx (f, t) = S(a)
xx (f, t) + S(c)

xx (f, t) (4.69)

where

S(a)
xx (f, t) =

1

2T

5∑

Z=1

N∑

n=1

ζ2Z
c2n
|kn|

∣∣4ZZn (f, t)
∣∣2 (4.70)

and

S(c)
xx (f, t) =

1

T

5∑

Z=1

N∑

n=1

N∑

m=1
m6=n

P2
ZRe

{
gZn (f)g∗Zm (f)4ZZn (f, t)4Z∗Zm (f, t)

}
+

1

T

5∑

Z=1
N=1
Z6=N

N∑

n=1

N∑

m=1
m 6=n

RZRNRe
{
gZn (f)g∗Nm (f)4ZZn (f, t)4Z∗Nm (f, t)

}
.

(4.71)
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4.2.5 Gaussian Window

The Gaussian function is widely known as “bell curve” which is a smooth and non-zero
function, in which the Fourier transform is also a Gaussian function. Since the Gaussian
function extends to infinity, for most of applications, Gaussian function is either be
truncated at the ends of the window, or windowed with another zero-ended window
function.

Figure 4.8 (a) and (b) illustrates the Gaussian window and its log magnitude of the
transformation.

(a) (b)

Figure 4.8: (a) Gaussian window, and (b) log-magnitude of the transform [22].

It is evident that [8] is an innovative approach of using Gaussian window function
for the definition of the spectrogram of non-stationary channels by using massive MIMO
techniques. As given in this paper, energy normalized positive Gaussian window function
is defined as

h(t) =
1√√
πσw

e
− t2

2σ2w , −∞ ≤ t ≤ ∞ (4.72)

where σw is a real-valued constant called as the window spread parameter and window
length T = 2σw. A closed form solution for the STFT is presented in [8] for MIMO
channel. We directly adopt the (18) of [8] and with simple mathematical manipulations,
now we redefine the STFT for single bounce, single transmitter and single receiver
channel which is modelled as sum of a SOCh process as

X (f, t) =
e−j2πft√√

πσw

N∑

n=1

G
(
f, fn(t), σ2

x

)
hn(t) (4.73)

with the Gaussian function G (f, fn(t), σ2
x)) with mean fn(t) and variance σ2

x is given
by

G
(
f, fn(t), σ2

x

)
) =

1√
2πσx

e−
(f − fn(t))2

2σ2
x

(4.74)

where

σ2
x =

1− j2πσ2
wkn

(2πσw)2
(4.75)
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and

hn(t) = cne
j[2π(fnt+ kn

2
t2)+θn]. (4.76)

Th spectrogram Sxx(f, t) can be written as a sum of an auto-term S
(a)
xx (f, t)and a cross-

term S
(c)
xx (f, t) as follows [8]

Sxx (f, t) = S(a)
xx (f, t) + S(c)

xx (f, t) (4.77)

where

S(a)
xx (f, t) =

N∑

n=1

c2nG
(
f, fn(t), σ2

n

)
(4.78)

S(c)
xx (f, t) =

1√
πσw

N∑

n=1

N∑

m=2
m>n

Re
{
G
(
f, fn(t), σ2

x

)
G∗
(
f, fn(t), σ2

x

)
hn(t)h∗n(t)

}
(4.79)

and it denotes that the auto-term equals sum of Gaussian functions which is weighted
by the squared path gain c2n, and the variance σ2

n of the Gaussian function is given as

σ2
n =

1 + (2πσ2
wkn)

2

2 (2πσw)2
. (4.80)

The optimum value of the window spread parameter σw is obtained by computing
dσ2

n/dσ
2
w of variance σ2

n and setting result to zero [8]. Thus, we can now define the
optimum value of the window length Topt according to

Topt = 2σw,opt =
1√

2π |kn|
. (4.81)

When the MS is moves with constant speed v(t) = v0 i.e., kn = 0, the spectrogram
of SOCh processes reduces to the spectrogram of SOCi processes.

4.3 Chapter Summary

This chapter started with the basic definition of the spectrogram. Thereafter, the spec-
trogram was defined by using different window functions. The STFT obtained by mul-
tiplying the µ(t) with the rectangle window, is used to define the STFTs for Hann,
Hamming and Blackman window types, which is a novel approach to this research work.
The work is extended to define the spectrogram for stationary and non-stationary mul-
tipath mobile radio channels. The concept of optimum window length is introduced for
the spectrogram which defined using the Gaussian window function.

Further, it has been showed that the spectrogram can be separated as an auto-
term and a cross-term for all window types. For the spectrogram obtained using the
rectangle, Hann, Hamming, Blackman and Gaussian windows, the auto-term S

(a)
xx (f, t)

of the spectrogram for a sum of SOCi and sum of SOCh processes are independent of
the phases θn. However, the cross-term S

(c)
xx (f, t) depends on the θn.



Chapter 5

Numerical Analysis of RSE-to-Car
Communication Channels

This chapter presents the numerical analysis of RSE-to-car communication channels for
braking situations by using the concept of the spectrogram. The braking situations are
categorised as comfort and emergency braking actions.

5.1 Introduction

In this chapter, we present two types of braking manoeuvres. A normal braking action,
so-called “comfort braking action”, where the vehicle is brought comfortably to the
standstill and in an emergency stop, so-called “emergency braking action”, where the
vehicle is brought to a complete standstill as quickly as possible [14].

According to the braking manoeuvres, different propagation scenarios wre defined
and for each propagation scenario, it has been considered a multipath channel consisting
of N = 10 components. The path gains cn was computed according to the extended
method of exact Doppler spread (EMEDS) as follows [26]

cn = σ0

√
2

N
. (5.1)

The variance σ2 was set to unity while the phases were considered as random and
uniformly distributed over the interval (0, 2π).

It has been considered a low speed v(t) of the MS and a comfortable deceleration pa-
rameter a0 for the analysis of the “comfort braking action” scenario. For the “emergency
braking action” scenario it has been considered higher speeds of the MS and different
values for the deceleration parameter a0.

5.2 Spectrogram Analysis Under Low Mobile Veloc-

ity and Designed Braking Distances

When the MS travelled in low speed, it has been assumed that the AOA is time-
invariant. Thus, it was set γn = 0 in (3.7) and the time-variant AOA αn(t) = αn.
Therefore, we only considered the first term of the kn which is depicted in (3.12), i.e.,
kn = fmax [(a0/v0) cos (αn − αv)] .

35
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The initial speed v0 and the initial AOM αv of the MS are considered as 36 km/h
and 0 rad/s, respectively. The carrier frequency f0 was chosen to be 5.9 GHz, which
corresponds to a wave length of λ0 = 5.0812 cm. Furthermore, it has been found the
initial maximum Doppler frequency fmax(0) as 197 Hz. Unless otherwise stated, it was
assumed that the deceleration parameter α0 = 3.4 m/s2.

According to (3.22) the braking distance d was found as d = 14.86 m ≈ 15 m which
was tallied with the result given in Table. 3.1. It was assumed that Sn(n = 0, 1, ..., 10)
scatterers are located on a ring with ring radius R = 100 m. The braking time has been
set as 3 s. A complete description of the trajectory is given in Chapter 3 [see Fig. 3.4].

It is vital to recognise individual scatterers which are responsible for each multipath
of the channel. Figure 5.1 illustrates the scatterers’ positions and the respective narrow
band signal of the multipath channel plotted in the spectrogram.

(a)
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(b)

Figure 5.2: (a) Locations of the scatterers, and the named multi-paths in the spectrogram
Sxx(f, t).

The optimum window lengths Topt were found by substituting the values of kn in
(4.81). The optimum window lengths are shown in Table 5.1.

Table 5.1: Optimum window lengths Topt.

Path 1 2 3 4 5 6 7 8 9 10

αn
3π
20

7π
20

11π
20

15π
20

19π
20

23π
20

27π
20

31π
20

35π
20

39π
20

kn -59.4 -30.3 10.4 47.1 65.8 59.4 30.3 -10.4 -47.1 -65.8

σopt,w(s) 0.05 0.07 0.12 0.06 0.05 0.05 0.07 0.12 0.06 0.05

Topt (s) 0.10 0.15 0.25 0.12 0.10 0.10 0.15 0.25 0.12 0.10

The optimum window lengths given in Table. 5.1 are optimised for Gaussian window
function. However, for rectangle window functions, very small window lengths results
in large cross-terms of the spectrogram [6]. Hence, Topt = 0.15 (s) and Topt = 0.25 (s)
were used to define the spectrogram Sxx(f, t) for different types of window functions
considered in Chapter 4 and the result is illustrated in Fig. 5.3.
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(a) (b)

(c) (d)

(e)

Figure 5.3: Spectrogram Sxx(f, t) of µ(t) using (a) Rectangle window, (b) Hann window,
(c) Hamming window, (d) Blackman window, and (e) Gaussian window for T = 0.15 s.

The analytical results are shown in the Fig. 5.3 has been verified by the simulation
results as shown in the Fig. 5.4.
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(a) (b)

(c) (d)

(e)

Figure 5.4: Simulation result of the spectrogram Sxx(f, t) of µ(t) using (a) Rectan-
gle window, (b) Hann window, (c) Hamming window, (d) Blackman window, and (e)
Gaussian window for T = 0.15 s.

Analogously, Fig. 5.5 illustrates the analytical solution of the spectrogram Sxx(f, t)
of µ(t) using different window types with window length T = 0.25 s.
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(a) (b)

(c) (d)

(e)

Figure 5.5: Spectrogram Sxx(f, t) of µ(t) using (a) Rectangle window, (b) Hann window,
(c) Hamming window, (d) Blackman window, and (e) Gaussian window for T = 0.25 s.

5.2.1 Selection of the Best Spectrogram Window Type

For the comparison of the window types, firstly, we consider the instantaneous power
Pn(t) of the spectrogram at a fixed time t. Figure 5.6 plots the instantaneous power
Pn(t) against instantaneous Doppler frequency fn(t) for the auto-term of spectrogram
Sxx(f, t). Without the cross-terms, Fig. 5.6 impressively shows a clear separation be-
tween instantaneous Doppler frequency lobes and almost negligible distortions at the
forming-up places of the lobes. Hence, this method is well suitable for the comparison of
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the spectrogram of different window types, where we expect the window function used
to generate the spectrogram which proves a good agreement with Fig. 5.6, is the best
window type for the given scenario.

Figure 5.6: Instantaneous power Pn(t) vs instantaneous Doppler frequencies fn(t) of the

auto-term of the spectrogram S
(a)
xx (f, t).

Figure 5.7 illustrates the instantaneous power Pn(t) vs instantaneous Doppler fre-

quencies fn(t) for the spectrogram Sxx(f, t) (consisting the auto-term S
(a)
xx (f, t) and the

cross-term S
(c)
xx (f, t)) generated using different window types for the stationary and non-

stationary motion period of the MS and for the window length T = 0.15 s.
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(a) Rectangle Window: Stationary (b) Rectangle Window: Non-Stationary

(c) Hann Window: Stationary (d) Hann Window: Non-Stationary

(e)Hamming Window: Stationary (f) Hamming Window: Non-Stationary
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(g) Blackman Window: Stationary (h) Blackman Window: Non-Stationary

(i) Gaussian Window: Stationary (j) Gaussian Window: Non-Stationary

Figure 5.7: Instantaneous power Pn(t) vs instantaneous Doppler frequency fn(t) for
the spectrogram Sxx(f, t) generated using different window types for the stationary and
non-stationary period and for T = 0.15 s.

Figure 5.8 illustrates the instantaneous power Pn(t) vs instantaneous Doppler fre-
quencies fn(t) for the spectrogram Sxx(f, t) generated using different window types for
the stationary and non-stationary motion period and for T = 0.25 s.
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(a) Rectangle Window: Stationary (b) Rectangle Window: Non-Stationary

(c) Hann Window: Stationary (d) Hann Window: Non-Stationary

(e)Hamming Window: Stationary (f) Hamming Window: Non-Stationary
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(g) Blackman Window: Stationary (h) Blackman Window: Non-Stationary

(i) Gaussian Window: Stationary (j) Gaussian Window: Non-Stationary

Figure 5.8: Instantaneous power Pn(t) vs instantaneous Doppler frequency fn(t) for
the spectrogram Sxx(f, t) generated using different window types for the stationary and
non-stationary period and T = 0.25 s.

We note from the visual inspection of Figs. 5.7 and 5.8 that the Gaussian win-
dow function improved the spectrogram. This result has been further strengthened by
analysing the time-variant average Doppler shift and the time-variant Doppler spread.

From the theory developed before, it is seen that the time-variant Doppler shift fn(t)
is defined as a linear Doppler frequency model as stated in (3.8) and the time-variant

average Doppler shift B
(1)
f (t) and time-variant Doppler spread B

(2)
f (t) are obtained ac-

cording to [see (2.2)]

B
(1)
f (t) =

N∑
n=1

c2nfn(t)

N∑
n=1

c2n

(5.2)

and

B
(2)
f (t) =

√√√√√√√

N∑
n=1

c2nf
2
n(t)

N∑
n=1

c2n

−
(
B

(1)
f (t)

)2
. (5.3)

Alternatively, we can compute the estimated time-variant average Doppler shift
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B
(1)
µ (t) and the estimated time-variant Doppler spread B

(2)
µ (t) of the time-variant sig-

nal µ(t) by means of the spectrogram Sxx(f, t). The first moment of the spectrogram

Sxx(f, t) defines the estimated time-variant average Doppler shift B
(1)
µ (t), and the square

root of the second central moment of the spectrogram Sxx(f, t) defines the estimated

time-variant Doppler spread B
(2)
µ (t). This alternate approach leads to

B(1)
µ (t) =

∫∞
−∞ fSxx(f, t)df∫∞
−∞ Sxx(f, t)df

(5.4)

and

B(2)
µ (t) =

√√√√√
∫∞
−∞

(
f −B(1)

µ (t)
)2
Sxx(f, t)df

∫∞
−∞ Sxx(f, t)df

. (5.5)

A similar approach has presented in [25] for a stationary channel.
In this case, the reference model consists of (5.2) and (5.3) whereas the estimated

model consists of (5.4) and (5.5).
Figure 5.9 shows the time-variant Doppler spread of the reference and estimated

model for T = 0.15 s as described in (5.3) and (5.5), respectively.

Figure 5.9: Time-variant Doppler spread B
(2)
µ (t) for process µ(t) obtained by the refer-

ence model and the estimated model for T = 0.15 s.

Analogously, Fig. 5.10 illustrates the time-variant Doppler spread of reference and
simulation model for T = 0.25 s.
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Figure 5.10: Time-variant Doppler spread B
(2)
µ (t) for process µ(t) obtained by the ref-

erence model and the estimated model.

We note from the inspection of Fig. 5.9 and 5.10 that our analytical models with
different window types line up sufficiently with the reference model. Again, the best
agreement between the reference model and the estimated model of time-variant Doppler
spread is observed for the Gaussian window.

With reference to the observations made for instantaneous power Pn(t) against

Doppler frequency fn(t) and time-variant Doppler spread B
(2)
µ (t), we now decide that

the Gaussian window function is as the best window type to generate the spectrogram
w.r.t the given scenario.

Hence, we have strictly considered the Gaussian window function as the window
function to generate the spectrogram for the analysis hereafter in this chapter.

5.2.2 Spectrogram Optimization

The spectrogram Sxx(f, t) can be optimised by reducing the cross-term S
(c)
xx (f, t) of the

spectrogram. We now consider different methods which help to reduce the cross-term
S
(c)
xx (f, t).

Phase Averaging

The first method uses the phase average technique to reduce the spectral interferences
caused by the cross-term by averaging the spectrogram over random phases (θ)n.

if the phases (θ)n are uniformly distributed (0, 2π] independent and identically dis-
tributed (i.i.d.) random variables, then phase average causes the expected value of the

cross-term to vanish i.e., E
{
S
(c)
xx (f, t)

} ∣∣
θn

= 0.
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Figure 5.11 illustrates the SpectrogramSxx(f, t), auto-term S
(c)
xx (f, t), cross-term S

(c)
xx (f, t)

and the averaged (100 rounds) spectrogram, auto and cross-terms of SOCh process µ(t)
for Gaussian window with window size of T = 0.15 s.

(a) Spectrogram Sxx(f, t) (b) Averaged Sxx(f, t)

(c) Auto-Term S
(a)
xx (f, t) (d) Averaged Auto-Term S

(a)
xx (f, t)

(e) Cross-Term S
(c)
xx (f, t) (f) Averaged Cross-Term S

(c)
xx (f, t)

Figure 5.11: (a) Spectrogram Sxx(f, t), (b) averaged Sxx(f, t), (c) auto-term S
(a)
xx (f, t),

(d) averaged S
(a)
xx (f, t), (e)cross-term S

(c)
xx (f, t), and (f) averaged S

(c)
xx (f, t) of process µ(t)

for N = 10, Gaussian window size of T = 0.15 s and the scatterers are located on a ring.

Figure 5.11 impressively shows that the phase averaging has reduced the cross-term
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significantly whilst apparently improved the spectrogram Sxx(f, t) and the auto-term of

the spectrogram S
(a)
xx (f, t).

Finding the Optimum window length

The spectrogram Sxx(f, t) is highly sensitive to the window length T . The span of the
side lobes increases with a large window length, while a smaller window length reduces
the number of samples required for a better frequency/time resolution. Thus, a large
value of the window length increases the frequency resolution, however, reduces the
resolution in time and vice versa. Hence, it is vital to select the optimum window length
for a better optical resolution of the spectrogram of the time-variant signal µ(t).

With reference to the different values of kn, optimised window lengths Topt of Gaus-
sian window function were found according to the (4.81) and as shown in Table 5.1. For
the selection of best optimum window length, the estimated Doppler power spread was
computed for each optimum window length and compared it with the reference model
[see (5.3)] as shown in Fig. 5.13. As it is readily apparent in the graph, time-variant
Doppler spread obtained by the Gaussian window function with optimum window length
Topt = 0.25 s provides excellent accordance between the reference model and the esti-
mated model.

(a)
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(b) Enlarged view of portion A

Figure 5.13: (a) Time-variant Doppler spread B
(2)
µ (t), and (b) enlarged view of B

(2)
µ (t)

for process µ(t) obtained by the reference model and the estimated model for different
values of optimum window lengths Topt of the Gaussian window function.

5.3 Spectrogram Analysis for Emergency Braking

Situations

Higher deceleration values are obvious at higher speeds which is due to the fact that
braking is more effective in high speeds [14]. Therefore, for the analysis of the scenario
of deceleration in emergency stops we now consider higher speeds of the MS as shown
in Table 5.2. The data shown in Table 5.2 is based on the actual trials conducted by
the Trafitec, Denmark [14]. The trials were conducted under different conditions of
roads (wet or dry), speeds, car sizes, tyre types (summer or winter) and with different
braking behaviour of drivers (professional or non-professional drivers). However, for
our analysis, it suffices to consider the average deceleration when at different speeds
(80 km/h, 110 km/h and, 130 km/h) of a small car (Fiat and Opel) with summer tyres
on dry roads driven by a professional driver. Further, we assumed that the vehicle was
driven at a constant speed for 1 s before applying the brakes.

The higher speeds of the MS result in considerable change in the AOA as shown in
Fig. 5.14. Therefore, we have considered that the AOA is a time-variant. The time-
variant AOA αn(t) has two definitions, the exact model and approximated model as
shown in (3.4) and (3.5), respectively. By considering the total travelling distance of the
MS, the ring radius of the scatterers was set to 150 m.
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Figure 5.14: A multipath propagation scenario in which the MS travels with time-variant
velocity ~V (t).

Table 5.2: Average deceleration, braking distances, and braking time for emergency
braking situations.

Speed
(km/h)

Speed
(m/s)

Deceleration
(m/s2)

Braking distance
(m)

Braking time
(s)

fmax
(Hz)

80 22.2 8.1 30 2.7 444

110 30.5 8.3 56.8 3.7 610

130 36.1 8.6 76.6 4.2 722

Table 5.3 illustrates the optimum window lengths of the Gaussian window function
for the new scenario.
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The window length of the Gaussian window function was set to 0.06 s. The initial
AOM αv was chosen to be 0 rad/s.

Firstly, it has been considered the approximated model of the time-variant AOA αn(t)
and the resulted approximated time-variant Doppler frequencies given as [see Eq.(3.5)-
(3.13)]

αn(t) ≈ αn + γnt (5.6)

fn (t) = fn + knt (5.7)

and

kn = fmax

[
a0
v0

cos (αn − αv)− γn sin (αn − αv)
]
. (5.8)

When the MS travels at a constant speed, the acceleration parameter a0 = 0, and
large changes in time-variant AOA results in γn 6= 0 and kn 6= 0. Hence, the channel
exhibits non-stationarity when in a constant speed of the MS. The new speed profile is
shown in the Fig. 5.15 for the initial speed of v(t) = 80 km/h.

Figure 5.15: The speed profile of the MS for emergency braking situations.

Figure 5.16 illustrates the spectrogram for emergency braking conditions w.r.t. Table
5.2.
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(a) v(t) = 80 km/h

(b) v(t) = 110 km/h

(c) v(t) = 130 km/h

Figure 5.16: Spectrogram Sxx(f, t) of process µ(t) for (a) v(t) = 80 km/h (b) v(t) =
110 km/h and, (c) v(t) = 130 km/h, using the approximated model for AOA and
Gaussian window size of T = 0.06 s.
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As a consequence of the approximation made in (5.6), it is readily apparent in Fig.
5.16, the approximated time-variant AOA αn(t) and the approximated time-variant
Doppler frequency fn (t) models caused an error in the spectrogram for given MS speeds.
Further, it is evident that the error is huge for higher speeds of the MS. Hence, the
approximated Doppler frequency model is not suitable for the analysis of this scenario.

Now we consider the exact time-variant AOA αn(t) and exact time-variant Doppler
frequency fn (t) models. The exact model for time-variant AOA αn(t) is defined as [see
(3.4)]

αn(t) = arctan

(
yn − y(t)

xn − x(t)

)
(5.9)

and the exact model of the time-variant Doppler frequency fn (t) is given as [see
(3.4)]

fn(t) = fmax(t) . cos(αn(t)− αv). (5.10)

Figure 5.17 illustrates the spectrogram for data given in Table 5.2, using the exact
models of αn(t) and fn (t).

Further, it is important to analyse the time-variant Doppler spread using the spec-
trogram of exact model of αn(t) and fn (t). Figure 5.18 shows the time-variant Doppler
spread of the reference and estimated model for T = 0.06 s, T = 0.07 s, and T = 0.08 s
for the above explained scenario [see (5.3) and (5.5)]. With reference to this figure, the
time-variant Doppler spread of the estimated model follows closely that of the reference
model for the lowest speed of the MS. A deviation from the reference model is observed
for the higher speeds of the MS.



CHAPTER 5. NUMERICAL ANALYSIS 56

(a) v(t) = 80 km/h

(b) v(t) = 110 km/h

(c) v(t) = 130 km/h

Figure 5.17: Spectrogram Sxx(f, t) of process µ(t) for (a) v(t) = 80 km/h (b) v(t) =
110 km/h and, (c) v(t) = 130 km/h, using the exact model for AOA and Gaussian
window size of T = 0.25 s.
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(a) T = 0.06 s

(b) T = 0.07 s
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(c) T = 0.08 s

Figure 5.19: Time-variant Doppler spread B
(2)
µ (t) for process µ(t) obtained by the ref-

erence model and the estimated model by the spectrogram for (a) T = 0.06 s, (b)
T = 0.07 s and, (c) T = 0.08 s.



Chapter 6

Discussions

This chapter is dedicated to discuss several important properties of non-stationary RSE-
to-car channels for braking situations. Further, the certain limitations of the existing
methods will also be discussed.

6.1 Analysis on Numerical Results

This thesis began by highlighting the need for a model to analyse the mobile radio
channel as a combination of a sum of SOCi processes and a sum of SOCh processes.
In [6], the Doppler PSD of multipath fading channel modelled by a sum of SOCi processes
was estimated by the concept of the spectrogram. The research work in [7] introduced
the spectrogram to analyse the Doppler PSD of multipath fading channel modelled by
a sum of SOCh processes. Our work has combined the two concepts of these papers
by combining to a single model to analyse the spectral behaviour of multipath mobile
radio channel during the stationary and non-stationary period which occurred in braking
situations. The numerical analysis conducted in [7] and [8] was limited to the moderate
speeds of the MS, where the AOAs of multipath signals were not changed significantly.
Further, in [7] and [8], the approximated model of time-variant Doppler shift was used
and it is not well suited to analyse the spectral behaviour at higher speeds of the MS,
where it shows a significant and conspicuous change in the AOAs. Our study has been
extended to address said limitations of the previous research works by introducing a novel
scenario in which higher initial speeds and higher declaration rates were introduced and
exact models were considered for the time-variant AOA and the time-variant Doppler
shift.

6.1.1 Spectrogram Analysis Under Low Mobile Velocity and
Designed Braking Distances

The Fourier transform (FT)of the rectangle function results in oscillating sinc function
and, the FT of the Gaussian window function is another Gaussian function in the fre-
quency domain. In this thesis, the STFT of Hann, Hamming and Blackman windows
were reduced to a sum of STFTs of rectangle window function. Hence, the effect of
the oscillating sinc function is apparent in the frequency domain for the spectrogram de-
fined using the cosine window functions (Hann, Hamming and Blackman windows). The
Gaussian window function has improved the spectrogram compared with other window
types. Further, the instantaneous power of the of the spectrogram of Blackman window

59



CHAPTER 6. DISCUSSIONS 60

was greatly reduced both for stationary and non-stationary states, due to the enormous
numbers of cross-terms.

The concept of random phase averaging is presented in [7] and the advantages and
usage of phase averaging are discussed in [8]. Our results impressively show that the
cross-term can be fully removed by the phase averaging accordance with the theory
mentioned in [8].

The window length directly affects the time resolution and the frequency resolution of
the STFT. It is not possible to obtain a better resolution in time and frequency domain
simultaneously. A narrow size of window length T results in a better time resolution
but worsens the resolution in frequency due to the fact that narrow windows have a
short time duration but a wide bandwidth. A large window length T results in a better
frequency resolution but a coarse time resolution because wide windows have a long time
duration but a narrow frequency bandwidth. This phenomenon is known as the window
effect. We have obtained different values for the optimum window length for each path of
the multipath mobile radio channel based on the different values of kn. It clearly means
that the optimum window length improves the overall spectrogram whilst extensively
optimise the frequency and time resolution of some propagation paths depicted in the
spectrogram. Therefore, selection of an optimum window length is problematic for the
improvement of the whole spectrogram. In this regard, the comparison between the
estimated model and the reference model of time-variant Doppler spread has identified
as a better approach for selecting the optimum window length of the window function.

6.1.2 Spectrogram Analysis for Emergency Braking Situations

In actual trials conducted for the emergency braking situations, test driver was required
to bring the vehicle to a complete standstill from a higher speed as quickly as possible
[14]. Therefore, higher initial speeds and higher deceleration rates were selected for the
channel analysis in emergency braking situations.

The braking distance increase as the initial speed of the MS increases. Thus, high
speeds of the MS caused a significant change in time-variant AOA. Therefore, for the time
periods in which the MS travelled at a constant speed as well as for the braking period,
the multipath mobile fading channel was considered as non-stationary. Compared with
the approximated model, the exact model consisting time-variant AOA and the time-
variant Doppler shift has shown an inevitable result for the spectrogram. However, the
frequency resolution of the spectrogram had been greatly affected by the quick spectral
variations occurred due to higher speeds and the higher decelerations. The highest speed
i.e., 130 km/h of the MS worsened the resolution compared to lower speeds i.e., 80 km/h
and 110 km/h. The poor frequency resolution has directly affected the estimated time-
variant Doppler spread, and it was evident a large deviation from the reference model
for higher speeds of the MS.

The carrier frequency offset (CFO) is one of the most known disturbances found in
a communication system. It is due to the mismatch between the carrier frequency used
by the transmitter and the receiver. The Doppler shift affects the frequencies of the
RF carrier. Thus, large Doppler shifts may result in carrier frequency offset. In RSE-
to-car multipath propagation scenario, when the brakes are applied at i.e., 130 km/h,
the time-variant Doppler frequency varies from 722 Hz to 0 Hz within 4.2 s. The rapid
change in the spread of the carrier frequency could be caused synchronisation failure
between the local oscillation signal of the receiver and the carrier signal contained in the
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received signal. It has implied the possibility of carrier frequency offset (CFO) at the
receiver [27].



Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we have analysed the spectrogram of non-stationary RSE-to-car chan-
nels behaviour for the braking situation of the MS. Starting from the basic definition
of the spectrogram, closed-form solutions were presented for the spectrogram using co-
sine window functions (Hann, Hamming and Blackman windows). Further, it has been
showed that the STFT of cosine window functions can be found as a sum of STFTs of
the rectangle window function. Later, the spectrogram was separated into auto-term
and cross-term for all window types including rectangle, Gaussian and cosine windows.
The auto-term consists of desired spectral information and the cross-term represents
undesired interferences.

It has been demonstrated that the effect of the mobile velocity variations results
in a non-stationary multipath channel. Based on the time-variant speed profile of the
MS, it has been showed that the multipath fading channel can be modelled by the
combinations of SOCi and SOCh processes for low speed of the MS under comfortable
braking situations. The multipath fading channel was modelled by a sum of SOCh

processes for higher speed of the MS for the emergency braking situations. Two time-
variant AOA models have been presented with the different degree of complexity; as
exact and approximated models. Based on it an exact and, an approximated models
were presented for the time-variant Doppler frequency.

The analysis was extended to observe the changes in the spectrogram with different
types of window functions. It has been shown that the spectrogram defined by different
types of window functions, can be compared by observing the instantaneous Doppler
power vs frequency behaviour of the spectrogram. Further, the result has been verified
by plotting and comparing the estimated time-variant Doppler spread. With both these
tests, we have found that the Gaussian window function has improved the spectrogram.

Further, it has been demonstrated that the spectrogram can be improved by taking
the average over the phases and selecting an optimal window length. The cross-term
was completely removed by averaging multiple samples of the spectrogram with differ-
ent phases. The average spectrogram implies the use of multiple antennas to reduce
unwanted frequency interferences.

It has been shown that the reference model of time-variant average Doppler shift
and time-variant Doppler spread, is realisable by the estimated model. Hence, it is
shown that the window length is a decisive factor to improve the agreement between the
reference model and the estimated model. Thus, it is proved this method is more useful
to find the best optimum window length for the window functions.
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For the higher speeds of the MS in emergency braking situations, it has been shown
that the exact model of the time-variant AOA and the Doppler frequency has given
a better result for the spectrogram with compared to approximated models. for the
higher speeds of the MS, the estimated time-variant Doppler spread caused significant
deviation from the reference model for emergency braking situations. It implied that the
preciseness of the estimated time-variant Doppler spread model was limited to analyse
the braking situations for the moderate speeds of the MS.

When the brakes are applied in an emergency situation at a higher speed of the car,
the spectrogram showed a rapid decrement of time-variant Doppler shift within a very
short time interval. This implies a possibility of carrier frequency offset in emergency
braking situations, especially in future vehicular communications, where moderate vehi-
cles may allow to reach higher safety speeds on better road conditions, and mm-waves
(30− 300 GHz) will be used for the communication.

The findings of this thesis give a deep insight into the performance improvement
of the spectrogram analysis of non-stationary RSE-to-car multipath fading channel in
braking situations.

7.2 Major Contributions

The topic of this thesis covered a range from the defining of the spectrogram using
different window functions to the analysis of RSE-to-car channel behaviour for the brak-
ing situations of the MS. The main contributions of this thesis are summarised as follows.

• New definitions for the spectrogram was proposed using the cosine windows (Hann,
Hamming and Blackman) as the window function.

• A new method was proposed for the comparison of the spectrogram using the in-
stantaneous power of the spectrogram.

• The spectrogram was used to analyse the spectral behaviour of multipath mobile
radio channel consisting a sum of SOCi processes during the stationary state and a sum
of SOCh processes during the non-stationary state of the channel.

• We have modelled the time-variant AOA and the time-variant Doppler frequency
using the exact and approximated methods. And later showed the limitation of the
approximated model for the analysis of the local Doppler PSD of SOCh processes, for
the braking situations at higher speeds of the MS.

• The estimated time-variant Doppler spread is used for the comparison of the spec-
trogram and to find the optimum window length for the spectrogram to get good esti-
mation of Doppler PSD.

• It has been shown that the spectrogram has been improved by random phase aver-
aging and by optimising the window length. The optimum window length predominantly
improved the instantaneous power of some paths of the multipath fading mobile radio
channel depend on the locations of the scatterers. The result showed that the flat im-
provement is unachievable.
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7.3 Recommendations for Future Work

The results of this thesis point to several interesting directions for future work.
This study can be extended by incorporating a car-to-car time-variant channel model

for the analysis of braking situations.
The proposed method can be used to detect emergency braking situations by analysing

the spectral behaviour of the channel. An another topic for research could be to develop
road accident detection systems in which the spectral information of the MS could be
used to detect road accidents possibly with the location, and it would be helpful for the
quick evacuation of the victims.

Orthogonal frequency division multiplexing (OFDM) is widely used for data trans-
mission applications in 4G wireless communications.The OFDM data transmission is
very sensitive to frequency errors caused by frequency differences between the transmit-
ter and receiver local oscillators. The analysis of methods of reducing the interference
due to carrier frequency offset in OFDM in emergency braking situations could be an-
other research interest for future work.
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Spectrogram Analysis of Non-Stationary
Base Station-to-Mobile Channels Under

Variations of the Mobile Velocity
Buddika Herath, Member, IEEE

Abstract—One of the standard assumptions of mobile radio
channel modelling is that the speed of the mobile station (MS)
is constant. However, in the real-world, mobile communication
channels exhibit non-stationarity as the frequencies vary with
the time. In this paper, we analyse the spatial characteristics
of the mobile radio channel under variations of the mobile
velocity using the concept of the spectrogram. The Spectrogram
provides an estimate of the changes to local Doppler power
spectral density over time for the variations of the velocity. The
term velocity includes the variation of mobile speed and the
change of direction. In addition, we investigate the spectrogram
result optimisation by averaging over the phases and selecting
an optimal window length. Furthermore, our study shows that
the time-variant average Doppler shift, computed by taking the
sum of all power-weighted Doppler shifts normalised to the total
received power of the multipath components, is realisable by the
average Doppler shift computed from the spectrogram.

I. INTRODUCTION

THE movement of the mobile station (MS) with a constant
speed along a particular direction is considered as a

standard assumption in mobile radio channel modelling. This
assumption is not valid in the real-world as the speed and
angle of motion rapidly varies with time. Therefore, the
constant speed assumption potentially hides the actual mobile
radio channels characteristics. Hence, the study of time-variant
characteristics of wireless mobile channels has acquired a wide
space in research domain in the recent years.

The wide-sense stationary assumption of a mobile radio
channel is only valid for very short travelling distances
of a mobile station (MS) as described in [1] and [2]. In
the real-world, mobile communication channels exhibit non-
stationarity as the frequency of each channel varies with the
time. The change of velocities of MSs cause the channel
statistics to be non-stationary. In [3], it is assumed that
the transmitter is stationary and the receiver station linearly
increases (or decreases) its speed, while the angle of motion is
kept fixed. A fixed station-to-mobile multipath channel model
with both varying speed and angle of motion (AOM) is pre-
sented in [4]. In Section II of this research work, the channel
model stipulated in [3] is extended to analyse the base station-
to-mobile channel model with varying MS velocity and AOM
using different MS trajectories and scattering scenarios. The
standard assumption: fixed transmitter, is used in modelling all
the scenarios in this report. The work in Section II explains
the mobile multipath channel model when scatterers are on
a ring (with identical spacing) as well as randomly inside a
rectangle, with time-varying velocity and AOM. Further, the

work is extended to analyse the path distance travelled by
the MS with different AOM and velocities. A trajectory path
along the x-axis is considered as a special case. The spectral
behaviour of a vehicular mobile radio channel when the brakes
are applied at a constant speed is included as a novel case in
Section II.

The spectrogram is a vital tool to analyse non-stationary
mobile multipath channel models. The spectrogram provides
a three-dimensional (frequency, time and intensity) represen-
tation based on the spatial characteristics of the considered
signal. The spectrogram consists of two terms: the auto-term
and the cross-term. The auto-term provides an estimate of the
local Doppler power spectral density (PSD) and the cross-term
consists of unwanted noise and interferences [5]. The spectro-
gram of a non-stationary signal is generated by breaking the
signal into overlapping short-time signals and then by taking
short-time Fourier transforms (STFT) of the short-time signals.
In other words, the time varying signal can be multiplied by
a moving window function to obtain overlapping short-time
signals, and later on the squared magnitude of the STFT of
the short-time signals generates the spectrogram. The length
T of the window function is a decisive factor to improve the
spectrogram. The fixed size window length for the STFT can
cause poor resolution in the spectrogram but does not affect the
cross-terms [6]. In [7], it is explained how the instantaneous
frequency and instantaneous bandwidth are used to deduce the
relation between window length and deviation of the Gaussian
window so that the selection of the appropriate window length
for the STFT is used to get the optimal SNR(signal-to-noise
ratio), which subsequently optimises the spectrogram of the
signal. Further, the average spectrogram also improves the
time-varying frequency resolution. Section III is dedicated to
the analysis of the spectrogram for non-stationary signals. The
spectrogram is used to cover all widely-explained scenarios.
The average spectrogram is also improves the optical resolu-
tion.

The most important characteristics of the Doppler PSD are
the average Doppler shift and the Doppler spread. In station-
ary channels, the average Doppler shift depicts the average
frequency shift of the carrier signal experienced during the
transmission of the multipath mobile radio channel. Similarly,
the average Doppler spread defines the average frequency
spread. The first moment of the Doppler PSD provides the
average Doppler shift, and the square root of the second central
moment provides the average Doppler spread [8]. In non-
stationary channels, the time-variant average Doppler shift
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is obtained by computing the sum of all power-weighted
Doppler shifts normalised on the sum of the received power
of all multipath components. The time-variant Doppler spread
can be obtained by the channel gains, time-variant Doppler
frequencies, and the time-variant average Doppler shift. An
analysis on the time-variant average Doppler shift and time-
variant average Doppler spread is included in Section IV of
this report.

Section V presents the numerical results and finally, Sec-
tion VI draws the conclusion of this report.

II. MULTIPATH PROPAGATION SCENARIOS FOR
NON-STATIONARY CHANNEL ANALYSIS

The multipath propagation scenario considered for this
paper consists of a fixed base station (BS) and an MS which
moves with time-variant velocity ~V (t). It is assumed that the
BS and the MS are equipped with omnidirectional antennas
and a large number of N fixed scatterers Sn(n = 1, 2, ..., N)
are located around the MS. The line-of-sight (LOS) component
between the BS and the MS is ignored. The propagation
scenario is illustrated in Fig.1. With the time-variant speed
v(t) and the time-variant AOM αv(t), ~V (t) can be defined as
~V (t) = v(t) exp (jαv(t)). We adopt the following expressions
from [3]

v (t) = v0 + a0t (1)

αv(t) = αv + b0t . (2)

In (1), v0 denotes the initial speed at t = 0, and a0 is called
the acceleration (when a0 > 0) or deceleration (when a0 <
0) parameter. The acceleration parameter α0 in (2) denotes
the initial AOM at t = 0, and b0 is called the angular speed.
Now, we will turn our attention to the time-variant maximum
Doppler frequency fmax(t).

fmax(t) =
f0
c0
v (t) =

f0
c0

(v0 + a0 t ) (3)

where f0 is the carrier frequency and c0 is the speed of light.
With this in mind we can write the time-variant Doppler shift
of the nth received multipath component fn(t) as

fn(t) = fmax(t) . cos(αn(t)− αv(t)) (4)

where αn(t) is the time-variant angle of arrival (AOA) of the
nth plane wave.

Consequently, by developing (4) in a Taylor series around
t = 0 and retaining only the first two terms, we can simplify
the time-variant Doppler shift fn(t) as

fn (t) = fn + knt (5)

where
fn = fmax. cos(αn − αv), (6)

kn = fmax

[
a0
v0

cos (αn − αv) + (b0 − γn) sin (αn − αv)
]

(7)

and

γn =
v0
rn

sin(αn − αv). (8)

In (6), αn = αn(0) and fmax = fmax(0), denotes the initial
AOA at t = 0 and the initial maximum Doppler shift at t = 0,
respectively. Further, in (7) kn can be written as a sum of
three terms. The first term takes into account the acceleration
or deceleration of the MS. Second term is due to the change
of direction of motion and the third term is derived from the
AOA of the MS.

By referring to the above discussion, the received complex
envelope µ(t) of the multipath non-stationary channel can be
defined as

µ(t) =
N∑

n=1

cne
j(2πfn(t)t+θn) (9)

where, θn and cn denotes the random phases and gains.

Fig. 1: A multipath propagation scenario in which the MS
travels with time-variant velocity ~V (t).

A. Description of the Trajectories

Starting with (1) and (2), and taking different values
mentioned in Table I for a0 and b0, we can define three
main trajectories for the MS as shown in Fig. 2. Path III is
considered as a special case in which b0 = 0. Further, the
work is extended to introduce a new trajectory for a vehicular
MS: brakes are applied at a constant speed.

B. Description of the Scattering Scenarios

We now consider two different scattering scenarios in which
scatterers are either located on a ring or randomly located
inside a rectangle.

1) Distribution of scatterers on a ring: In the considered
scenario, we assume that scatterers are located with identical
spacing on a ring of radius R centered on the MS as shown
in Fig. 3. The ring radius R and number of scatterers N are
set to 100 m and 10, respectively. The AOA is given by

αn =
2π

N

(
n− 1

4

)
, n = 1, 2, . . . , N. (10)
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Fig. 2: Different trajectories along which the MSs can travel
in the (x, y) plane.

TABLE I: Parameters of the trajectories taken by Tx and Rx
in different propagation scenarios.

2) Random distribution of scatterers inside a rectangle:
We assume that scatterers are randomly and independently
distributed within a rectangle and the MS is at the centroid
point. Fig. 4 represents uniformly distributed random scatterers
(N = 10). The locations of the scatterers are uniformly
distributed as

xn = u(x1, x2), yn = u(y1, y2) (11)

αn = arctan

(
yn
xn

)
, n = 1, 2, . . . , N. (12)

Fig. 3: Locations of scatterers on a ring in the (x, y) plane.

Fig. 4: Locations of scatterers on a rectangle in the (x, y)
plane.

The parameters x1, y1 are set to -100 m and x2, y2 are set to
100 m.

III. SPECTROGRAM ANALYSIS OF NON-STATIONARY
MOBILE-TO-BASE STATION CHANNELS

A. Definition of the Spectrogram

We first consider the time-varying signal µ(t). The basic
idea of the spectrogram is to take the time-variant signal and
break it up to overlapping short-time signals. Then, the squared
magnitude of the short-time Fourier transformation of short-
time signals defines the spectrogram.

The short-time signal X (f, t) of the time-varying signal
µ(t) can be obtained by multiplying µ(t) by a rectangle
function h (t) as shown in Fig. 5 where

h (t) =

{ 1√
T
, −T2 ≤ t ≤ T

2

0, otherwise
(13)

and T is the window length.
The short-time Fourier transform (STFT) of X (f, t) with

respect to the variable t′ can be defined as:

X (f, t) =

∞∫

−∞

x(t
′
, t)e−i2πft

′
dt′. (14)

The squared magnitude of the STFT X (f, t) defines the
spectrogram Sxx (f, t) as

Sxx (f, t) = |X (f, t)|2 . (15)

B. Different Spectrogram Window Types

Windows are weighting functions applied to a signal to
reduce the spectral leakage associated with long observation
intervals [5]. The spectral leakage is known as the set of
signals with frequencies other than the basis set. In another
word, the spectral leakage increases the cross-term of the spec-
trogram. Hence, windows are used to reduce the undesirable
effects related to spectral leakage. We will now discuss some
well-known window types.
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Fig. 5: Time-varying signal µ(t) and the corresponding short-
time signal x(t

′
, t) observed through a rectangular window of

length T= 0.5 s centered at time t= 0.55 s.

1) Rectangle window: The rectangle window is the simplest
window type and it is unity over the observation interval.
The Fourier transformation of a rectangle function is the
sync function. Therefore, the rectangle window consists of
multiple high-level side lobes which hinder the ability to
distinguish different frequencies of a signal. This characteristic
is sometimes described as a low dynamic range. Figures 6(a)
and (b) illustrate the rectangle window and the log magnitude
of the transformation.

w(n) = 1, 0 ≤ n ≤ 1 (16)

Fig. 6: (a) rectangle window, and (b) log-magnitude of the
transform [5].

2) Hann window: The fast fallout of the side lobes im-
proves the dynamic range in the Hann window. We note from
the inspection of Fig. 7 (b) that the power level of the side
lobes is significantly suppressed.

The Hann window is defined as

w(n) = 0.5

(
1− cos

(
2πn

N − 1

))
, 0 ≤ n ≤ N − 1.

(17)

3) Blackman window: The Blackman window is defined as

w(n) = a0 − a1 cos

(
2πn

N − 1

)
+ a2 cos

(
4πn

N − 1

)
, (18)

0 ≤ n ≤ N − 1.
The Blackman window uses three coefficients (a0, a1, a2) with
two place approximations. The values of the coefficients can be

Fig. 7: (a) Hann window, and (b) log magnitude of the
transformation [5].

listed as a0 = 0.42, a1 = 0.5 and a2 = 0.08.These coefficients
place zeros at the third and fourth side lobes as depicted in
Fig. 8(b). The Blackman window closely approximates the
“exact Blackman” with a0 = 7938/18608 ≈ 0.42659, a1 =
9240/18608 ≈ 0.49656, and a2 = 1430/18608 ≈ 0.076849
[5].

Fig. 8: (a) Blackman window, and (b) log-magnitude of the
transformation [5].

4) Kaiser window: The Kaiser or Kaiser-Bessel window
is a simple approximation of the discrete prolate spheroidal
sequence (DPSS) or Slepian window using Bessel functions.

The Kaiser window is defined as

w(n) =
I0

(
πα
√
1− ( 2N

N−1 − 1)2
)

I0(πα)
, 0 ≤ n ≤ N − 1

(19)
where, I0 is the zeroth-order modified Bessel function of the
first kind.

The variable parameter α determines the trade-off between
the main lobe width and side lobe levels. The main lobe width,
in between the nulls is defined as 2

√
(1 + α2) and the typical

value of α is 3. Figures 9 (a) and (b) illustrate the Kaiser
window and the log magnitude of the transformation.

Fig. 9: (a) Kaiser window, and (b) log magnitude of the
transformation [5].
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5) Gaussian window: The Fourier transform of a Gaussian
function is also a Gaussian function. Since the Gaussian
function extends to infinity, it must either be truncated at
the ends of the window, or it need to be windowed with
another zero-ended window function. Figure 10 (a) and (b)
illustrates the Gaussian window and its log magnitude of the
transformation.

The Gaussian window is defined as

w(n) = e
− 1

2

(
n−(N−1)/2
σ(N−1)/2

)2
, 0 ≤ n ≤ N − 1. (20)

Fig. 10: (a) Gaussian window, and (b) log-magnitude of the
transformation [5].

For comparison, we also include the spectrogram of the
time-varying signal using the above mentioned window types.

C. Optimal Window Length and Average Spectrogram

The spectrogram Sxx(f, t) is highly sensitive to the window
length T . The span of the side lobes increases with a large
window length, while a smaller window length reduces the
number of samples required for a better optical resolution.
Hence, it is vital to select the optimal window length for
a better optical resolution of the spectrogram of the time-
variant signal µ(t). For our analysis, it will suffice to select
the optimal window lengths by visual inspection. Furthermore,
the spectrogram Sxx(f, t) can be improved by averaging over
the random phases θn.

IV. TIME-VARIANT AVERAGE DOPPLER SHIFT AND
DOPPLER SPREAD

From the theory developed before, it is seen that the time-
variant Doppler shift fn(t) is defined as a linear Doppler
frequency model as stated in (5).

Then, the time-variant average Doppler shift B(1)
f (t) can be

obtained by computing the sum of all power-weighted Doppler
shifts normalized to the total received power of all multipath
components according to

B
(1)
f (t) =

N∑
n=1

c2nfn(t)

N∑
n=1

c2n

. (21)

The time-variant average Doppler shift B(1)
f (t) can be used to

compute the time-variant average Doppler spread B
(2)
f (t) of

a time-variant signal as

B
(2)
f (t) =

√√√√√√√√

N∑
n=1

c2nf
2
n(t)

N∑
n=1

c2n

−
(
B

(1)
f (t)

)2
. (22)

Alternatively, we can compute the time-variant average
Doppler shift B(1)

µ (t) and the time-variant Doppler spread
B

(2)
µ (t) of the time-variant signal µ(t) by means of the

spectrogram Sxx(f, t). The first moment of the spectro-
gram Sxx(f, t) defines the time-variant average Doppler shift
B

(1)
µ (t), and the square root of the second central moment

of the spectrogram Sxx(f, t) defines the time-variant average
Doppler spread B(2)

µ (t). This alternate approach leads to

B(1)
µ (t) =

∫∞
−∞ fSxx(f, t)df∫∞
−∞ Sxx(f, t)df

(23)

and

B(2)
µ (t) =

√√√√√
∫∞
−∞

(
f −B(1)

µ (t)
)2
Sxx(f, t)df

∫∞
−∞ Sxx(f, t)df

. (24)

A similar approach has presented in [8] for a stationary
channel.

In this case, the reference model consists of (21) and (22)
whereas the simulation model consists of (23) and (24).

V. NUMERICAL RESULTS

This section presents some numerical examples to illustrate
the obtained analytical results for different propagation sce-
narios.

For each propagation scenario, it is considered a multipath
channel consisting of N = 10 components. The path gains
cn is computed according to the extended method of exact
Doppler spread (EMEDS) as follows [9]

cn = σ0

√
2

N
. (25)

The variance σ2 is set to unity while the phases are considered
as random and uniformly distributed over the interval (0, 2π).
The initial speed v0 and the initial AOM αv of the MS are
considered as 110 km/h and 0, respectively. Furthermore, the
maximum Doppler frequency is assumed as 91 Hz. Unless
otherwise stated, it is assumed that the acceleration parameter
α0 is 1.5 m/s2. We will consider other parameters in respective
subsections.

A. Comparison of Spectrogram Window Types

We have considered only the acceleration term of kn and
the scattering scenario in which it is assumed that scatterers
are located on a ring. Figure 11 illustrates the spectrogram
Sxx(f, t) for different types of window functions considered
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in Section III-B. We note from the inspection of Fig. 11 that
the Gaussian window function improved the spectrogram.

However, for our analysis of the spectrogram, it will suffice
to consider the rectangle window function.

B. Spectrogram Analysis Under Variations of Mobile Velocity

1) Spectrogram Analysis Under Variations of Mobile Speed:
We considered only the acceleration term of kn, and for
comparative purposes, we have also plotted the spectrogram
Sxx(f, t) under both scattering scenarios mentioned in Sec-
tion II-B. Further, different window lengths from 0.5 s to 5 s
are used and we have noted from visual inspection that 1.2 s
of window length optimise the spectrogram.

Figures 12, 13 and 14 illustrates the spectrogram Sxx(f, t)
and the average spectrogram for the window lengths 0.5 s, 1.2
s (optimal), and 5 s considering the first scattering scenario
in which scatterers are located on a ring. Similarly, Fig.
15-17 illustrate the spectrogram Sxx(f, t) and the average
spectrogram for the second scattering scenario (scatterers are
randomly located inside a rectangle) for the said window
lengths.

2) Spectrogram Analysis Under Variations of Mobile Speed,
Direction of Motion and Angle of Arrival: Here, we consider
that the MS is allowed to move along one of three different
trajectories illustrated in Fig. 2. We note from Table I that
the angular speed parameter b0 = π/10 s-1 for the Path I,
b0 = π/6 s-1 for Path II and, b0 = 0 for Path III.

Further, we consider all terms (acceleration, change of direc-
tion and change of AOA) of kn. For our analysis, it will suffice
to consider the first scattering scenario in which scatterers
are located on a ring. Figure 18 illustrates the spectrogram
Sxx(f, t) for trajectory Path I, II and III. Considering the
higher Doppler shift, the optimal window size is selected as
0.3 s.

C. Spectrogram Analysis Under the Condition that the Vehicle
Brakes.

Here, we assume that the MS was moving at a constant
speed (110 km/h) at the time the brakes are applied. For the
simplicity, we only consider the acceleration term of kn. If
we eliminate the reaction distance, then the time spent for the
braking distance can be computed by taking the deceleration
parameter a0. We set deceleration parameter a0 to -1.5m/s2

and assume that the braking distance is 75 m. Then, the
approximate stopping time is computed as 20 s. Hence, we
set the observation period to 20 s. The spectrogram shown in
Fig. 19 illustrates the spatial characteristics of the vehicular
MS when and after applying the brakes.

D. Time-Variant Average Doppler Shift and Doppler Spread

In our numerical study on time-variant average Doppler
shift B(1)

f (t) and time-variant average Doppler spread B(2)
f (t),

we have considered all terms of kn and the ring scattering
scenario. Furthermore, three trajectory paths, according to
the value given in Table I for a0 and b0, were considered
for the numerical analysis. For the simulation model, we

(a)

(b)

(c)

(d)

(e)

Fig. 11: (a) Rectangle window. (b) Hann window. (c) Kaiser
window. (d) Blackman window. (e) Gaussian window.
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(a)

(b)

Fig. 12: (a) Spectrogram Sxx(f, t), and (b) average spectro-
gram of process µ(t) for N = 10 ,window size of T = 0.5 s
and the scatterers are located on a ring.

(a)

(b)

Fig. 13: (a) Spectrogram Sxx(f, t), and (b) average spectro-
gram of process µ(t) for N = 10, optimal window size of
T = 1.2 s and the scatterers are located on a ring.

(a)

(b)

Fig. 14: (a) Spectrogram Sxx(f, t), and (b) average spectro-
gram of process µ(t) for N = 10, window size of T = 5 s
and the scatterers are located on a ring.

(a)

(b)

Fig. 15: (a) Spectrogram Sxx(f, t), and (b) average spectro-
gram of process µ(t) for N = 10 ,window size of T = 0.5 s
and the scatterers are randomly located inside a rectangle.
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(a)

(b)

Fig. 16: (a) Spectrogram Sxx(f, t), and (b) average spectro-
gram of process µ(t) for N = 10, optimal window size of
T = 1.2 s and the scatterers are randomly located inside a
rectangle.

(a)

(b)

Fig. 17: (a) Spectrogram Sxx(f, t), and (b) average spectro-
gram of process µ(t) for N = 10, window size of T = 5 s
and the scatterers are randomly located inside a rectangle.

(a)

(b)

(c)

Fig. 18: (a) Spectrogram Sxx(f, t) for Path I, (b) Spectrogram
Sxx(f, t) for Path II, and (c) Spectrogram Sxx(f, t) for Path
III.

Fig. 19: Spectrogram Sxx(f, t) of process µ(t) when the
brakes are applied at a constant speed.
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have considered the average spectrogram of 100 rounds with
random phases. Figure 20 shows the graph of the resulting time
variant average Doppler shift of the reference and simulation
model as described in (21) and (23), respectively. Analogously,
Fig. 21 illustrates the time-variant average Doppler spread of
reference and simulation model.

We note from the inspection of Fig. 20 and 21 that our
theoretical models line up sufficiently with the simulation
results. Again, good agreement between the approximation
and simulation results is observed for Path III. However,
contrary to expectations, mismatches are observed at some
points between the reference model and the simulation results
for Path I and II.

Fig. 20: Time-variant average Doppler shift B(1)
f (t) for process

µ(t) obtained by the reference model and the simulation
model.

Fig. 21: Time-variant average Doppler spread B(2)
f (t) for pro-

cess µ(t) obtained by the reference model and the simulation
model.

VI. CONCLUSION

In this paper, I have studied the effect on non-stationary
mobile-to-base station channels under variations of the mobile
velocity. It has been demonstrated that the effect of the

mobile velocity variations results in a non-stationary multipath
channel. Time-varying spectral information has been analysed
for different scenarios using the spectrogram. The analysis was
extended to observe the changes in the spectrogram with dif-
ferent types of window functions and window lengths. Further,
it is demonstrated that the spectrogram can be improved by
taking the average over the phases and selecting an optimal
window length. The average spectrogram implies the use of
multiple antennas to reduce unwanted frequency interferences.

I have also investigated and plotted the spectrogram for a
new scenario in which a moving vehicle brakes when at a
constant speed. There, we observed a considerable Doppler
shift caused by the sudden deceleration of the vehicle.

Further, it is shown that the reference model of time-
variant average Doppler shift and time-variant average Doppler
spread, is realisable by the simulation model. Hence, we
identified that the window length is a decisive factor to
improve the agreement between the reference model and the
simulation model.

This study can be extended by incorporating a mobile-to-
mobile time-variant channel model. Furthermore, a new re-
search topic could be to optimise the window length such that
the time-variant average Doppler shift, computed by taking the
sum of all power-weighted Doppler shifts normalised to the
total received power of the multipath components, equals the
Doppler shift computed from the spectrogram.
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