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#### Abstract

In the first part of our paper, we have proposed a highly flexible trajectory model based on the primitives of Brownian fields (BFs). In this second part, we study the statistical properties of that trajectory model in depth. These properties include the autocorrelation function (ACF), mean, and the variance of the path along each axis. We also derive the distribution of the angle-of-motion (AOM) process, the incremental travelling length process, and the overall travelling length. It is shown that the path process is in general non-stationary. We show that the AOM and the incremental travelling length processes can be modelled by the phase and the envelope of a complex Gaussian process with nonidentical means and variances of the quadrature components. In accordance with empirical studies, we proof that the AOM process does not follow the uniform distribution. As special cases, we show that the incremental travelling length process follows the Rice and Nakagami-q distributions, whereas the overall travelling path can be modelled by a random variable following either the Gaussian or the lognormal distribution. The flexibility of the results is demonstrated and discussed extensively. It is shown that the results are in line with those of real-world user tracings. The results can be used in many areas of wireless communications.

Index Terms - Trajectory model, mobility model, Brownian fields, autocorrelation function, angle-of-motion, travelling length.


## I. INTRODUCTION

To evaluate the usefulness of mobility models for systemlevel analysis, their statistical properties need to be studied thoroughly. Many spatial features of the models listed, e.g., in [1]-[3] are revealed by investigating their statistical characteristics. However, a gap in the related literature is that there exist very limited solid mathematical studies on the statistical properties of spatial trajectory models. These models have often been proposed in form of Java-based simulation models from which obtaining a sound understanding of the statistical characteristics is not an easy task. The path processes' mean, variance, ACF, AOM, and the travelling length are among the most important spatial characteristics that play important roles in the performance analysis of the overall system. These quantities can also be very useful for the parametrization of the mobility model itself.

The random walk [4], [5], random waypoint [6], GaussMarkov [7], city section [8], and the pursue [9] mobility models are examples of established mobility models, in which the physical location (trajectory) of the user is often determined by mapping given distributions of the speed/travelled distance and the AOM on the Euclidian space. Despite the
temporal properties of these models, their spatial characteristics have rarely been studied. The spatial node distribution of the random waypoint mobility model (as a temporal model) has been investigated, e.g., in [10]-[12]. The expected epoch time and the number of states visited at a fixed time are two important temporal properties of a mobility model that have often been investigated [13]. Given a typical mobility model, the effect of the speed distribution on computerbased simulations was also studied in [15]. Different from the aforementioned temporal mobility models, a fully spatial trajectory model, to which different temporal features (speed scenarios) can be applied, was proposed in the first part [16] of our paper. The superiorities of a spatial trajectory model over the temporal one have been addressed in [16] (see Section I).

In this second part of our paper, we analyze the statistical properties of the trajectory model in [16], which belongs to the class of spatial trajectory models that are based on the primitives of BFs. The random components of the path model are derived from Gaussian processes, which are defined in position rather than time. Therefore, our analysis is fundamentally different from those in [10]-[12], where the distribution of nodes associated with a temporal mobility model was pursued. Herein, we derive the spatial mean and variance of the stochastic spatial trajectory model. A closed-form expression for the ACF of the path process is also provided. Moreover, we introduce a complex spatial increment process, from which the AOM and the incremental travelling length processes are derived. The first-order density of these processes is presented in closed form. By summing up the incremental travelling lengths, we compute the overall travelling length and its probability density function (PDF). The results are illustrated and discussed in detail.

We proof that the path process is in general non-stationary. Furthermore, it is shown that the AOM and the incremental travelling length processes are modelled by the phase and the envelope of a complex Gaussian process with nonidentical means and variances of the quadrature components. We show that the AOM and the incremental travelling length are in general non-stationary processes. In this connection, we demonstrate that the AOM process does not follow the uniform distribution, which agrees with empirical traces reported in [17]. However, the uniform AOM can be obtained as a special case. In addition, we proof that the incremental travelling length process follows the Rice and Nakagami-q
distributions as special cases. For the path based on the primitives of the standard BFs, we show that the overall travelling length follows closely the lognormal distribution, which is in line with many real-world tracing records [17]-[20]. For the path based on the standard BF, we proof that the overall travelling length follows the Gaussian distribution, which has been reported from studies in dense urban environments [21][27].

The statistical properties provided in this second paper are very useful in many areas of science, such as wireless communications and vehicular technologies. The results of this paper can be used by researchers dealing with ad hoc networks, localization (positioning), network mobility protocols, and mobile radio channel modelling under non-stationary conditions ${ }^{1}$.

The remainder of this paper is organized as follows. Section $\Pi$ recalls the principles of the trajectory model proposed in the first part of our paper. The statistical properties of the model are investigated in Section III Section IV studies the spatial characteristics of the proposed model. To provide a sound understanding of the results, two important special cases of the path model are discussed in Section V . The numerical results are presented in Section VI. Eventually, the conclusion is presented in Section VII

## II. A Brief Review of the Trajectory Model

With reference to the first part [16] of our paper, we model a path starting from $\left(x_{s}, y_{s}\right)$ and terminating at or in the proximity of a given destination point $\left(x_{d}, y_{d}\right)$ by the trajectory ${ }_{p} \mathcal{T}$ designed by the following pair

$$
{ }_{p} \mathcal{T}:\left\{\begin{array}{l|l}
\left({ }_{p} x(l),{ }_{p} y(l)\right) & \begin{array}{l}
{ }_{p} x(l)=x_{s}+k_{d} l \delta_{x}+\sigma_{x p} W_{x}\left(l, k_{b}\right) \\
p y(l)=y_{s}+k_{d} l \delta_{y}+\sigma_{y}{ }_{p} W_{y}\left(l, k_{b}\right)
\end{array} \tag{1}
\end{array}\right\}
$$

in which the position variable $l \in[0, L]$ is the countable parameter of the standard BF in a 2 D spatial sample space (see Section III-B of Part I). For a positive integer $L$, the terms $\delta_{x}=\left(x_{d}-x_{s}\right) / L$ and $\delta_{y}=\left(y_{d}-y_{s}\right) / L$ denote the deterministic increments along each axis. The drift parameter $k_{d}$ acts as a switch to control the presence of such a deterministic drift that forces the path to evolve towards the destination point $\left(x_{d}, y_{d}\right)$ (see Section IV-C of Part I). The parameter $\sigma_{x}\left(\sigma_{y}\right)$ is to control the randomness of the path ${ }_{p} x(l)\left({ }_{p} y(l)\right)$ along the $x$-axis ( $y$-axis) ${ }^{2}$ (see Section IV-A of Part I). Furthermore, the objective of the partial random bridge, defined as

$$
\begin{equation*}
{ }_{p} W_{x}\left(l, k_{b}\right)={ }_{p} B_{x}(l)-\frac{k_{b} l}{L}{ }_{p} B_{x}(L) \tag{2}
\end{equation*}
$$

is to model the randomness of the path along each axis by means of the $p$ th primitive ${ }_{p} B_{x}(l)$ of the standard BF $B_{x}(l)$ associated with the $x$-axis. It is assumed that the processes ${ }_{p} B_{x}(l)$ and ${ }_{p} B_{y}(l)$ are mutually independent. The parameter $k_{b}$ is called the bridge parameter, which determines

[^0]the integration degree of the bridge to the destination point (see Section IV-B of Part I). In addition, the primitive $p$ determines the smoothness level of the path. We remind that the level of smoothness increases by increasing $p$ (see Section IV-D of Part I).

The trajectory ${ }_{p} \mathcal{T}$ in (1) has been designed in such a way that allows 1 ) arriving at a predefined destination point $\left(x_{d}, y_{d}\right)$ if the bridge is fully established, i.e., $k_{b}=1,2$ ) arriving at a target zone with a predefined radius and centre (see Theorem 1 and Corollary 1 of Part I) if the bridge is partially established, i.e., $0<k_{b}<1,3$ ) a totally random point in the twodimensional (2D) plane if the bridge is broken, i.e., $k_{b}=0$, and finally 4) bridging back (closed loop) to the starting point $\left(x_{s}, y_{s}\right)$ if the bridge is fully established, i.e., $k_{b}=1$, but the drift component does not exist, i.e., $k_{d}=0$. The entire configurations above plus several others have been shown and extensively discussed in Part I of our paper. In addition, the speed adaptivity of the proposed trajectory model has been explained in Part I (see Section IV-D in [16]).

## III. Statistical Properties of the Process ${ }_{p} x(l)$ $\left({ }_{p} y(l)\right)$

In this section, we investigate the statistical properties of the process ${ }_{p} x(l)(l=1,2, \ldots, L)$. We first derive the firstorder density $\int^{3}$ of ${ }_{p} x(l)$ and then study the corresponding mean, ACF, and variance. Owing to the statistical equivalence of the path ${ }_{p} \mathcal{T}$ along the $x$ - and $y$-axis (see (11), the statistical characteristics of the process ${ }_{p} y(l)$ can be obtained from those of $p x(l)$ by replacing $x$ by $y$ in the respective equations.

## A. First-Order Density of ${ }_{p} x(l)$

The process ${ }_{p} x(l)$ in (1) is a shifted version of the bridge process ${ }_{p} W_{x}\left(l, k_{b}\right)$, which is consist of the $p$ th primitive of the standard BF $B_{x}(l)$, given by

$$
\begin{equation*}
{ }_{p} B_{x}(l)=\int_{0}^{l}{ }_{p-1} B_{x}\left(l^{\prime}\right) d l^{\prime} \quad \forall p=1,2, \ldots . \tag{3}
\end{equation*}
$$

With reference to Part I of the series of two papers, the process ${ }_{p} B_{x}(l)$ in (3) is a Gaussian process of the form $N\left(0, \sigma_{p B}^{2}(l)\right)$, where [31]

$$
\begin{equation*}
\sigma_{p B_{x}}^{2}(l)=\frac{l^{2 p+1}}{(p!)^{2}(2 p+1)} \tag{4}
\end{equation*}
$$

Referring to (2), the bridge process ${ }_{p} W_{x}\left(l, k_{b}\right)$ is a linear combination of two Gaussian processes. This allows us to conclude that the first-order density of ${ }_{p} x(l)$ in (1) is a normal distribution of the form $N\left(m_{p x}(l), \sigma_{p x}^{2}(l)\right)$, where the mean $m_{p x}(l)$ and the variance $\sigma_{p x}^{2}(l)$ are derived in Sections III-B and III-D respectively.

It is also worth mentioning that the autocovariance function $r_{p}^{c} B_{x}{ }_{p} B_{x}\left(l_{i}, l_{j}\right)$ of ${ }_{p} B_{x}(l)$ is given by the following expression [32]

$$
\begin{equation*}
r_{p B_{x p} B_{x}}^{c}\left(l_{i}, l_{j}\right)=\frac{1}{(p!)^{2}} \int_{0}^{\min \left(l_{i}, l_{j}\right)}\left(l_{i}-l^{\prime}\right)^{p}\left(l_{j}-l^{\prime}\right)^{p} d l^{\prime} \tag{5}
\end{equation*}
$$

[^1]The variance $\sigma_{p B_{x}}^{2}(l)$ and the autocovariance function $r_{p B_{x} B_{x}}^{c}\left(l_{i}, l_{j}\right)$ of ${ }_{p} B_{x}(l)$ play key roles in the analysis of the statistical properties of the trajectory ${ }_{p} \mathcal{T}$ in (1).

## B. Mean of ${ }_{p} x(l)$

The mean $m_{p x}(l)$ of the process $p x(l)$ in (1) can be computed as follows

$$
\begin{align*}
m_{p x}(l) & =E\left\{x_{s}+k_{d} l \delta_{x}+\sigma_{x p} W_{x}\left(l, k_{b}\right)\right\} \\
& =x_{s}+k_{d} l \delta_{x}+\sigma_{x} E\left\{{ }_{p} B_{x}(l)-\frac{k_{b} l}{L}{ }_{p} B_{x}(L)\right\} \\
& =x_{s}+k_{d} l \delta_{x}+\sigma_{x} E\left\{{ }_{p} B_{x}(l)\right\}-\frac{k_{b} l}{L} E\left\{{ }_{p} B_{x}(L)\right\} \\
& =x_{s}+k_{d} l \delta_{x} \tag{6}
\end{align*}
$$

where we have used $E\left\{{ }_{p} B_{x}(l)\right\}=0$ for $l=0,1, \ldots, L$. For $k_{d}=1$ and $\delta_{x}>0$, the mean $m_{p x}(l)$ in (6) increases linearly with the position index $l$, which means that the process ${ }_{p} x(l)$ is neither strict-sense stationary nor wide-sense stationary. This can be attributed to the drift of the path, which establishes the dependency of the mean $m_{p x}(l)$ upon the position index $l$. If the drift does not exist, i.e., $k_{d}=0$, then the mean $m_{p x}(l)$ equals the starting length $x_{s}$.

## C. Autocorrelation Function of ${ }_{p} x(l)$

The expectation $E\left\{{ }_{p} x\left(l_{i}\right)_{p} x\left(l_{j}\right)\right\}$ equals the ACF $r_{p{ }_{p} x}\left(l_{i}, l_{j}\right)$ of the process ${ }_{p} x(l)$ at the position indices $l_{i}$ and $l_{j}$. It can be shown (see Appendix A) that

$$
\begin{align*}
r_{p x_{p} x}\left(l_{i}, l_{j}\right) & =m_{p x}\left(l_{i}\right) m_{p x}\left(l_{j}\right)+\sigma_{x}^{2}\left(r_{p B_{x} B_{x}}^{c}\left(l_{i}, l_{j}\right)\right. \\
& -\frac{k_{b} l_{j}}{L} r_{p B_{x p} B_{x}}^{c}\left(l_{i}, L\right)-\frac{k_{b} l_{i}}{L} r_{p B_{x} B_{x}}^{c}\left(L, l_{j}\right) \\
& \left.+\frac{k_{b}^{2} l_{i} l_{j}}{L^{2}} r_{p B_{x p} B_{x}}^{c}(L, L)\right) \tag{7}
\end{align*}
$$

where the autocovariance function $r_{p B_{x}{ }_{p} B_{x}}^{c}\left(l_{i}, l_{j}\right)$ is given by ${ }^{4}$ (5). The ACF $r_{p} x_{p} x\left(l_{i}, l_{j}\right)$ in (7) cannot be written as a function of the difference $l_{d}=l_{i}-l_{j}$, which confirms that ${ }_{p} x(l)$ is not wide-sense stationary.

An important special case occurs if we set one of the arguments of the ACF in (7) to 0 . In this case, (7) reduces to the following expression

$$
\begin{align*}
r_{p x_{p} x}\left(0, l_{j}\right) & =m_{p x}(0) m_{p x}\left(l_{j}\right)+\sigma_{x}^{2}\left(r_{p B_{x p} B_{x}}^{c}\left(0, l_{j}\right)\right. \\
& \left.-\frac{k_{b} l_{j}}{L} r_{p B_{x p} B_{x}}^{c}(0, L)\right) \\
& =m_{p x}(0) m_{p x}\left(l_{j}\right) \\
& =x_{s}\left(x_{s}+k_{d} l_{j} \delta_{x}\right) \tag{8}
\end{align*}
$$

where we have used $r_{p B_{x_{p} B_{x}}}^{c}\left(0, l_{j}\right)=r_{p B_{x} B_{x}}^{c}(0, L)=0$. The recent reduction originates from the fact that $\min \left(0, l_{j}\right)=$ 0 in (5) forces $r_{p B_{x} B_{x}}^{c}\left(0, l_{j}\right)$ to 0 . With the same token, it can be shown that $r_{p} y_{p} y\left(0, l_{j}\right)=m_{p y}(0) m_{p y}\left(l_{j}\right)$, from which it can be concluded that the correlation between the starting point and any heading point is determined by the product of

[^2]the corresponding mean values. If one of the mean values is zero, no correlation exists. It can also be shown that if the bridge is fully established, i.e., $k_{b}=1$, then $r_{p x_{p} x}\left(L, l_{j}\right)=$ $r_{p x_{p} x}\left(l_{j}, L\right)=m_{p x}(L) m_{p x}\left(l_{j}\right)$. In this case, the correlation between the terminating point and its posterior points is also determined by the product of the corresponding mean values.

## D. Variance of ${ }_{p} x(l)$

The variance $\sigma_{p x}^{2}(l)$ of the process $p x(l)$ is computed as follows

$$
\begin{align*}
\sigma_{p x}^{2}(l) & =r_{p x_{p} x}(l, l)-m_{p x}^{2}(l) \\
& =\sigma_{x}^{2}\left(r_{p B_{x p} B_{x}}^{c}(l, l)-2 \frac{k_{b} l}{L} r_{p B_{x p} B_{x}}^{c}(l, L)\right. \\
& \left.+\frac{k_{b}^{2} l^{2}}{L^{2}} r_{p B_{x p} B_{x}}^{c}(L, L)\right) \tag{9}
\end{align*}
$$

It can be shown that the variance $\sigma_{p}^{2} x(l)$ of the process ${ }_{p} x(l)$ in (9) is a monotonically increasing function in $p$. This is intuitively due to the fact that the integration over the standard BF increases the correlation between the random components. Furthermore, it can be verified that $\lim _{l \rightarrow 0} \sigma_{p x}^{2}(l)=0$. Analogously, one can write $\lim _{l \rightarrow 0} \sigma_{p y}^{2}(l)=0$. The two recent limits state that the randomness of the points near the starting point $\left({ }_{p} x(0),{ }_{p} y(0)\right)$ (or equivalently $\left(x_{s}, y_{s}\right)$ ) tends to zero. The randomness of the terminating point $\left({ }_{p} x(L),{ }_{p} y(L)\right)$ and the points in its close vicinity, however, do not vanish, as the limit

$$
\begin{align*}
\lim _{l \rightarrow L} \sigma_{p x}^{2}(l) & =\sigma_{x}^{2}\left(1-k_{b}\right)^{2} r_{p B_{x p} B_{x}}^{c}(L, L) \\
& =\sigma_{x}^{2}\left(1-k_{b}\right)^{2} \sigma_{p B_{x}}^{2}(L) \tag{10}
\end{align*}
$$

is in general not equal to 0 . If $k_{b} \rightarrow 1$, then $\lim _{l \rightarrow L} \sigma_{p x}^{2}(l)=0$. It is also worth mentioning that the result in (10) is equal to the parameter $\sigma_{D_{d}}^{2}$ of the Rayleigh distributed distance $D_{d}$ between the terminating point $\left({ }_{p} x(L),{ }_{p} y(L)\right)$ and the destination point $\left(x_{d}, y_{d}\right)$, which opens an alternative way to proof Theorem 1 of Part I [16]. We also remark that the variance $\sigma_{p x}^{2}(l)$ of the process ${ }_{p} x(l)$ is very useful for adjusting the standard deviation $\sigma_{x}$ as one of the important model parameters (see Section V-B in [16]).

## IV. Spatial Characteristic of the Trajectory ${ }_{p} \mathcal{T}$

This section deals with the spatial processes, which consist of the elements ${ }_{p} x(l)$ and ${ }_{p} y(l)$ of the trajectory ${ }_{p} \mathcal{T}$ along the $x$ - and $y$-axis.

## A. Spatial Increment Process

Let the complex process ${ }_{p} s(l)={ }_{p} s_{x}(l)+j_{p} s_{y}(l)(l=$ $1,2, \ldots, L)$ define the spatial increment process of the trajectory ${ }_{p} \mathcal{T}$, where ${ }_{p} s_{x}(l)={ }_{p} x(l)-{ }_{p} x(l-1)$ and ${ }_{p} s_{y}(l)=$ ${ }_{p} y(l)-{ }_{p} y(l-1)$ are the increments along the $x$ - and $y$-axis, respectively, and $j=\sqrt{-1}$.
Theorem 1. The spatial increment ${ }_{p} s(l)$ follows the complex Gaussian distribution of the form $C N\left(\boldsymbol{m}_{p s}, \boldsymbol{C}_{p s}\right)$, where $\boldsymbol{m}_{p s}=\left[k_{d} \delta_{x}, k_{d} \delta_{y}\right]^{T}$,

$$
\begin{gather*}
\boldsymbol{C}_{p s}=\left(\begin{array}{cc}
\sigma_{p s_{x}}^{2}(l) & 0 \\
0 & \sigma_{p s_{y}}^{2}(l)
\end{array}\right)  \tag{11}\\
\sigma_{p s_{x}}^{2}(l)=\sigma_{x}^{2}\left(r_{p B_{x} B_{p} B_{x}}^{c}(l, l)+r_{p B_{x} B_{x}}^{c}(l-1, l-1)\right. \\
+ \\
+\frac{k_{b}^{2}}{L^{2}} r_{p B_{x p} B_{x x}}^{c}(L, L)-2 r_{p B_{x} B_{p}}^{c}(l, l-1)  \tag{12}\\
\left.-\frac{2 k_{b}}{L} r_{p B_{x} B_{x}}^{c}(l, L)+\frac{2 k_{b}}{L} r_{p B_{x} p B_{x}}^{c}(l-1, L)\right)
\end{gather*}
$$

and $\sigma_{p s_{y}}^{2}(l)$ can be obtained from (12) by replacing the superscript $x$ by $y$.

## Proof: See Appendix B

From Theorem 1, it can be concluded that the spatial increment process ${ }_{p} s(l)$ is not strict-sense stationary, as its first-order density $C N\left(\boldsymbol{m}_{p s}, \boldsymbol{C}_{p s}\right)$ varies in $l$. The spatial increment process ${ }_{p} s(l)$ is very useful for deriving the AOM process and the incremental travelling length process of the path ${ }_{p} \mathcal{T}$, as will be shown in the next two subsections.

## B. AOM Process

The $\mathrm{AOM}_{p} \alpha^{v}(l)$ process, defined as

$$
\begin{align*}
{ }_{p} \alpha^{v}(l) & =\arctan \left(\frac{{ }_{p} y(l)-{ }_{p} y(l-1)}{p_{p} x(l)-{ }_{p} x(l-1)}\right) \\
& =\arctan \left(\frac{p s_{y}(l)}{s_{x}(l)}\right) \tag{13}
\end{align*}
$$

can be considered as the phase of the spatial increment process $p_{p}(l)$.

Corollary 1. The first-order density $p_{p} \alpha^{v}\left(\alpha^{v} ; l\right)$ of the $A O M$ process ${ }_{p} \alpha^{v}(l)$ in (13) is given by the following expression

$$
\begin{align*}
p_{p \alpha^{v}}\left(\alpha^{v} ; l\right) & =\frac{1}{4 \pi g_{1}\left(\alpha^{v} ; l\right) \sigma_{p s_{x}}(l) \sigma_{p s_{y}}(l)} \\
& \times \exp \left\{-\frac{1}{2}\left(\frac{k_{d}^{2} \delta_{x}^{2}}{\sigma_{p s_{x}}^{2}(l)}+\frac{k_{d}^{2} \delta_{y}^{2}}{\sigma_{p}^{2}(l)}\right)\right\} \\
& \times\left(1+\frac{\sqrt{\pi} g_{2}\left(\alpha^{v} ; l\right)}{2 \sqrt{g_{1}\left(\alpha^{v} ; l\right)}} \operatorname{erfc}\left(\frac{-g_{2}\left(\alpha^{v} ; l\right)}{2 \sqrt{g_{1}\left(\alpha^{v} ; l\right)}}\right)\right. \\
& \left.\times \exp \left\{\frac{g_{2}^{2}\left(\alpha^{v} ; l\right)}{4 g_{1}\left(\alpha^{v} ; l\right)}\right\}\right) \tag{14}
\end{align*}
$$

where

$$
\begin{gather*}
g_{1}\left(\alpha^{v} ; l\right)=\frac{1}{2}\left(\frac{\cos ^{2}\left(\alpha^{v}\right)}{\sigma_{p s_{x}}^{2}(l)}+\frac{\sin ^{2}\left(\alpha^{v}\right)}{\sigma_{p s_{y}}^{2}(l)}\right)  \tag{15}\\
g_{2}\left(\alpha^{v} ; l\right)=k_{d}\left(\frac{\delta_{x} \cos \left(\alpha^{v}\right)}{\sigma_{p s_{x}}^{2}(l)}+\frac{\delta_{y} \sin \left(\alpha^{v}\right)}{\sigma_{p s_{x}}^{2}(l)}\right) \tag{16}
\end{gather*}
$$

and $\operatorname{erfc}(\cdot)$ stands for the complementary error function [33] p. 887].

Proof: With reference to Theorem 1, the spatial increment ${ }_{p} s(l)$ follows the complex Gaussian distribution of
the form $C N\left(\boldsymbol{m}_{p s}, C_{p s}\right)$. The phase and the envelope of complex Gaussian processes with correlated quadratures and non-identical means (variances) have been studied in [34] and [35]. Herein, the correlation $\rho$ between the inphase and quadrature components of the spatial increment process ${ }_{p} s(l)$ is zero, i.e., $\rho=C_{12}=C_{21}=0$. Starting from the phase distribution of a complex Gaussian distribution with uncorrelated quadratures in [35], Eq. (2)], setting $\rho=0$, and performing some straightforward mathematical manipulations results in (14).

In accordance with the spatial increment process $p s(l)$, the AOM process ${ }_{p} \alpha^{v}(l)$ in (13) is not first-order stationary, as its first-order density $p_{p \alpha^{v}}\left(\alpha^{v} ; l\right)$ in (14) depends on position index $l$. The special case of $p=0$, however, results in a stationary AOM process ${ }_{p} \alpha^{v}(l)$. In this case, it is straightforward to show by means of (5) that the variance $\sigma_{p s_{x}}^{2}(l)$ in (12) reduces to

$$
\begin{equation*}
\sigma_{0 s_{x}}^{2}=\sigma_{x}^{2}\left(1+\frac{k_{b}^{2}}{L}-2 \frac{k_{b}}{L}\right) \tag{17}
\end{equation*}
$$

which does not change in $l$, stopping the variations of $p_{p \alpha^{v}}\left(\alpha^{v} ; l\right)$ in $l$ as well (see (14)-(16). Another stationary case occurs if we decrease the variances $\sigma_{x}^{2}$ and $\sigma_{y}^{2}$ towards zero. In this case, $p_{p} \alpha_{l}^{v}\left(\alpha^{v} ; l\right)$ in (14) tends to the delta function located at $\alpha^{v}=\arctan \left(\delta_{y} / \delta_{x}\right)$, which is independent of $l$. Notice that $\arctan \left(\delta_{y} / \delta_{x}\right)$ indicates the general drift of the path ${ }_{p} \mathcal{T}$ in (11).

An important property of the $\mathrm{AOM}_{p} \alpha^{v}(l)$ of the proposed trajectory model is that ${ }_{p} \alpha^{v}(l)$ is in general not uniformly distributed. The non-uniform distribution of the AOM has also been reported from the real-world tracing in [17]. Nonetheless, under special conditions, the first-order density $p_{p \alpha^{v}}\left(\alpha^{v} ; l\right)$ in (14) can be simplified to a constant value, indicating that the $\mathrm{AOM}{ }_{p} \alpha^{v}(l)$ is uniformly distributed. Notice that the uniform distribution of the AOM is one of the widely made assumptions in the synthetic mobility models proposed in the literature, which is, however, not necessarily true.

## C. Incremental Travelling Length Process

The incremental travelling length process ${ }_{p} d(l)$ is defined by the following expression

$$
\begin{align*}
{ }_{p} d(l) & =\sqrt{\left({ }_{p} x(l)-{ }_{p} x(l-1)\right)^{2}+\left({ }_{p} y(l)-{ }_{p} y(l-1)\right)^{2}} \\
& =\sqrt{{ }_{p} s_{x}^{2}(l)+{ }_{p} s_{y}^{2}(l)} \tag{18}
\end{align*}
$$

which is the envelope of the spatial increment process ${ }_{p} s(l)$.
Corollary 2. The first-order density $p_{p d}(d ; l)$ of the incremen-
tal travelling length process ${ }_{p} d(l)$ equals

$$
\begin{align*}
p_{p d}(d ; l) & =\frac{d}{\sigma_{p s_{x}}(l) \sigma_{p s_{y}}(l)} \exp \left\{-\frac{\sigma_{p s_{x}}^{2}(l)+\sigma_{p s_{y}}^{2}(l)}{4 \sigma_{p s_{x}}^{2}(l) \sigma_{p s_{y}}^{2}(l)} d^{2}\right. \\
& \left.-\frac{k_{d}^{2}\left(\delta_{x}^{2} \sigma_{p s_{y}}^{2}(l)+\delta_{y}^{2} \sigma_{p s_{x}}^{2}(l)\right)}{2 \sigma_{p s_{x}}^{2}(l) \sigma_{p s_{y}}^{2}(l)}\right\} \sum_{n=0}^{\infty} \varepsilon_{n} \\
& \times \cos \left(n g_{3}(l)\right) I_{n}\left(\frac{\sigma_{p s_{x}}^{2}(l)-\sigma_{p s_{y}}^{2}(l)}{4 \sigma_{p s_{x}}^{2}(l) \sigma_{p s_{y}}^{2}(l)} d^{2}\right) \\
& \times I_{2 n}\left(\frac{k_{d} \sqrt{\delta_{x}^{2} \sigma_{p s_{y}}^{4}(l)+\delta_{y}^{2} \sigma_{p s_{x}}^{4}(l)}}{\sigma_{p s_{x}}^{2}(l) \sigma_{p s_{y}}^{2}(l)} d\right) \tag{19}
\end{align*}
$$

where

$$
\begin{equation*}
g_{3}(l)=2 \arccos \left(\frac{\delta_{x} \sigma_{p s_{y}}^{2}(l)}{\sqrt{\delta_{x}^{2} \sigma_{p s_{y}}^{4}(l)+\delta_{y}^{2} \sigma_{p s_{x}}^{4}(l)}}\right) \tag{20}
\end{equation*}
$$

and $I_{n}(\cdot)$ denotes the nth order modified Bessel function of the first kind [33] p. 629]. The parameter $\varepsilon_{n}$ stands for the Neumann factor [36], which equals 1 for $n=0$, and 2 for $n=1,2, \ldots$

Proof: Following the discussion provided in the proof of Corollary 1 , setting $\rho=0$ in the envelope distribution in [35, Eq. (1)], and applying simple mathematical manipulations give the PDF in 19.

It has been shown in [35] that the infinite series in 19) is convergent. It is also not difficult to verify that $\forall p, \lim _{d \rightarrow \infty} p_{p d(l)}(d ; l) \rightarrow 0$. This means that the probability of jumping far from $\left({ }_{p} x(l-1),{ }_{p} y(l-1)\right)$ to $\left({ }_{p} x(l),{ }_{p} y(l)\right)$ tends to zero for all $p=0,1, \ldots$, which is a prerequisite for a realistic path model. An important property of the PDF $p_{p} d(d ; l)$ in 19) is its dependency on $l$, which allows us to conclude that the incremental travelling length process ${ }_{p} d(l)$ in 18 is in general non-stationary in the strict sense. Analogously to the discussion in Section IV-B this dependency can be relaxed by setting $p=0$. In this case, $\sigma_{p s_{x}}^{2}(l)$ is given by 17), which makes $p_{p} d(d ; l)$ in 19) independent of $l$.

Another important special case is attained if $\sigma_{x}=\sigma_{y}=\sigma_{0}$ and $\delta_{x}=\delta_{y}=\delta_{0}$. In this case, the PDF $p_{p} d(d ; l)$ in 19) reduces to the Rice distribution of the following form

$$
\begin{equation*}
p_{p d}(d ; l)=\frac{d}{\sigma_{p s_{x}}^{2}(l)} \exp \left\{-\frac{2 k_{d}^{2} \delta_{0}^{2}+d^{2}}{2 \sigma_{p s_{x}}^{2}(l)}\right\} I_{0}\left(\frac{k_{d} \delta_{0} \sqrt{2}}{\sigma_{p s_{x}}^{2}(l)} d\right) \tag{21}
\end{equation*}
$$

It is worth mentioning that the Rice distribution above is not a function of $l$ if $p=0$. Given this special case, the mean $m_{0 d}$ and the variance $\sigma_{0 d}^{2}$ of the Rician distributed incremental travelling length ${ }_{0} d(l)$ is obtained by (see, e.g., [37, p. 28])

$$
\begin{equation*}
m_{0 d}=\sigma_{0 s_{x}}^{2} \sqrt{\frac{\pi}{2}}{ }_{1} F_{1}\left(-\frac{1}{2} ; 1 ;-\frac{k_{d}^{2} \delta_{0}^{2}}{\sigma_{0}^{2} s_{x}}\right) \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{o d}^{2}=2 \sigma_{o s_{x}}^{2}+2 k_{d}^{2} \delta_{0}^{2}-m_{o d}^{2} \tag{23}
\end{equation*}
$$

respectively, where the function ${ }_{p} F_{q}\left(a_{1}, \ldots, a_{p} ; b_{1}, \ldots, b_{q} ; x\right)$ stands for the generalized hypergeometric function [33, p . 1010].

If the drift component does not exist, i.e., $k_{d}=0$, the PDF $p_{p d}(d ; l)$ in 19) is simplified to the Nakagami-q distribution of the form

$$
\begin{align*}
& p_{p} d \\
&(d ; l)=\frac{d}{\sigma_{p s_{x}}(l) \sigma_{p s_{y}}(l)} \exp \left\{-\frac{\sigma_{p s_{x}}^{2}(l)+\sigma_{p s_{y}}^{2}(l)}{4 \sigma_{p s_{x}}^{2}(l) \sigma_{p s_{y}}^{2}(l)} d^{2}\right\}  \tag{24}\\
& \times I_{0}\left(\frac{\sigma_{p s_{x}}^{2}(l)-\sigma_{p s_{y}}^{2}(l)}{4 \sigma_{p s_{x}}^{2}(l) \sigma_{p s_{y}}^{2}(l)} d^{2}\right)
\end{align*}
$$

which has been reported, e.g., in [37]-[39].

## D. Overall Travelling Length

The overall travelling length ${ }_{p} D$ can be obtained by the sum of all incremental lengths ${ }_{p} d(l)$, i.e., ${ }_{p} D=\sum_{l=1}^{L}{ }_{p} d(l)$. Even if $L \rightarrow \infty$, none of the central limit theorems (CLT) of Lindeberg-Lévy and Lyapunov can be applied, as the incremental lengths ${ }_{p} d(l)$ are neither identically distributed, nor independently. The correlation between the components is also not low enough to be neglected. However, the case $p=0$ results in identically distributed incremental lengths ${ }_{0} d(l)$ (see Section IV-C). For such a special case, the CLT for correlated random variables [40] can be invoked. To provide a closed-form solution for the overall travelling length ${ }_{p} D$, we focus on the special case discussed in Section IV-C, where the first-order density $p_{0 d}(d ; l)=p_{0 d}(d)$ follows the Rice distribution. Consequently, the CLT for correlated random variables permits us to conclude that the travelling length ${ }_{0} D$ is a normally distributed random variable of the form $N\left(L m_{0 d}, L \sigma_{0 d}^{2}\right)$, where the mean $m_{0 d}$ and the variance $\sigma_{0 d}^{2}$ are given by (22) and 23), respectively. This distribution can often be seen in dense and crowded areas, such as shopping centres and airports [21]- 27$]^{5}$. In Section VI the simulation results show that for $p \geq 1$, the travelling length ${ }_{p} D$ follows closely the log-normal distribution, which has been widely addressed in the literature [17]-[20].

## V. Special Cases

As discussed in the first part of our paper, the primitive $p=0$ allows erratic paths with sudden changes of direction. However, the higher primitives $p>0$ result in relatively smooth paths. The level of smoothness increases by increasing $p$. From these two major categories, we choose $p=0$ and $p=1$ to further simplify some of the statistical properties of the process ${ }_{p} x(l)$. We also assume the full bridge scenario, i.e., $k_{b}=1$, in the presence of a drift component, i.e., $k_{d}=1$. This allows us to get a better understanding of the behaviour of ${ }_{p} x(l)$.

[^3]
## A. The Zeroth Primitive $p=0$

The mean $m_{0} x(l)$ in (6) is independent of $p$ and remains equal to $x_{s}+l \delta_{x}$. The autocovariance function $r_{0}^{c} B_{x 0} B_{x}\left(l_{i}, l_{j}\right)$ in (5) of the standard BF simplifies to $\min \left(l_{i}, l_{j}\right)$, which complies with the result, e.g., in [31]. Subsequently, the ACF $r_{0 x_{0} x}\left(l_{i}, l_{j}\right)$ in (7) reduces to

$$
\begin{align*}
r_{0 x_{0} x}\left(l_{i}, l_{j}\right) & =m_{0 x}\left(l_{i}\right) m_{0 x}\left(l_{j}\right) \\
& +\sigma_{x}^{2}\left(\min \left(l_{i}, l_{j}\right)-\frac{l_{i} l_{j}}{L}\right) \tag{25}
\end{align*}
$$

By setting $l_{i}=l_{j}=l$ and subtracting the means' product, one can obtain the variance $\sigma_{0 x}^{2}(l)$ of the process ${ }_{0} x(l)$ by means of the following equation

$$
\begin{equation*}
\sigma_{0 x}^{2}(l)=\sigma_{x}^{2} l\left(1-\frac{l}{L}\right) \tag{26}
\end{equation*}
$$

The function above has a concave shape with a peak at $\sqrt{6} l=$ $L / 2$ and two zeros at $l=0$ and $l=L$. The value $\sigma_{0 x \max }^{2}$ of the peak then becomes $\sigma_{0 x \text { max }}^{2}=\sigma_{0 x}^{2}(L / 2)=\sigma_{x}^{2} L / 4$. Furthermore, the spatial increment ${ }_{0} s_{x}(l)$ follows the Gaussian distribution of the form $N\left(\delta_{x}, \sigma_{0 s_{x}}^{2}(l)\right)$, where

$$
\begin{equation*}
\sigma_{0 s_{x}}^{2}(l)=\sigma_{x}^{2}\left(1-\frac{1}{L}\right) \tag{27}
\end{equation*}
$$

is the simplified version of (12) after setting $p=0$ and $k_{b}=1$. The variance $\sigma_{0 s_{x}}^{2}(l)$ in (27) can also be considered as the special case, $k_{b}=1$, of its more general form in 17).

## B. The First Primitive $p=1$

In this case, the path can be attained by substituting the outcomes of the integrated (once) BF in (1). The mean $m_{1 x}(l)$ remains equal to $x_{s}+l \delta_{x}$. The auto-covariance function $r_{1 B_{x 1} B_{x}}^{c}\left(l_{i}, l_{j}\right)$ in (5) of the integrated BF reduces to

$$
\begin{align*}
r_{1 B_{x 1} B_{x}}^{c}\left(l_{i}, l_{j}\right) & =l_{i} l_{j} \min \left(l_{i}, l_{j}\right)-\frac{l_{i}+l_{j}}{2}\left(\min \left(l_{i}, l_{j}\right)\right)^{2} \\
& +\frac{1}{3}\left(\min \left(l_{i}, l_{j}\right)\right)^{3} . \tag{28}
\end{align*}
$$

For the special case of $l_{i}=l_{j}$, the auto-covariance function above becomes $l^{3} / 3$, which agrees with the variance $\sigma_{1 B}^{2}(l)$ in (4) and that of reported, e.g., in [31]. The simplification of the variance $\sigma_{1 x}^{2}(l)$ in $\sqrt{9}$ to

$$
\begin{equation*}
\sigma_{1 x}^{2}(l)=\sigma_{x}^{2} \frac{l^{2} L}{3}\left(1-\frac{l}{L}\right)^{2} \tag{29}
\end{equation*}
$$

is also very helpful to confirm its concave shape in $l$. The peak of the curve is again at $l=L / 2$, whereas the zeros are located at $l=0$ and $l=L$. The value $\sigma_{1 x \max }^{2}$ of the peak equals $\sigma_{1 x \max }^{2}=\sigma_{1 x}^{2}(L / 2)=\sigma_{x}^{2} L^{3} / 48$. Notice that for a given value of $\sigma_{x}^{2}$ and for large values of $L \gg 1$, the maximum variance $\sigma_{1 x \text { max }}^{2}$ of the process ${ }_{1} x(l)$ is significantly greater than that of ${ }_{0} x(l)$, i.e., $\sigma_{0 x \max }^{2}$ (see Section $V-A$ ). It is worth mentioning that for higher values of $p$, the peak is not at $L / 2$ anymore. For $p \geq 2$, the position of the peak has a mild tendency to the terminating position variable, i.e.,

[^4]$l=L$. Furthermore, despite the apparent similarity between $\sigma_{1 x}^{2}(l)$ in 29) and $\sigma_{0 x}^{2}(l)$ in 26, a general extension to higher values of $p$ cannot be found. For instance, the variance $\sigma_{2 x}^{2}(l)$ associated with the primitive $p=2$ becomes
\[

$$
\begin{equation*}
\sigma_{2 x}^{2}(l)=\sigma_{x}^{2} \frac{l^{2} L}{60}\left(1-\frac{l}{L}\right)^{2}\left(-l^{2}+6 L l+3 L^{2}\right) \tag{30}
\end{equation*}
$$

\]

which has less similarity to (26) and (29). Nevertheless, the zeros of $\sigma_{2 x}^{2}(l)$ in (30) are still at $l=0$ and $l=L / 2$, while its maximum occurs at the nearest natural number to $0.55 L$.

## VI. Numerical Results

Herein, we illustrate the statistical properties of the reference (path) model. We have also obtained these properties by means of simulation results. This means that we have generated a large enough number of realizations of the path by following the procedure described in Section V-A of Part I. Then, we have derived the statistical properties of the simulation model. An excellent match between the analytical and simulation results have been observed. Due to the similarity of the statistical properties of the reference model and the simulation model, we, nevertheless, omit to show those of the simulation model herein. In accordance with the simulation results presented in Part I of our paper, the starting point $\left(x_{s}, y_{s}\right)$ is set to the origin of the Cartesian coordinate system, i.e., $(0 \mathrm{~m}, 0 \mathrm{~m})$, whereas the destination point $\left(x_{d}, y_{d}\right)$, if any, is set to $(50 \mathrm{~m}, 50 \mathrm{~m})$. The number of points $L$ is 100. The maximum standard deviation $\sigma_{p x \max }$ along the $x$ axis is supposed to be equal to the one along the $y$-axis, i.e, $\sigma_{p x \max }=\sigma_{p y \max }=\sigma_{\max }$. The only exception is where we plot the ACF $r_{p x_{p} x}\left(l_{i}, l_{j}\right)$ of the path ${ }_{0} \mathcal{T}$, which will be discussed later. Owing to space restrictions, we focus only on a special case in which the bridge to the destination point is fully established, i.e., $k_{b}=1$, and the drift component is available, i.e., $k_{d}=1$. The values of the primitive $p$ is displayed in the figures and/or their captions.

Figs. 1.3 depict the ACF $r_{p x_{p} x}\left(l_{i}, l_{j}\right)$ of ${ }_{p} x(l)$ in 71 for different values of the primitive $p$. To show the effect of the primitive $p$ on $r_{p x_{p} x}\left(l_{i}, l_{j}\right)$, we have used the same standard deviation $\sigma_{x}=\sigma_{y}=2 \mathrm{~m}$ to plot the three figures. This results in completely different maximum standard deviations $\sigma_{p x \max }$ of the process $p x(l)$ (see Section V-B). The first common observation in the three figures is that the ACF $r_{p x_{p} x}\left(l_{i}, l_{j}\right)$ varies in position index $l$, which indicates that the process ${ }_{p} x(l)$ is non-stationary. The second one is that $r_{p} x_{p} x\left(l_{i}, 0\right)=r_{p x_{p} x}\left(0, l_{j}\right)=0$, which agrees with the discussion provided in Section 【II-C The third observation is that the three figures are symmetric with respect to the line represented by $l_{i}=l_{j}$. Fig. 1 shows that the maximum correlation occurs at $l_{i}=l_{j}=L$, i.e., at the terminating point. This can be attributed to the fact that most of the contribution to the correlation between the samples of ${ }_{0} x(l)$ is given by its drift component. As a result, the highest value of the curve occurs at $l_{i}=l_{j}=L$, where the mean value of the samples is maximum. Notice that the correlation between the random components of ${ }_{0} x(l)$ is relatively low, as the non-overlapping increments of the standard BF are independent (see Section

III of Part I). As opposed to this, integrating over the standard $\mathrm{BF}(p>0)$ adds greatly to the correlation between the random components of ${ }_{0} x(l)$. In this case, the contribution of the drift component to the correlation between the samples of ${ }_{0} x(l)$ is in minority. This can be observed in Figs. 2 and 3 in which the maximum correlation occurs at (about) $l_{i}=l_{j}=L / 2$, where the variance $\sigma_{p x}^{2}(l)$ is also maximum (see Section V-B).

The variance $\sigma_{x}^{2}(l)$ of the process ${ }_{p} x(l)$ in (9) is demonstrated in Figs. 4 and [5] In accordance with Figs. 1-3, we remain on the assumption of $\sigma_{x}=\sigma_{y}=2 \mathrm{~m}$. Fig. 4 shows the variance $\sigma_{p x}^{2}(l)$ for different values of $p$. As discussed in Section III-D $\sigma_{p x \max }$ is a monotonically increasing function in $p$. The significant increase in $\sigma_{p x \max }$ is the result of integrating over the BF. Referring to Fig. 4 for $p$ equals 0 and 1 , the maximum variance $\sigma_{p x \max }$ occurs at $l=50$. For $p=2$, the peak position, however, moves to $l=55$, which verifies the mild tendency of the peak position to the terminating point (see Section V-B). Fig. 5 illustrates the variance $\sigma_{2 x}^{2}(l)$ in (9) for different values of the bridge parameter $k_{b}$. Herein, we have set the maximum standard deviation to $\sigma_{\max }=\sigma_{2 x \max }=10 \mathrm{~m}$. The importance of the figure is to show the position of the maximum variance. If $k_{b}=1$, the variance $\sigma_{2 x}^{2}(l)$ is a concave function given by (30) with a peak at $l=50$. For $k_{b}=0$, the variance $\sigma_{2 x}^{2}(l)$ in (9) turns to $\sigma_{2 x}^{2}(l)=\sigma_{x}^{2} l^{5} / 20$, which is a monotonically increasing function in $l$. Therefore, the maximum occurs at $l=100$. Finally, if $0<k_{b}<1$, the variance $\sigma_{2 x}^{2}(l)$ is a combination of a concave and convex function as shown in Fig. 5] The combined form of $\sigma_{2 x}^{2}(l)$ in the recent case can describe the special configuration of the path shown in Fig. 11 of Part I, where the trajectory first turns (as a result of the concave part of $\left.\sigma_{2 x}^{2}(l)\right)$ around the starting point and then leaves (as a result of the increasing tail of $\left.\sigma_{2 x}^{2}(l)\right)$ the close vicinity of the starting point. Notice that the curves shown in Fig. 5 show the variances of the paths along the $x$-axis shown in Figs. 3, 10, and 11 of Part I.


Fig. 1. The ACF $r_{0} x_{0} x\left(l_{i}, l_{j}\right)$ in 7. The model parameters are $k_{d}=1$, $k_{b}=1$, and $\sigma_{x}=\sigma_{y}=2 \mathrm{~m}$.


Fig. 2. The ACF $r_{1 x_{1} x}\left(l_{i}, l_{j}\right)$ in 7. The model parameters are $k_{d}=1$, $k_{b}=1$, and $\sigma_{x}=\sigma_{y}=2 \mathrm{~m}$.


Fig. 3. The ACF $r_{2 x_{2} x}\left(l_{i}, l_{j}\right)$ in (7). The model parameters are $k_{d}=1$, $k_{b}=1$, and $\sigma_{x}=\sigma_{y}=2 \mathrm{~m}$.


Fig. 4. The variance $\sigma_{p x}^{2}(l)$ in 9. The model parameters are $k_{d}=1$, $k_{b}=1$, and $\sigma_{x}=\sigma_{y}=2 \mathrm{~m}$.


Fig. 5. The variance $\sigma_{2 x}^{2}(l)$ in 9 . The model parameters are $k_{d}=1, p=2$ and $\sigma_{\max }=10 \mathrm{~m}$.

Figs. 6-8 display the AOM PDF $p_{p} \alpha^{v}\left(\alpha^{v} ; l\right)$ in (14) for different values of $p$. The maximum standard deviation $\sigma_{\max }$ has been set to 10 m along both axes. These figures show the AOM PDFs of the paths shown in Figs. 1-3 of Part I. As can be observed in Fig. 6, the AOM PDF $p_{0} \alpha^{v}\left(\alpha^{v} ; l\right)$ does not vary in position (look at the similarity of the colours along any given value of $\alpha^{v}$ ), which indicates that the AOM process ${ }_{0} \alpha^{v}$ is stationary in this case (see Section (V-B). The stationarity, however, does not hold for $p=1$ and $p=2$, as $p_{p \alpha^{v}}\left(\alpha^{v} ; l\right)$ changes in $l$ (see Figs. 7 and 8). A common observation in Figs. $6 \sqrt[8]{8}$ is that for a given $l$, the peak of $p_{p} \alpha^{v}\left(\alpha^{v} ; l\right)$ is at $\alpha^{v}=\arctan (1)=0.78 \mathrm{rad}$, which agrees with the slope of the drift shown in Figs. 1-3 of Part I. Moreover, by increasing $p$, the variance of the AOM process decreases, which is in line with the observations in Figs. 1-3 of Part I. Furthermore, for $\alpha^{v}=0.78 \mathrm{rad}$, the maximum of $p_{p \alpha^{v}}\left(\alpha^{v} ; l\right)$ occurs at $l=50$ and $l=55$ if $p=1$ and $p=2$, respectively. Finally, as opposed to many proposed mobility models in the literature, herein, the AOM is in general not uniformly distributed, which complies with real-world user tracings reported in [17].


Fig. 6. The AOM PDF $p_{0} \alpha^{v}\left(\alpha^{v} ; l\right)$ in 14. The model parameters are $k_{d}=1, k_{b}=1$, and $\sigma_{\max }=10 \mathrm{~m}$.


Fig. 7. The AOM PDF $p_{1 \alpha^{v}}\left(\alpha^{v} ; l\right)$ in 14. The model parameters are $k_{d}=1, k_{b}=1$, and $\sigma_{\max }=10 \mathrm{~m}$.


Fig. 8. The AOM PDF $p_{2} \alpha^{v}\left(\alpha^{v} ; l\right)$ in 14. The model parameters are $k_{d}=1, k_{b}=1$, and $\sigma_{\max }=10 \mathrm{~m}$.

Figs. 9 and 10 exhibit the incremental travelling length PDF $p_{p d}(d ; l)$ in (19) for $p$ equals 1 and 2, respectively. The model parameters are $k_{d}=1, k_{b}=1$, and $\sigma_{\max }=10 \mathrm{~m}$. The case $p=0$ simplifies $p_{p} d(d ; l)$ in (19) to the Rice distribution (see Section IV-D), which is trivial to be presented here. It is noteworthy that Figs. 9 and 10 show the incremental travelling length PDF $p_{1 d}(d ; l)$ of the paths shown in Figs. 2 and 3 of Part I, respectively. As can be observed from both Figs. 9 and $10, \lim _{d \rightarrow \infty} p_{p} d(l)(d ; l)=0$, which is in agreement with the discussion in Section IV-C] Indeed, as a prerequisite for a realistic path, the proposed path model does not allow far jumps from $\left(x_{l-1}, y_{l-1}\right)$ to $\left(x_{l}, y_{l}\right)$. Furthermore, the variance of the incremental travelling lengths ${ }_{p} d$ decreases by increasing the primitive $p$, which can also be confirmed by the paths shown in Figs. 2 and 3 of Part I. An important observation is that for a given $l$, the maximum $p_{p} d(d ; l)$ occurs slightly after $d=0.5 \mathrm{~m}$. This value can be compared with the contribution of the drift component to (1), which equals $\left(x_{d}-x_{s}\right) / L=0.5 \mathrm{~m}$. Adding the contribution of the random component in (11) to this value, the recent observation in Figs. 9 and 10 can be verified. Eventually, the variations of $p_{p} d(d ; l)$ in


Fig. 9. The incremental travelling length PDF $p_{1} d(d ; l)$ in 19. The model parameters are $k_{d}=1, k_{b}=1$, and $\sigma_{\max }=10 \mathrm{~m}$.


Fig. 10. The incremental travelling length PDF $p_{2}(d ; l)$ in 19. The model parameters are $k_{d}=1, k_{b}=1$, and $\sigma_{\max }=10 \mathrm{~m}$.
$l$ indicate that the incremental travelling length process in (18) is non-stationary in the strict sense.

Figs. 11 and 12 demonstrate the simulated overall travelling length PDF $p_{p D}(d)$ discussed in Section IV-D. The simulation results have been obtained by computing the sum ${ }_{p} D=\sum_{l=1}^{L}{ }_{p} d(l)$ for 50000 realizations of the path ${ }_{p} \mathcal{T}$ and then creating the corresponding histogram by means of 100 equally spaced bins. The model parameters are $k_{d}=1, k_{b}=1$, and $\sigma_{\max }=10 \mathrm{~m}$. For $p=0, p_{0 D}(d)$ follows the Gaussian distribution of the form $N\left(L m_{0 d} d, L \sigma_{0 d}^{2}\right)$ (see Section IV-D). In this regard, Fig. 11 shows the aforementioned Gaussian distribution, which matches excellently the simulation results. As mentioned before, the Gaussian distribution of the travelling length has been reported in empirical studies such as [21][27]. It is also worth mentioning that Fig. 11represents $p_{0} D(d)$ associated with the paths shown in Fig. 1 of Part I. For $p \geq 1$, the overall travelling length $\operatorname{PDF} p_{p D}(d)$ does not result


Fig. 11. The overall travelling length PDF $p_{0} D(d)$ discussed in Section VV-D The model parameters are $k_{d}=1, k_{b}=1$, and $\sigma_{\max }=10 \mathrm{~m}$.


Fig. 12. The overall travelling length $\operatorname{PDF} p_{p} D(d)$ discussed in Section IV-D The model parameters are $k_{d}=1, k_{b}=1$, and $\sigma_{\max }=10 \mathrm{~m}$.
in an analytical closed-form solution. The simulation results, however, can be obtained by the aforementioned procedure. The results shown in Fig. 12, are pertinent to the paths shown in Figs. 2 and 3 of Part I [16]. An important observation from Fig. 12 is that the travelling length $\operatorname{PDF} p_{p D}(d)(p \geq 1)$ follows closely the lognormal distribution, which complies with the results from real-world tracings [17]-[20]. With reference to Fig. 12, by increasing the primitive $p$, both the variance and the mean of the travelling length ${ }_{p} D$ decrease. However, the mean value cannot be less than the travelling length of the straight path. For the considered scenario, the length of the straight path equals $50 \sqrt{2}=70.7 \mathrm{~m}$, for which the corresponding overall travelling length PDF $p_{p} D(d)$ is given by the delta Dirac function of the form $\delta(d-70.7)$. From Fig. 12, it can be confirmed that by increasing $p$, the travelling length PDF $p_{p D}(d)$ tends to that of the straight path, i.e., $\delta(d-70.7)$.

## VII. Conclusion

This second part of our paper has investigated the statistical properties of the trajectory model proposed in the first part. We have studied the spatial mean, variance, and the ACF of the path model. We have also introduced a new process that is called the spatial increment process, for which we have shown that it follows the complex Gaussian distribution with nonidentical means and variances of the quadrature components. From this process, the AOM and the incremental travelling length processes of the path have been derived. We have computed the first-order density of these processes in closed form, showing that the AOM is not uniformly distributed, which agrees with real-world traces reported in the literature. We have also proved that the incremental travelling length includes the Rice and Nakagami-q distributions as special cases. Furthermore, we have computed the overall travelling length by summing up the incremental travelling lengths. Simulation results have shown that depending on the primitive order, the length of the travelling path follows either the Gaussian distribution, or the lognormal distribution, which both have been widely reported in empirical studies. To better highlight the usefulness of the model, the direct comparison of the results with empirical data is considered as a topic for future studies.

## APPENDIX A

DERIVATION OF THE ACF $r_{p x_{p} x}\left(l_{i}, l_{j}\right)$ IN (7)

To compute $E\left\{{ }_{p} x\left(l_{i}\right)_{p} x\left(l_{j}\right)\right\}$, let us recall from (1) that ${ }_{p} x\left(l_{i}\right)=m_{p x}\left(l_{i}\right)+\sigma_{x} W_{x}\left(l_{i}, k_{b}\right)=m_{p x}\left(l_{i}\right)+\sigma_{x}\left({ }_{p} B_{x}\left(l_{i}\right)-\right.$ $\left.\frac{k_{b} l_{i}}{L} p_{x} B_{x}(L)\right)$, where we have replaced $x_{s}+k_{d} l_{i} \delta_{x}$ by the mean $m_{p x}\left(l_{i}\right)$ (see (6). This allows us to compute the ACF

$$
\begin{align*}
& r_{p x_{p} x}\left(l_{i}, l_{j}\right) \text { as follows } \\
& r_{p x_{p} x}\left(l_{i}, l_{j}\right)=E\left\{{ }_{p} x\left(l_{i}\right)_{p} x\left(l_{j}\right)\right\} \\
& =E\left\{\left(m_{p x}\left(l_{i}\right)+\sigma_{x}\left({ }_{p} B_{x}\left(l_{i}\right)-\frac{k_{b} l_{i}}{L}{ }_{p} B_{x}(L)\right)\right)\right. \\
& \left.\times\left(m_{p x}\left(l_{j}\right)+\sigma_{x}\left({ }_{p} B_{x}\left(l_{j}\right)-\frac{k_{b} l_{j}}{L}{ }_{p} B_{x}(L)\right)\right)\right\} \\
& =E\left\{m_{p x}\left(l_{i}\right) m_{p x}\left(l_{j}\right)\right. \\
& +\sigma_{x} m_{p x}\left(l_{i}\right)\left({ }_{p} B_{x}\left(l_{j}\right)-\frac{k_{b} l_{j}}{L}{ }_{p} B_{x}(L)\right) \\
& +\sigma_{x} m_{p x}\left(l_{j}\right)\left({ }_{p} B_{x}\left(l_{i}\right)-\frac{k_{b} l_{i}}{L}{ }_{p} B_{x}(L)\right) \\
& +\quad \sigma_{x}^{2}\left({ }_{p} B_{x}\left(l_{i}\right)-\frac{k_{b} l_{i}}{L}{ }_{p} B_{x}(L)\right) \\
& \left.\times\left({ }_{p} B_{x}\left(l_{j}\right)-\frac{k_{b} l_{j}}{L}{ }_{p} B_{x}(L)\right)\right\} \\
& =m_{p x}\left(l_{i}\right) m_{p x}\left(l_{j}\right) \\
& +\quad \sigma_{x} m_{p x}\left(l_{i}\right) E\left\{{ }_{p} B_{x}\left(l_{j}\right)-\frac{k_{b} l_{j}}{L}{ }_{p} B_{x}(L)\right\} \\
& +\quad \sigma_{x} m_{p x}\left(l_{j}\right) E\left\{{ }_{p} B_{x}\left(l_{i}\right)-\frac{k_{b} l_{i}}{L}{ }_{p} B_{x}(L)\right\} \\
& +\sigma_{x}^{2} E\left\{\left({ }_{p} B_{x}\left(l_{i}\right)-\frac{k_{b} l_{i}}{L}{ }_{p} B_{x}(L)\right)\right. \\
& \left.\times\left({ }_{p} B_{x}\left(l_{j}\right)-\frac{k_{b} l_{j}}{L}{ }_{p} B_{x}(L)\right)\right\} \\
& =m_{p x}\left(l_{i}\right) m_{p x}\left(l_{j}\right) \\
& +\sigma_{x}^{2} E\left\{\left({ }_{p} B_{x}\left(l_{i}\right)-\frac{k_{b} l_{i}}{L}{ }_{p} B_{x}(L)\right)\right. \\
& \left.\times\left({ }_{p} B_{x}\left(l_{j}\right)-\frac{k_{b} l_{j}}{L}{ }_{p} B_{x}(L)\right)\right\} \\
& =m_{p x}\left(l_{i}\right) m_{p x}\left(l_{j}\right)+\sigma_{x}^{2}\left(E\left\{{ }_{p} B_{x}\left(l_{i}\right)_{p} B_{x}\left(l_{j}\right)\right\}\right. \\
& -\frac{k_{b} l_{j}}{L} E\left\{{ }_{p} B_{x}\left(l_{i}\right)_{p} B_{x}(L)\right\} \\
& -\frac{k_{b} l_{i}}{L} E\left\{{ }_{p} B_{x}(L)_{p} B_{x}\left(l_{j}\right)\right\} \\
& \left.+\frac{k_{b}^{2} l_{i} l_{j}}{L^{2}} E\left\{B_{x}^{2}(L)\right\}\right) . \tag{31}
\end{align*}
$$

Finally, using $r_{p B_{x} B_{x}}^{c}(\cdot, \cdot)=E\left\{{ }_{p} B_{x}(\cdot)_{p} B_{x}(\cdot)\right\}$ gives the result in (7).

## Appendix B <br> Proof of Theorem 1

With reference to the path ${ }_{p} \mathcal{T}$ in (11), the increment process ${ }_{p} s_{x}(l)={ }_{p} x(l)-{ }_{p} x(l-1)$ along the $x$-axis can be written as

$$
\begin{align*}
& { }_{p} s_{x}(l)=x_{s}+k_{d} l \delta_{x}+\sigma_{x}\left({ }_{p} B_{x}(l)-\frac{k_{b} l}{L}{ }_{p} B_{x}(L)\right) \\
& -x_{s}-k_{d}(l-1) \delta_{x}-\sigma_{x}\left({ }_{p} B_{x}(l-1)+\frac{k_{b}(l-1)}{L}{ }_{p} B_{x}(L)\right) \\
& =k_{d} \delta_{x}+\sigma_{x}\left({ }_{p} B_{x}(l)-{ }_{p} B_{x}(l-1)-\frac{k_{b}}{L}{ }_{p} B_{x}(L)\right) \tag{32}
\end{align*}
$$

The equation above represents a linear combination of zeromean Gaussian processes plus the constant shift $k_{d} \delta_{x}$. Accordingly, the increment process ${ }_{p} s_{x}(l)$ follows the Gaussian
distribution of the form $N\left(k_{d} \delta_{x}, \sigma_{p s_{x}}^{2}(l)\right)$, where

$$
\begin{align*}
\sigma_{p s_{x}}^{2}(l) & =E\left\{\left(\sigma_{x}\right)^{2}\left({ }_{p} B_{x}(l)-{ }_{p} B_{x}(l-1)-\frac{k_{b}}{L}{ }_{p} B_{x}(L)\right)^{2}\right\} \\
& =\sigma_{x}^{2} E\left\{{ }_{p} B_{x}^{2}(l)+{ }_{p} B_{x}^{2}(l-1)+\frac{k_{b}^{2}}{L^{2}}{ }_{p} B_{x}^{2}(L)\right. \\
& -2{ }_{p} B_{x}(l)_{p} B_{x}(l-1)-\frac{2 k_{b}}{L}{ }_{p} B_{x}(l)_{p} B_{x}(L) \\
& \left.+\frac{2 k_{b}}{L}{ }_{p} B_{x}(l-1)_{p} B_{x}(L)\right\} \\
& =\sigma_{x}^{2}\left(r_{p^{\prime} B_{x}{ }_{p} B_{x}}^{c}(l, l)+r_{p B_{x p} B_{x}}^{c}(l-1, l-1)\right. \\
& +\frac{k_{b}^{2}}{L^{2}} r_{p}^{c} B_{x p} B_{x}(L, L)-2 r_{p}^{c} B_{x p} B_{x}(l, l-1) \\
& \left.-\frac{2 k_{b}}{L} r_{p^{\prime} B_{x p} B_{x}}^{c}(l, L)+\frac{2 k_{b}}{L} r_{p_{p} B_{x} B_{x}}^{c}(l-1, L)\right) .(33) \tag{33}
\end{align*}
$$

With the same token, the increment process ${ }_{p} s_{y}(l)={ }_{p} y(l)-$ ${ }_{p} y(l-1)$ along the $y$-axis follows the Gaussian distribution of the form $N\left(k_{d} \delta_{y}, \sigma_{p s_{y}}^{2}(l)\right)$, where $\sigma_{p s_{y}}^{2}(l)$ is obtained from (33) by replacing the superscript $x$ by $y$. Furthermore, the correlation between the increment processes ${ }_{p} s_{x}(l)$ and ${ }_{p} s_{y}(l)$ is zero, as their structural elements ${ }_{p} B_{x}(l)$ and ${ }_{p} B_{y}(l)$ are statistically independent. Therefore, the spatial increment process ${ }_{p} s(l)={ }_{p} s_{x}(l)+j_{p} s_{y}(l)$ follows the complex Gaussian distribution of the form provided in Theorem 1.
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[^0]:    ${ }^{1}$ For the application in channel modelling, see 28] and [29].
    ${ }^{2}$ Due to the symmetry of the trajectory model, the statistical properties of ${ }_{p} x(l)$ and ${ }_{p} y(l)$ are the same. Therefore, and for fluency reasons, we henceforth avoid repeating the analogy between the essential properties of the path along the $x$ - and $y$-axis.

[^1]:    ${ }^{3}$ According to 30 p. 375], the fist-order density of a process is nothing else than its time-varying PDF in the context of stochastic processes.

[^2]:    ${ }^{4}$ To cope with the discreteness of the position index $l$, one may simply use the equivalent Riemann sum of the integral in 5.

[^3]:    ${ }^{5}$ Notice that most of the related empirical studies concern the speed distribution of mobile users, but not their travelling length. Nevertheless, the time-distance transformation allows us to extend their obtained distribution to that of the travelling length.

[^4]:    ${ }^{6}$ The nearest natural number to $L / 2$ is acceptable as the position index $l$ of the peak.

