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Summary

The vision of pervasive environments is being realized ntloae ever with the
proliferation of services and computing resources locatexlr surrounding envi-
ronments. Identifying those services that deserve thataiteof the user is becom-

ing an increasingly challenging task due to the fact that:

e The increasing number of services can overwhelm the adtewti even the
most educated user. It is, rather, plausible that an arpitrser is not even

aware of the services at his disposal.

e The changes of a user’s preferences and needs, over tindersahe task of

predicting his current services/interests extremelyaliffi

e The result of the interaction of the user with any specifiviseris usually
uncertain. It surely depends on the performance of therlatie low per-
formance services can provoke his dissatisfaction, it isdatory that an ex-
pedient system must be capable of identifying reputabld @isreputable)

services.

The complexity of understanding what services could ber@steng and im-
portant enough to justify disturbing the user is one of thenncaallenges of our
research.

One major aim of this thesis is to demonstrate that the fiefdsbauitous,
unobtrusive and pervasive Computing can substantiallgfiteinom the advances
in the area Learning Automata (LA). In fact, LA can provideaptive learning
capabilities to a wide range of applications in Pervasiven@ating. The success
of the integration of LA and Pervasive Computing in the teegbuld pave the way
towards more research interest in this direction.

From this perspective, in this thesis, we present an adaptiviti-criteria de-
cision making mechanism for recommending relevant sesvicghe mobile user.
In this context, “Relevance” is determined based on a usetdc approach that
combines both the reputation of the service, the user'sotiicontext, the user’s

profile, as well as a record of the history of recommendatins decision making

Xi



mechanism is adaptive in the sense that it is able to copeus#hs’ contexts that
are changing and drifts in the users’ interests, while itdiemeously can track the
reputations of services, and suppress repetitive noiicabased on the history of
the recommendations. In accordance with the multiple dsioers that affect the
decision making process, we have identified a set of enatilarsonstitute the core
modules of our hybrid service provisioning architecturacle of these modules, in

itself, is a contribution in its own right.

In brief, we have devised a Reputation Manager that idestriputable ser-
vices in the presence of a significant ratio of deceptiverraf® While most of
the legacy approaches are vulnerable to the ratio of inatewecommenders, the
Reputation System (RS) that we have proposed has been sadenrdbust to the
undermining effect of inaccurate recommenders. In addittatilizes the power of
Word of Mouth (WoM) communications in an optimal way in thesabce of direct

experience.

Designing a Novelty Checker for suppressing redundanfications involves
solving a fascinating problem of on-line discovery and kmag of noisy Spatio-
Temporal Patterns. In this regard, we have presented a solion to this problem
using the principles of LA. The solution is based on a new karof RWs with
interleaving jumps. Beside the application domain, in sassfe study, we have
also examined the properties of this RW with interleavingps. The results that
we have obtained constitute a significant contribution &fild of Random Walks
(RWs).

With regard to users profiling, we have proposed a method hgtwke can use
a family of Stochastic Learning Weak Estimators (SLWEs)darning and tracking
a user’s time varying interests. Since increasing the iegrspeed of the SLWE is a
problem in itself, we have tackled this issue and reporteditht discretized version
of the SLWE. This discretized weak estimator has the prgpdt it can provide
significant benefits to the Learning Preferences Manager.

Apart from all the above, we have presented an instantiati@ur architecture
for a real-life, day-to-day scenario involving a proactiveation-based application
which provides an ensemble of services. In order to evalhatefficiency of our

design, we have devised an overall simulation frameworkgimulates the func-

xii



tioning of the whole system when all the components are wgrkogether. The
obtained simulation results confirm that our hybrid arattitee avoids flooding the

user with irrelevant information.
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Chapter 1

Introduction

1.1 Introduction

The growing number of ambient services in Pervasive Enui@mis threatens to
overwhelm the human’s attention, raising new challengeshe task of service
selection. Garlan writes:Ificreasingly, the bottleneck in computing is not its disk
capacity, processor speed, or communication bandwidthrdiber the limited re-
source of human attentidfl]. Filtering out irrelevant information has been a focal
concern in a number of studies. The main issue of the resesadrtaken in this
doctoral thesis is to reduce the cognitive load on the usenvitcomes to selecting

services.

The Pervasive Computing paradigm envisages an explosioasolrces, in-
formation and services that fall outside the boundary ofddyeacity of the user’s
attention. It is rational to say that today’s computersrdigtthe user, and that they
can easily be an overwhelming source of interruption antlatison. For example,
how can a user find an “interesting” restaurant from a largfeol candidate restau-
rants? The increasing number of services can overwhelmttéetian of even the
most educated user. It is, rather, plausible that an arpitrser isnot even awaref

the services at his disposal.

We submit that the user needs to be supported in order to déathe almost-
infinite amount of information and services latent in his &nbPervasive Environ-

ment. We thus foresee that the overload of information caavo@ed by means
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of the design ofunobtrusiveapplications that are capable of operating in perva-
sive environments. The reader must observe that avoidiegaad puts stringent
constraints on the system to present to the user only thetskeieces of informa-
tion that are needed and useful in his current context. Bemraystems should also
work towards reducing the interruptions to the human atteni the case of proac-
tive applications. The user does not have an unlimited ttercapacity, and so
should not have to give it to things that do not matter! Siningxpresses it along
the line of Garlan: What information consumes is rather obvious: it consumes th
attention of its recipients. Hence a wealth of informatiosates a poverty of atten-
tion, and a need to allocate that attention efficiently amtreyoverabundance of

information sources that might consumé it.

According to the user-centric paradigm proposed by the Mgse2World Re-
search Forum (WWREF), the service provision should be tagdldo the actual needs
of the user [3]. The I-centric vision promotes personal@gtambient awareness

and adaptability as the core requirements of future sesvice

In the context of service provisioning, since Septemberl2@ite WWRF has
mobilized a significant effort in order to carry out the visiof I-centric communi-
cation. According to the WWRF’s vision, ambient servicesugt be able to adapt
to the needs of the user, so that the user is the center, dnstdamving rigid and
inflexible services thatdre unaware of actual customer needs or situatibRsom
this perspective, the WWRF presents visions for buildinyises based on ana-
lyzing the user’s needs. The system acts on behalf of the aisdrautonomously
reasons about his needs and interprets his intentionsagtee\Computing environ-
ments have to recognize opportunities and take the inéadf notifying the user
if there is a belief that an ambient service is relevant inuber’s current situation.
Environment monitoring and event notification are there®ssential elements. For
example, instead of the user having to manually figure outkvkervices are avail-
able when he moves across different geographical domdesystem can make
autonomous decisions, thus relieving him of the burden arfoal” service selec-
tion. Another example of this is the multimodal adaption ofntent while driving,
such as the automatic reading of received SMS messages.

A number of research studies have focused providing cost&ate service rec-

2



ommendations for mobile users. Context awareness pern@tsytstem to reason
about the user’s current tasks, and to infer his needs insmpalized fashion. While

these studies are enlightening, one of the shortcomingesietistudies is that they
merely rely on the user’s context, combined witktatically-defined user’s interest,
in order to personalize the service recommendation. Exesngdl these techniques
are various nomadic context-aware applications such ast@uide applications

[4] and mobile marketing and advertising applications [$leaplained in Chapter
2.

The user-centric vision promoted by the WWRF has becomedghiecof grow-
ing interest in the research arena. A pioneering recent wasgaeported by Hossain
et al. [6] in which the authors proposed a gain-based media satectechanism.
In this regard, the gains obtained by ambient media serwiee estimated by
combining the media’s reputation, the user’'s context amdutber’s profile. As a
result of such a modeling process, the service selectidnigmowas formulated as
a gain maximization problem. Thereafter, a combinationafm@amic and a greedy
approach was used to solve the problem.

A pertinent study that falls in the same class as our currenk v theDynamos
project [7]. TheDynamosapproach is an example of a context-aware mobile appli-
cation that can be used for recommending relevant servicdgsetuser. In [7], the
authors designed a hybrid recommender system for notifysggs about relevant
services in a context-aware manner. The model is based oara@peer social
functionality model, where the users can generate cordérites and ratings, and
attach them to services, or to the environments. They acepdemitted to share
these with their peers. The attached notes to the environanemlelivered to other
users whenever they are in the spatial vicinity of the esditassociated with the

notes.

A comprehensive study for providing personalized servigessbeen performed
by Naudett al. from Bell Labs [8]. In [8], Naudee¢t al. designed an application for
filtering the TV content provided to users’ mobiles basedhmirtlearned profiles.
The application is based on the use of ontologies to captméent descriptions
as well as the users’ interests. The latter interests anteyim mined using a ded-

icated profiling engine presented in [9], which leveragedcMae Learning (ML)

3



techniques for user profiling. The work reported in [10] préed a system that rec-
ommends vendors’ web pages by measuring the similaritydesiwhe user’s profile
and the vendor’'s web page when the user is in the vicinity efvéndor (seller).
The user’s profile is constructed through mining the histdiyis web log. Another
example of a mobility-aware application is tReIGRIM system that makes use of
the user’s location to recommend relevant web links [11].th@ same vein, the
SMMARTframework dynamically locates products that match the phmapprefer-
ences of the mobile user [5]. Another example isktyeampug12] product, which
is a system developed and implemented by Carnegie Mellovedsity. Mycampus
offers several different types of services including cativare recommender ser-
vices, context-aware message filtering services, comrt@are reminder services,
applications collaboration applications, and commungpgleations. For example,
apart from the system being able to recommend nearby sersim#h as restaurants
or movies, it can remind users about things they need to pseclwhen they are
close to a store. It can also send messages to the user whembehusy. The
Daidalosproject [13] is an example of Hybrid Service Recommenda8gatem.
The platform is composed of two layers which are tightly cected namely, the
Service and Identity management layer, and the user-epeErimanagement layer.
The service and identity management is responsible forcgediscovery and com-
position as well as for the privacy-aware service accesthease of virtual identi-
ties, so as to protect the user’s identity from being rewetdethe service provider.
The layer also performs a ranking of the discovered sendsgeer the main param-
eters which are the context and the user’s preferences. Hidiescof the service can
be made by the user from the ranked list, or, in turn,Daelalossystem can itself

choose, for the user, the service possessing the highésatgastore.

1.2 Motivations and Objectives

1.2.1 Motivations

The thesis focuses on designing an unobtrusive architefduservice provisioning

in pervasive environments. In order to motivate our theseslist the following:
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1. From a high level design perspective, we would like to idem set of en-
ablers that constitute the core components of our hybridl@Eprovisioning
architecture. The latter task involves identifying the tiplé criteria that the
system should consider in order to autonomously decide,etralb of the
user, if an ambient service in the user’s environment desenms attention.
We intend to separate the architecture into a set of coredbgomponents

that correspond to the identified multi-decision baseeaat

2. The identified components of the architecture should be tmbseamlessly
inter-operate in order to guarantee that the service pganigg is “unobtru-
sive” and that it minimizes the distraction of the user’gation. In this sense,
through the thesis, we will study how we can realize the synbetween the
devised architecture components.

3. Most of the reported context-aware recommendation syst not consider
the reputation of the services when issuing recommendatidm order to
ensure that our hybrid recommender system is unobtruse@eed to locate
reputable services. The success of reputation systenfsdskbay) suggests
that there are significant latent benefits in the convergehtieese ideas in

pervasive environments.

4. In order to ensure minimal user distraction, the systemlshboe able to track
the changes in a user’s interests, over time. In fact, ségiicoaches, where
the user manually defines his interest’s domains, are ysoailexpedient as
the user’s needs and interests change over time. Therefopeppriate ML
techniques are needed for adapting to changing interestecbgspicuously

monitoring service usage.

5. Repetitively reissuing the same notification regardimg $ame service or
event is usually regarded as a nuisance to the user’s attemiith regard to
recommender systems, to the best of our knowledge, theigne$suppress-
ing repetitive notifications has not been addressed befidtesiliterature. We

would like to probe into this issue.

6. Most of the reported work in the approaches relevant iz provisioning

5



and RSs rely on uni-dimensional filtering paradigms i.e.simgle-criterion
based methods. In this sense, the latter approaches ustiilg a unique
feature or dimension, (such as the reputation of the sertime similarity
between the service description and the user’s interestseaontext of the
user such as geographical proximity to the service as inafd48S), to assist
it in recommending services to the user from the set of avilservices. As
opposed to this, only few studies have been reported desgjdnyiorid Service
Provisioning Systems which combine multiple aspects amer@ in order to
recommend relevant services to the user. In this thesisnbemtion is to fill
the gap in this area by designing a comprehensive multi-asno@al decision
maker for recommending services to mobile users — one that snly multi-
dimensional but also adaptive by virtue of it utilizing thewerful Al tool,
namely LA.

1.2.2 Objectives

The objective of the thesis are the following:

1. The result of the interaction of the user with any speciéivige is usually
uncertain. It surely depends on the performance of therlatte low per-
formance services can provoke his dissatisfaction, it isdatory that an ex-
pedient system must be capable of identifying reputabld (asreputable)
services. We would like to investigate how the principled.earning Au-
tomata (LA) can be used to design robust Reputation Syst®8s)( The
legacy RSs suffer from many disadvantages that limit tiféaiency, includ-
ing their sensitivity to inaccurate information that mighislead the RS, as
well as an excessive computational complexity. IntegealtiA would lead to
novel contributions in the study of RSs. To the best of oundedge, there
is no existing work in the field of RSs for which the basis is dixe variable
structure LA. Indeed, our aim is to find a strategy by which e merge the
rich fields of LA and RS. In Appendix A, we have addressed theailve

discussed here in greater detail.

2. In an Event Notification System, one can appreciate tipgatedly reissuing

6



the same notification over time could have the effect of obetming the

user’s attention with alerts that do not convey new infororat As a moti-

vating scenario, we focus on an application called the fietidlotification

Service”, where the design requirement imposes the constifaalerting the

user of novel events, and of suppressing notifications fgulee meetings.
The problem can be modeled as one which involves the on-istedery and
tracking of noisy Spatio-Temporal Patterns. To tackle pinablem we intend
to devise an approach based on a new family of Random Walks)RWe

state space of the latter RW includes some interleaving gutingt pose key
challenges when it concerns the analysis of its propertidse theoretical
analysis of this RW has been shown to be a contribution invsmght to the

field of Markov Chains. Therefore, we will attempt, in the gtse to derive
the properties of one such novel RW, and investigate if itis&lsome pos-
sible applications. In Appendices B and E, we have addretssedbjective

discussed here in greater detail.

. The changes of a user’s preferences and needs over tingersethe task of
predicting his current services/interests extremelydiffi Most existing ap-
proaches resort to sliding windows in order to track the’'sseterests. The
Stochastic Learning Weak Estimation (SLWE) [14] seems anBsing ap-
proach to adapt to changes in the distribution of the useetepences over
time. We would like to investigate the design of a Learningf@ences Man-
ager based on the SLWE. As far as we know, there is no existong in the
field of learning user’s preferences for which the main cotaponal tool is
LA. This objective has been addressed in Appendix D.

. From a theoretical perspective, we would like to atteragtdsten the speed
of convergence of the SLWE and its ability to “unlearn” whdtas learned so
far. Such a contribution, would be simultaneously bendffoiathe design of
even faster techniques for profiling which are able to trdekttme-varying
distribution of the user’s interests. Following the disiz&ion concept, many
of the continuous Variable Structure Stochastic Automd&SA) have been

discretized; indeed, discretized versions of almost afitiooious automata

7



have been reported [15]. In the same vein, we would like tdystbe design
of a counterpart discretized version of the SLWE which isabl attain a

faster convergence rate. This objective has been addressgpendix F.

5. A major aim of the thesis is to demonstrate that the fieldsbajuitous, unob-
trusive and pervasive Computing can substantially berrefit the advances
inthe area LA. In fact, LA can provide adaptive learning daji@es to a wide
range of applications in Pervasive Computing. The succetseontegration
of LA and Pervasive Computing in the thesis would pave the teayards

more research interest in this direction.

6. Atthe final stages of the Thesis, we would like to integthéedifferent com-
ponents of the architecture into a single functioning syst€he assessment
of the efficiency of the proposed design will be done usingesarell defined
simulation scenarios. In Appendix C, we have addressedhjective.

1.3 Research Approach

Stemming from these objectives and motivations, we shalstact a hybrid rec-
ommender system that minimizes the distraction to a ustestegon while, simul-
taneously, maximizing the hit ratio of the service notificas. In this section, we
present the applied research approach used in the thesis.

In accordance with the multiple dimensions that affect tbe@islon making pro-
cess, we have defined a set of core components following arhaip approach
[16]. As per the bottom-up approach, the system is dividealanset of fundamen-
tal components, which are first specified in great detail. r@iter, these initially
separate and distinct components are linked together to tbe overall holistic
system. Following this research approach, we shall firstmente by detailing
each fundamental or primitive component of our architextora separate manner.
These main components that are defined separately are: thaaien Manager,
the Learning Preferences Manager, and the Novelty Cheskarsubsequent stage,
we shall demonstrate how all the components are mergedageto a final com-

plete system.



In order to evaluate the efficiency of our design includingreeore component
as well as of the whole architecture, we shall make use of theral science of
simulation. Simulation represents a discipline in its ovghts. We shall conduct
simulations at two levels, namely at a macroscopic level & microscopic level.
At the microscopic level, the functionalities of each cooenponent will be rigor-
ously tested on synthetic data sets. The results obtairethem be compared with
the results obtained by standard benchmark methods qiiaetitativeanalysis of
the simulation data will permit us to highlight sorgaalitative properties of each
core component. On the other hand, at a macroscopic levehawe devised an
overall simulation framework that simulates the functranof the whole system
when all components are working together. Such a framewmaimits the reader
to understand the dynamics of the general architecturejaioi@e our design, and
to verify the synergy between the different components.

Considering now the thesis from the aspect of the variouscfgiines” that are

involved, we can state the following:

e From an overall perspective, we are dealing with problemthénfields of
ubiquitous, unobtrusive and pervasive computing. The lprob and tech-
nigues used also provide fundamental solutions to peitissoes in social

networking and mobile computing.

e The basic tools which we use fall within the family of Al and Méand in

particular, the algorithms that are involved in stochasi@ning and LA.

e The primary mathematical science that we shall employ wresthe design
and analysis of Markov chains.

¢ Finally, from the perspective of experimental computing,skiall resort to the
principles of discrete event simulation to both justify aredify the models
and solutions that we have proposed.

This concludes our discussion on the research approaclvéhbave resorted
to.



1.4 Organization of the Thesis
In this section, we present the overall organization of doistoral dissertation:

e Chapter 2: Background:

This chapter presents the background material neededddhésis. We first
introduce the concept of RSs and then proceed to describgresentative
sampling of the state-of-the-art approaches. We do thisrtyiging insight
into the concept of I-centricity vision as promoted by Peiva Computing.
At this juncture, we shall endeavor to place emphasis onrttporitance of
the user’s attention as a “precious resource” fundameantdd field of Per-
vasive Computing. Additionally, we shall also summarize tesearch stud-
ies that relate information novelty to the design of unakitrel applications.
Thereafter, we shall review the different state-of-thiea@proaches that deal
with tracking and estimating the user’s preferences. Binak conclude this
chapter by submitting a fairly comprehensive overview & field of LA -

which constitutes the main computational tool used in thesis.

e Chapter 3: Contributions:
This chapter summarizes the main contributions of the Bhwhich can be
categorized into six complementary areas that fall undersime umbrella
of designing an unobtrusive intelligent architecture fernvice provisioning.

These areas are:

Enhancing RSs using LA

On-line Discovery and Tracking of Spatio-Temporal Everttétas

Designing User-centric Architectures for PersonalizedviSe Provi-

sioning in Pervasive Environments

Learning the Preferences of Users

Analysing Random Walk-Jump Process with their relevantiegions

in this architecture, and

Investigating and utilizing Stochastic Discretized WeadtiBators in

various time-varying learning domains.
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In each of theses cases, we have catalogued our contribamhmentioned
the salient aspects of the solutions proposed.

Chapter 4: Conclusion and Future Research:
This chapter summarizes the work done in the thesis, giveérial conclu-

sions, and presents suggestions for future research théiecaursued.

Appendix A:

In Appendix A, we present a paper which explains how we hawggded
a Reputation Service Manager for selecting high qualityiserproviders,
which, in turn, is a cornerstone component of our architectbinding ways
to solve the Agent-Type Partitioning Problem and thus cexuhie detrimental
influence of unfair ratings on a RS, has been a focal conceamrafimber
of studies. Our LA-based adaptive approach gradually &#me identity
and characteristics of the users which provide fair ratiagsl of those who
provide unfair ratings, even when these are a consequenitemf making
unintentional mistakes.

Appendix B:

Appendix B summarizes the work done in recognizing and siigg&patio-
Temporal Patterns. In these works, we introduce a new schanaéscover-
ing and tracking noisy Spatio-Temporal Event Patternd) wie purpose of
suppressing reoccurring patterns, while discerning nevehts. To the best
of our knowledge, the work reports the fimt-lineapproach for discovering

and tracking of Spatio-Temporal Patterns in noisy sequeatevents.

Appendix C:

Appendix C summarizes the work done to integrate the ovareltiitecture of
the system. In this paper, we present an instantiation o&atlnitecture for a
real-life, day-to-day scenario involving a proactive lboa-based application
which provides an ensemble of services. More specificakyreport that we
have succeeded in building a personalized context-awaiside maker that
delivers narrowly-targeted notifications to the user alvelevant services in

his environment. It is worth mentioning that by the expressiproactive”
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architecture, we imply an architecture that pushes notifina to the user
L. This is in contrast to the pull-based service selectiorr@ghes where
the user controls when the services should be retrievedthemepository of
services. In this case, the reputation and relevance oftivecss to the user’s
profile, and the relevance to the user’'s context could ses\eiteria to limit

the list of the services that are returned to the user.

e Appendix D:

Appendix D summarizes the work done in Learning Prefererioghe paper
included in this Appendix, we propose a method by which weusana family

of stochastic-learning bas®¥¢eakestimators for learning and tracking a user’s
time varying interests. The objective of the work in this @afs to present
a personalized.earning Preferences Managere, amodus operandufr
capturing user’s preferences. The latter will be able toecofth changes
brought about by variations in the distribution of the usénterests, which

will be where the SLWE plays a prominent part.

e Appendix E:
Appendix E summarizes the work done in RWs with interleayurgps. In
this paper, we have considered the analysis of one sucimédstg RW, where
every step is paired with its counterpart random jump. Afparn this RW
being conceptually interesting, it also has applicationthe testing of en-
tities (components or personnel), where the entity is nallewed to make
more than a pre-specified numberaainsecutivdailures. The paper in this
appendix contains the analysis of the chain and some faswnkimiting

properties.

e Appendix F:
Appendix F summarizes the work done in designing and impieimg Dis-
cretized Weak Estimators. In Appendix F, we report a noveiregor, re-
ferred to as the Stochastic Discretized Weak Estimator (ER\ttat is based
on the principles of LA and which builds on the theory of [14The first

estimator introduced is able to estimate the parametergiofeavarying bi-

The Friend notification system developed in Appendix B is smeh proactive system.
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nomial distribution using only finite memory. The estimati@cks changes
in the distribution by operating a controlled RW on a diszed space. The
steps of the estimator are discretized so that the updatedose in jumps,
and thus the convergence speed is increased. The analasulis ifor the

binomial distribution have also been extended for the maitiial case.
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Chapter 2

Background

In the introductory chapter, Chapter 1, we stressed theiiagkted nature of the
thesis. Considering the various fields of research involaatiis study, it is pru-
dent for us to initiate discussions about the relevant siktae-art discussed in this
chapter by pictorially presenting the overall landscap#imich the topics of re-
search reside. This is best described by Figure 2.1 whiclnegnguide the reader
through this chapter, and assist in the understanding ahteedependencies be-

tween its different sections.
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Avoiding
Information
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2.2.3)

User-Centric
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Figure 2.1: A pictorial representation of the differentstaf-the-art areas included
in this chapter.

2.1 Reputation Systems

In a competitive service provisioning environmer@putationis a distinctive fea-
ture that helps end users to identify high quality servit®hile traditional security
mechanisms, such as access control, protect resourcesliiggiimate access by
unauthorized users, interestingly, the role of a ReputaBigstem (RS) is totally
the opposite. In fact, the role of reputation systems is tagut the user from the
services themselves, namely, those that present the riskvgferformance. Low
performance services result in the user’s dissatisfactind therefore a reliable RS
shall be able to single them out. In his seminal survey papeust and reputation
systems in online service provisioning, Jgsang writes:[1@nline service provi-
sion commonly takes place between parties who have nevesattéed with each
other before, in an environment where the service consuiften dias insufficient

information about the service provider, and about the gaals services offeréd
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In this section, we will review a representative samplinghe state-of-the-
art approaches for service selection that leverage the poiitee Word of Mouth
(WoM) strategies. Filtering out low quality services basedtheir reputation is a
cornerstone dimension in realizing our distraction freise provisioning archi-

tecture, which is the objective of the thesis.

The reputation of a service is usually represented by nwweaiue in the unit
interval — an estimate of the service quality. The reputatian possess either a
discrete or continuous value which allows the system teeckfitiate between low

and high quality service providers.

A viable way to acquire knowledge about a service providguality is through
direct interactions. Such direct experience is often reteto adirst hand informa-
tion. However, in many cases, the user lacks direct experienjcelte the service
provider. The need to resort to the power of WoM is thus mamglalhe dissemi-
nation of information obtained from other users regardinggreputation of a service
is referred as second hand information sharihgRelying on second hand infor-
mation is a remedy to the lack of direct experience. The aposmise is true if the
second hand information communicated by other users inytsters is up-to-date
and fair. Unless a person is naive, he must accept the facevkeay user may not
communicate his experiences truthfully. In fact, the saogwork and the system
itself might contain misinformed/deceptive users who pieeither unfair positive
ratings about a subject or service, or who unfairly submgatiee ratings. Such
“deceptive” users, who may even submit their inaccurat@gatinnocently, have
the effect that they mislead a reputation system that isthasélindly aggregating

users’ experiences.

From this perspective, we can state a fundamental weakibess asing RSs
by virtue of the fact that they are prone to “ballot stuffingida“badmouthing”
in a competitive marketplace. Users who want to promote ticodar product or
service can flood the domain (i.e., the social network) wythjgathetic votes, while
those who want to get a competitive edge over a specific ptamtuservice can

“badmouth” it unfairly, thus lowering its reputation.

In the absence of appropriate countermeasures, the RS besconneliable.

Therefore, it is paramount to filter out and mitigate the @ffe unfair reports.
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2.1.1 Centralized and Decentralized Reputation Systems

Reputation systems fall into two categories: centraliz8d BRnd decentralized RSs
[17]. In a centralized RS, each service provider has a ungiolal reputation
value known to all other participants. A reputation centgggragates all the results
of interactions between users and services and computesukimg global trust
value which it thereafter makes available to all the ageimtshe system. After
an interaction with a service provider, the user submitsraigg to the central
authority, which in this case, is the reputation center. réfuge, untrustworthy
service providers are identified by their low reputatiorueal

In the case of decentralized RSs, the computation of thetagpn values are
performed by the agent instead of the reputation centead éach agent performs
the task of aggregating ratings from other participantstaed forms a subjective
reputation value based on the combination of these ratpugsibly combining this
with his own experience. The reputation is then subjectivéead of global, and
will vary from one agent to another. The distributed natufehe environment
makes it sometimes impossible for an agent to aggregatgsafiom all agents.
Consequently, the agent creates a local view of the reputafi the service based
on the partial information he collected from reliable pastor his neighbors. In

other words, the agent consults a subset of the ratings ar todorm his opinion.

2.1.2 Trust Models

In this subsection, we describe a representative samplengpatational trust mod-
els that represent the state-of-the-art in RSs.

2.1.2.1 Eigentrust

Eigentrust [18] is a well known RS that was devised for pegpder networks.
Eigentrust runs on the top of peer networks in order to limé propagation of
inauthentic, corrupted or malicious files by identifyingeithsources. Each peer

is assigned a global trust value that reflects its trustwoes as perceived from

LIn this survey chapter, we use the generic terminology ofageht” to denote an intelligent
entity that can represent either a human user or an “artifidigtelligent” machine that acts on
behalf of the user.
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the rest of the peer network. This global value is made plybéigailable to the
whole peer network. Whenever a peenteracts with a peey, a local trust value
sj is updated.s; reflects the opinion of peerabout peerj based on the history
of the interactions, namely the number of satisfactory@asps and the number of

unsatisfactory responses as below:

sj = sat(i, j) —unsati, ),

wheresat(i, j) is the number of satisfactory responses when pé@geracted with
j, andunsat(i, j) is the number of unsatisfactory responses.

sj is normalized using the following formula:

G — maxsij,0)
'S maxs;,0)’
]

Using the principle of transitive trust, peerasks its acquaintances for their
opinions about other peers and weighs the opinion by theitqpisces in his friends

as:

tij = ZCikaj (1)

Thus.tj; represents the trust that peguts in peerj based on the opinion of his
set of acquaintances which are the peers that he has dinetethacted with in the
past.

Let C denote the matrix defined I&y= [ci]. In that case, the latter equation can
be written in its matrix form as:

T.=C'g (2)

T2 = (CT")?¢; is used to signify that peéis soliciting the opinion of the friends
of his friends, and'3 = (C")3¢; for the case when opinions of their friends is also
considered.

A friend is reached through repetitive multiplication arggeegation of trust
values until all the peers attain to the same stable valuerefbre, aften iterations,

wheren is the rank of the matrix one obtains the transitive trustsébe thatT
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should converge to the same vector for every pe@bviously, the computation of
a peer’s reputation relies on solving the stationary diatron of a Markov Chain.

Interestingly enough, the Eigentrust model bears sintylavith the PageRank
algorithm [19]. The latter algorithm is used by the famoudveearch engine
Google to rank web pages according to their importance baseitheir connec-
tivity. The intuitive idea of PageRank is simple: ingoingKs pointing to a given
web page increase its Pagerank, while outgoing links dsergee rank.

Both PageRank and Eigentrust possess the probabiliseépnetation of the
Random Surfer model [19]. Without loss of generality, thenéam Surfer model
is a random walk on the graph where the stationary probglbilistaying at a given
node is assimilated into the reputation of a peer in case @érirust, and to the

rank of the page in the case of the PageRank algorithm.

2.1.2.2 Tidal Trust Algorithm

The Tidal Trust algorithm is due to Golbeck [20]. It shouldrentioned that it
was applied in Film Trust, an online social network for rgtimovies. The Tidal
algorithm belongs to the class of webtrust algorithms anghilosophy is based on
the existence of a chain of trust between the user and theemlovTidal Trust, each
user assesses the confidence that he has in each of his aagoesusing a score
between 1 and 10. The participants of the RS and their relsttips are modeled
in terms of a graph, with each node being a participant (sedh i Figure 2.2) or
an object being rated (such as the mavien the same graph). An edge describes
a relationship between two nodes, in turn signifying theslesf trust or rating,
depending on the kind of nodes being involved. The algoriyorks as follows:

¢ If a nodes has rated the movie directly, it returns its rating fom.
e Else, the node asks its neighbors in the graph for their revemaations.

Assume that a nodeis related to a set of neighbor nodgs the graph. Then
the ratingrsm inferred bys for the moviem is defined using a simple recursive

formula:

Fem= 2ieslsilim (3)

Yiestsi
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where the neighbor nodes are indexed lty; describes the trust &fin i, andriy, is
the rating of the movien assigned by. The formula is applied recursively starting

from the source, until the sink (movie) is reached.

[ T
S ©

J®

Figure 2.2: An example of Tidal Webtrust graph.
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Later, Golbeck [20] introduced two improvements to the o Tidal Trust

algorithm as follows:

e The first enhancement was to consider only short paths freradbrrce to the
sink by specifying a maximum length of the trust chain. Thmprovement
was motivated by the observation that trust values infetiedugh shorter

paths tended to be more accurate.

e The second enhancement was to discard the paths that iduaieistworthy
agents, whose trust falls below a user-specified thresholtiis manner, the

system maintains only the paths with strong trust values.

2.1.2.3 Online Websites

Ebay is an example of a well known online e-commerce web$&ieyers are al-

lowed to rate sellers with either a positive rating, a negatir a neutral rating. A

positive rating reflects the user’s satisfaction about thedaction, while the nega-
tive reflects his dissatisfaction. Ebay belongs to the athsentralized RSs. The
reputation of a seller is expressed as the difference battieenumber of positive
and negative ratings. Ebay also provides the ability tokithe reputation of the
seller over time by offering the possibility to view the sel6 most recent behavior

as for three time windows: past 6 months, past month, and/pdays.
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2.1.2.4 Sporas

The idea motivating the Sporas [21] trust model is that tleesustart with a minimal
value of trust, and thereafter they build up their reputativer time via interactions
with the system. A fundamental principle in Sporas is thah aser’s reputation
increases, the effect of ratingkminishes In other terms, a high reputable user
will not witness a significant change as a result of an intevaavith another entity
in the RS. Sporas borrowed ideas from the method used in tharkl the Glicko
system [22], which are the pairwise ratings methods devisedeasure the skills
of players in pairwise games such as Chess. Each user hageargiputation value,

which is updated using the following formula:

t
Ria(n+1)=1/6 5 O(R) P (W41 — E(Ri41))

1
PR = o)
E(R+1) =R/D

where,

¢ tisthe number of ratings that the user has received so far,
e 0O is aconstant integer greater than 1,

e W represents the rating given by the user

o ROMis the reputation value of the user giving the rating,

e D is the range of the reputation values,

e O is the acceleration factor of the dumping functidn,

A new user starts with reputation equal to 0, and can reachxamuan value of
3.000, while the ratings themselves vary from 0.1 to 1.
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2.1.2.5 Subjective Logic

Jgsang devised a belief theory called subjective logicliaatlles the concept of
uncertainty [23]. In traditional probability theory, thama of of probabilities over
all possible outcomes sums to unity. In belief theory, tha siless than unity and
the rest of the probability space is considered as uncéytain

Jgsang proposed a belief/trust metric calpihion denoted by = (b,d, u)
which denotes the belief &k in the truth of statement. b denotes the belief]
denotes the disbelief anddenotes the uncertainty, wheoe- d + u = 1. Subjec-
tive logic framework is doted with many operators for comibgnbeliefs; however,
the most notable of them are the Discounting operator forsite trust, and the

Consensus operator for the cumulative fusioning of trust.

2.1.2.6 Abdul Rahman and Hailes’s Approach

In their seminal paper, Abdul-Rahman and Hailes [24] coergd trust ratings as
discrete values. According to [24], humans can better esgiteeir trust in discrete
values rather than by using a continuous number. The descadties correspond to:
Very Trustworthy, Trustworthy, Untrustworthy and Very Wimgtworthy. Whenever
a participant interacts with a service provider (or any o#mity), he will update
his trust level in the referrals. This referral possesse=patation that reflects the
trustworthiness of his respective recommendations.

The model is also based on the assumption that the directierpe of a partic-
ipant with a service provider reflects the real trustwortissof the service provider
and therefore trustworthiness obtained by a referral cagelleiced. In this sense,
they suggest that the trust in the referrals that eitheradeesr underate a service
provider can be reduced.

2.1.3 Fighting Unfair Ratings

As alluded to previously, unfair ratings are an inherenbpem for RSs. In this sub-
section, we present the state-of-the-art approachesddiafiltering unfair ratings.
In spite of the fact that the reliability of RSs is crucial tmttioning ideally, very

little work has been conducted in devising schemes thatemiéent to unfair rat-
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ings that introduce bias into the RS. Indeed, the lack of smebhanisms typically
implies compromising the RS itself because the reputatemoines misleading and

it fails to reflect the true performance of the service.

2.1.3.1 Endogenous and Exogenous Discounting of Unfair Rags

Jgsang and his coauthors [17] divided the approaches fallihgrunfair ratings
into two categories, endogenous and exogenous. Endogappusaches rely on
the assumption that unfair feedback can be identified viatésstical properties.
Therefore, endogenous approaches assign low weightserdilt the presumed
unfair ratings. The idea behind endogenous approachescisnipare the ratings
between themselves. For example, Bayesian RSs relies andjueity of the rat-
ings of a seller to judge whether a new rating is fair or unféiverefore a rating is
considered unfair if it is inconsistent with the majority tbe ratings. The funda-
mental assumption is that unfair raters are the minorityragrtbe raters, and thus
those advisors whose opinions deviate from the mainstrganiom are likely to be
unfair.

The exogenous approaches rely on a rather different aseamtpan the en-
dogenous approaches. The main assumption that they rely thiati the untrust-
worthiness of the inaccurate advisors can be determinedinget experience of the
entity soliciting advices. The advisors should have a &tast experience about
the service providers that is akin that of the entity sahgtadvice. The TRAVOS
model [25] and Yu and Singh's Weighted Majority Algorithmé[2fall into this

category.

2.1.3.2 Dellarocas’ Approach

Dellarocas [27] used elements from collaborative filtetimgletermine the nearest
neighbors of an agent that exhibited similar ratings on comigrated subjects.
He then applied a cluster filtering algorithm [28] to sepatatween honest ratings
and dishonest ratings. Thus, the ratings data is separgtetino clusters, i.e, the
lower ratings cluster and the higher ratings cluster. Sgisetly, the dishonest
ratings were excluded from the reputation computationitoighte the bias in the

reputation score. It is worth noting that Dellarocas onlysidered the case of
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unfairly high ratings as those providing dishonest feebble did not consider the
case of symmetric unfairly low ratings. Nevertheless, asai known RSs may

contain both unfairly positive and unfairly negative ragtn

2.1.3.3 Chen and Singh’s Approach

Chen and Singh proposed a hierarchical RS that resorts tootineept of collab-
orative filtering for grouping raters according to the rgsrthey give to the same
objects. The rationale behind proposing a hierarchy is &vastierize each rater by
an expertise that varies from one expertise domain to anoBseh domain is, in
turn, described by a node in the hierarchy.

A global reputation of a rater is computed as a combinatiohi®iocal repu-
tations in each expertise domain, where the local reputasicomputed based on
the similarity of the agent with the ratings provided by atagents. This approach
mainly suffers from two problems. First, the model does motstder the direct ex-
perience of the agent with his advisors, even though that sdicrmation is crucial
for determining the trustworthiness of the advisors. Sdbgithe model possesses

a heavy computational overhead.

2.1.3.4 TRAVOS Model

TRAVOS [25] is a RS that uses the foundations of Bayesianrthda TRAVOS,
an agent forms an opinion on the trustworthiness of an aavigeh is based on the
history of the previous pieces of advice he was given. Thisiop is characterized
in terms of a Beta distribution.

When an agent aspires to interact with a service providdirdiehecks whether
he can predict the service provider’s performance baseslysoh his own direct
experience. If the confidence of the agent in his own expeeiés high, he relies
solely on his own experience. Otherwise he solicits redoota other advisors who
might have interacted with the service provider. The refror the correspond-
ing advisors are combined together to yield a predictiorhefdervice provider’s
performance, while assigning a low weight to inaccuratasamig. An interesting
functionality in TRAVOS involves adjusting the ratings detinaccurate advisors,

so that the unfair effect can be mitigated.
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2.1.3.5 Yuand Singh’s Approach

Yu and Singh [26] used a version of the Weighted Majority Alton to detect
and reduce the effect of deceptive and inaccurate ratings nfechanism works by
comparing the result of the actual interaction result whi# information provided
by the rater. The main idea of the algorithm in [26] is to assigveight to every wit-
ness that reflects how credible he is. Before accessing &sehe agent requests
the predictions of the individual witnesses concerninggédormance of service.
The witnesses convey their predictions in the form of bélieictions [26]. After
accessing the service, the agent in question updates tlghtnadi every witness
based on the result of the interaction with the service. &wesghts are initialized
with a value of unity and this value can be assimilated withttlustworthiness of
the corresponding advisor. Deceptive agents will tend borstiinaccurate predic-
tions, and thus their relative weights will decrease ovaeti Similarly, the weights
of fair agents will increase over time. An aggregated pitaaiids computed by the

agent in question as a weighted combination of the witnépsedictions.

2.1.3.6 Deviation Test Method

Buchegger and Le Boudec [29] proposed a Bayesian reputagchanism in which
each node isolates malicious nodes by applying a deviatstmiethodology. Ac-
cording to the deviation test, each agent accepts secamtlihéormation from
other witnesses if the information does not deviate mucimfings own experience.

Their approach requires the agent to have enaligect experience with the
services so that he can evaluate the trustworthiness oéfiwts of the witnesses.
While this is a desirable option, unfortunately, in rea¢Jifuch an assumption does
not always hold, especially when the number of possiblesesys large.

2.1.3.7 Sen and Sajja’s Approach

Sen and Sajja [30] proposed an algorithm to select a servinader to process
a task by querying other user agents about their ratings eofathailable service
providers. The main idea motivating their work is to selecudset of agents,

who when queried, provide a minimum probabilistic guararhkeat the majority of
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the queried agents provide correct reputation estimatesveMer, comprehensive
experimental tests show that their approach is prone toahation of the ratio of

deceptive agents.

2.1.3.8 lterated Filtering Approach

In [31], Witby and Jgsang presented a Bayesian approachteo dilit dishonest
feedback based on an iterated filtering approach. In thgromeh, the authors
extended the so-called “Beta” RS earlier presented by deeach Ismail [17].

In order to filter out dishonest feedback, the authors uselteaated Filtering
approach to exclude those ratings that are not in the mgjorit

The reputation of a service provider is expressed as a Bstidodition which is
a probabilistic model to represent the probability of a byrevent. In this vein, the
reputation of a service provider is expressed in terms ofta 8istribution of which
parameters are the number of positive ratings supportingod gerformance and
the number of negative ratings supporting a low performaasecumulated from
all witnesses.

The trustworthiness of a seller is then represented by theat&d value of the
beta function, which is the most likely probability valuathhe seller will act hon-
estly in the future if all feedback is honest. In order to éfiate the bias introduced
by the unfair agents, a feedback from a witness is considesdtbnest if it falls
between the lower and upper boundaries of the cumulatedatsmu of the service

provider.

2.1.3.9 Zoran and Aberer’'s Appproach

Zoran And Aberer [32] proposed a probabilistic model to asgeer trustworthi-
ness in peer-to-peer networks. In [32], they assumed thegiagan deduce the trust-
worthiness of other peers by comparing its own performantie neports of other
peers about itself. Although such an assumption permitsedbigck-evaluating
mechanism, it is based on the fact that peers provide ssrtacene another, thus
permitting every party the right to play the role of a serypecevider and the service

consumer (a reporting agent).
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2.1.4 Collaborative Filtering Vs. Reputation Systems

The premise of Collaborative Filtering [33] is that the &éssand preferences of users
might vary from one user to another, which consequentlyd¢adifferences in rat-
ings. Therefore, the common approach is to find, for a givem, tise like-minded
users, based on the commonly-rated services. Similariywd®sn users is often
computed using the Pearson correlation, which corresptoriti® conventional co-
sine similarity rule. A major difference between RSs andl&mrative Filtering

is that the former supposes that the difference in ratinglsiesto unfair feedback,
while the latter supposes that the difference can be exgildny the difference in
the tastes and preferences of the users.

Collaborative Filtering functions best in centralized teyss, such as movies
recommendation websites, or for books such as Amazon, véheuge amount of
data is collected. It is not viable in small social netwonktere the user is con-
nected to a few direct friends from which he solicits advieeduse of the sparsity
data problem [33]. Another inherent problem with CollalimeFiltering involves
the so-calleatold startwhich is what occurs when a user is new to the system and
has not yet rated a sufficient number of items that can revegrbferences. For an

extensive review about Collaborative Filtering, the reasda refer to [33].

2.2 User Centric Vision In Pervasive Environment

In this subsection, we present some insight into the corafdpgrvasive Computing
pioneered by Mark Weiser, and we stress the importanceainigeuser’s attention
as a scarce resource in realizing unobtrusive applications

In his seminal paper [34] titled “The Computer for the 21shtey”, Weiser
coined the term “Ubiquitous Computing” (also referred toPesvasive Comput-
ing) to describe a new wave of computation that seamlesglgats the end user
in the course of his daily activities, while disappearintpithe fabric of our lives.
According to Weiser: The most profound technologies are those that disappear.
They weave themselves into the fabric of everyday life tnayl are indistinguish-
able from it” According to this vision, the pervasive system should fade the

background, and the user will interact with it in a mannet ttees not require him
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to give his thoughts or much of his attention. In this senise,user should focus
on his current tasks instead of tediously spending timeactang with the system.
Pervasive Computing defines a new interaction model betiveeunser and his im-

mediate daily environment.

Pervasive computing was boosted by the development in gsotg power,
memory, miniaturization of devices, communication andrthated computing [35].
It depicts a picture of the future of computing for the nextgetion where environ-
ments of our daily-life are saturated with an abundance witcés, services, each of
them possessing significant communication capabilitiescamputational power.
These devices are connected forming an indistinguishalteopthe environment.
The multitude of devices are considered as being enablicigntdogies. Weiser
[34] stressed the importance of a seamless technologyhbatdcreate calm, and
that should disappear into the fabric of our lives. Such anczn be realized if
the massive number of devices and associated computaponar are enhanced
with so-calledAmbient Intelligencg36]. In fact, the intention is that the computers
should be able to interpret the user’s intentions, antteipé behavior, while being
silent and permitting him to focus on main tasks. For instaaa intelligent perva-
sive system could automatically switch on the heater in thesh during winter as
soon as the user is driving back home from work so that he cdrhfsmhome warm
and save energy at the same time. Another example is a sys&nfdr a user,
automatically books a hotel that meets his learned preteeras soon as the user’s
calendar plans a business trip abroad. Such an adaptiveibeban be achieved

by learning and observing the user’s behavior or throughgmpiled forms.

Pervasive Computing stresses the importance of the conEéentricity, i.e,
that of putting the user in the middle of the computation. a&gdve are operating
within the era of Computer-centric paradigm, and are movomgards the I-centric
paradigm. Pervasive computing is all about putting the, wa#rer than a particular

computing device, in the center of the computing activities

According to the I-centric paradigm proposed by WirelessldMBesearch Fo-
rum (WWRF), the service provision should be tailored to tbial needs of the
user [3]. The I-centric vision promotes personalizatiombgent awareness and

adaptability as the core requirements of future services.
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In the context of service provisioning, since Septemberl2@ite WWRF has
mobilized a significant effort in order to carry out the visiof I-centric commu-
nication. According to the WWWRF's vision, ambient sendghould be able to
adapt to the needs of the user, so that the user is the cemtzad of rigid and
inflexible services thatdre unaware of actual customer needs or situatiofsom
this perspective, the WWRF presents visions for buildinyises based on ana-
lyzing the user’s needs. The system acts on behalf of the asdrautonomously
reasons about his needs and interprets his intentionsagtee\Computing environ-
ments have to recognize opportunities and take the ivéadf notifying the user
if there is a belief that an ambient service is relevant inuber’s current situation.
Environment monitoring and event notification are therefegsential elements. For
example, instead of the user having to manually figure outkvkervices are avail-
able when he moves across different domains, the system aka autonomous
decisions, thus relieving him of the burden of “manual” seeselection. Another
example of this is the multimodal adapting of content whitevidg, such as the
automatic reading of received SMS messages.

As Garlan writes: Increasingly, the bottleneck in computing is not its disk ca
pacity, processor speed, or communication bandwidth, ather the limited re-
source of human attentidfl]. Filtering out irrelevant information has been a focal
concern in Pervasive Computing. The main issue has beenlticeghe cognitive
load on the user when it comes to selecting services.

Itis worth noting that Pervasive Computing is a multidisicigry research arena
that can benefit from a panoply of areas, including: Mobilen@ating, Artificial
Intelligence, Machine Learning, Communication Networkcial Science, Human

Machine Interfaces, etc.

2.2.1 User's Attention as a Precious Resource

According to Garlan [1], the most precious resource in a agepsystem is no
longer its processor, memory, disk, or network, but rathen&n attention. Ac-
cording to Moore’s Law, processing capacity doubles alnegsty two years. As
opposed to this, our attention does not follow Moore’s Lawntén attention seems

to be a bottleneck in this new era of computing.
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In fact, the vision of Pervasive Computing envisages anasiph of resources,
information and services that fall outside the boundanhefdapacity of the user’s
attention. It is rational to say that today’s computersrdidtthe user, and they can
easily be an overwhelming source of interruption and disiva. For example, how

can a user find an interesting restaurant from an enormoubemwi candidates?

The user needs to be supported in order to deal with the owdmithg quantity
of information and services latent in his ambient PervaBn@ronment. Informa-
tion overload is to be avoided by means of the design of unsh applications
able to operate in pervasive environments. The overloasl gitingent constraints
of the system to present to the user only information thagedled and useful in his
current context. Pervasive systems should also reduceupt®ns to the human
attention in case of proactive applications. The user haviedd attention, therefore
he should not have to give it to things that do not matter! $ifi2p, expresses along
the line of Garlan, YWhat information consumes is rather obvious: it consumes th
attention of its recipients. Hence a wealth of informatiogates a poverty of atten-
tion, and a need to allocate that attention efficiently amtreyoverabundance of

information sources that might consumd it

A whole body of research has been devoted to designing distnafree appli-
cations and to the area of preserving the user’s attentibmmman-computer inter-

actions.

In [37], cost and utility were considered in order to decideether issuing a
notification was beneficial. The cost of the notification wasasured in terms of
the perceived distraction of the user’s current particatdivity, and was compared
to the utility. The latter, in turn, depends on the conterthefmessage. This frame-
work permits the system to compute the optimal timing fouiisg the notification.
The conclusion of the study was that the acceptability ofnent messages can
be improved by taking into account the user’s mental agtiiad at the time of

notification.

In [38], the authors considered the user’s acceptabilipubdmatic notifications
in a home environment. They differentiated between urgergsages that had to be
delivered to the end user as soon as possible, and non-ungsstages that could be

differed and postponed until the importance of the messaderitreased beyond a
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certain threshold.

A significant amount of research has been put into estimatiegost of inter-
rupting the user. Some researchers express the cost atiptiens and notifications
in terms of task performance. For example, traditional neotbevices available in
the market issue a low battery warning sound whenever therigas drained so
that the user is alerted to charge it. Nevertheless, suchimgs do not take into
account the context of the user. For instance, the warnimgghtmesult in annoy-
ing disturbance when the user is sleeping in the night. Ttaksng into account
the user’s situation is crucial in this context. For ins@ndorvitzet al. from Mi-
crosoft [39] formulated notification issuing as a decisioaking problem under
uncertainty, and resorted to inference using Bayesian dhisito reason about the
user’s attention. In their framework, the notification mgeais an intelligent deci-
sion making engine that issues messages if the benefit dihgl¢ne user exceeds
the expected cost expressed in terms of disruption. Thebginilistic attentional
model also permits the system to reason not only about theappsopriate time of
notification but also about the modality and the best devoceniploy for alerting.
The model integrates diverse sources of information astspmamely, sensor data
that infers the attention level of the user, the user’s locadnd situation, and it uses
a module called “Context Server” to achieve this. From tl@sspective, the Con-
text Server is responsible for gathering and analyzing daaing from the user’s
Microsfot Outlook calendar, infer the user’s current atgivand invoke a Bayesian

head tracking mechanism to get a clue about the user’s iattdatel.

Another work along the same direction is reported in [40].tHis work, the
authors employed data mining techniques to mine the usenspy activities and
decide on the convenient time for interrupting the user byamseof of a notifica-
tion. In [41], the authors considered the availability oé tiser to deduce the call

distraction.

In order to reduce the information load due to notifying tilsemabout the re-
ception of a new incoming e-mail, the results of [42] resorasgsigning priorities
to incoming e-mails. There are mainly two ways by which thentres of received
e-mail can be inferred: The first method is to learn thesewipgs via a training

phase, where the classifier is trained using some sample Tlagasecond method
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is to infer the priorities by observing the user’s interaotwith the e-mail browser.
The study in [43] concluded that messages that are delivdueidg activity

transitions are less distractive than those in the middte@#ctivities. The author
of [43] claims that in an ubiquitous environment many hegertmous devices are
competing for the user attentions. Thus, the vision of Uibayps Computing can
result in disruption and information overload if counteaseres are not taken. To
solve this, they used accelerometers to detect when thés astivities switched
through postural and ambulatory activity transitions. §Hbhe messages are deliv-
ered to the user during these inferred transitions, which exgerimentally shown
to augment the acceptability of the interruptions compdcethe case where the
message are delivered during other instants. The authersftine suggested the
development of similar systems that would postpone mesdeljeery to instants
of activity transitions.

2.2.2 Context Aware Service Provisioning

A fundamental element of personalization is context awessn In this regard,
“Context” includes any information that can be used to ctiaréze the situation
of a mobile user requesting a service. It could include neomepieces of infor-
mation such as the user’s location (where), the time of p@sévhen), his current
activity, his “mood” etc. The description of the conceptlod t’context” follows the
pioneering works of [44, 45]. Indeed, Schméltal. [45] define context as:Khowl-
edge about the user’s and IT device’s state, including surdings, situation, and
to a less extent, locatidn Dey, on the other hand, [44] defines context aany
information that can be used to characterize the situatibaentity. An entity is a
person, place, or object that is considered relevant to tiberaction between a user
and an application, including the user and applicationstiselves The author of
[44] identifies three main streams of information to chageze context: spatial
information such as location, speed, direction, physigl@ignformation such as
heart rate, and environmental information such as noisdigimidevel.

The user’s location is the most-used contextual data inytedanbient aware
applications. The context-aware application should be &brespond to different

situations and to adapt to them. For example, as the useranthwe quality of
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streaming a video may degrade, and a context-aware systartusie able to make
an autonomous decision so as to maintain the quality of expes and to avoid
the user from the burden of interruption. For example, trstesy might switch to
another network that provides better quality or might pdewvine user with a lower
fidelity of the quality of the video. In addition, context angaess facilitates trigging
the execution of useful services or the issuing of relevatifinations in a proactive
manner. Distractions pose even more of a problem in mobilg@ments than in
desktop environments because mobile users must oftemaentvalking, driving,

or taking part in other real-world interactions [46].

In this vein, Smailagic and Siewiorek [46] writeA‘ubiquitous computing envi-
ronment that minimizes distraction should therefore idela context-aware system
able to read its users state and surroundings and modifyetsalgior on the ba-
sis of this information. The system can also act as a proa@ssistant by linking
information such as location and schedule derived from ntamgexts, making de-
cisions, and anticipating users needs. Mobile computexsdan exploit contextual

information will significantly reduce demands on humanratta’.

In pervasive computing, the environment is endowed with Hitade of sensors
and computing entities that are able to sense the user'sommvent, analyze the
stream of signals, and infer the activity and situation eftiser. Understanding the
user’s context, helps the pervasive applications to adiaut behavior according to
the situation of the user, enabling the invisibility of theryasive system.

Inferring high-level context, such as the user’s currenivayg, from low-level
context data (for example, from sensor data) has been aredigtid of research.
In order to infer context, usually, diverse pieces of infation have to be acquired
from distributed devices. The complexity of gathering antkiipreting the con-
textual data is hidden from the applications and servicaghik vein, it is worth
noting that there are many pieces of middleware availablkearmarketplace, such
as Contory, that can achieve the latter task. For a review of such coteare

middleware, we refer the reader to [47].
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2.2.2.1 Context Aware Recommendations

Traditional Recommender System rely solely on the useddilprand the meta-
description of the services to perform matchmaking and ésgmt the user with the
list of relevant services. As the recommendation process gaobile, the user’s
traditional recommendation is no longer associated withdasktop. A number
of research studies have been interested in providing xbateare service recom-
mendations for mobile users. The most-used piece of cardkxtformation used
so far is the user’s location, around which it articulatedas< of context-aware
services called Location Base Services (LBS). However, k&% mainly on the

user’location, and do not encompass more context clueshet@ervices recom-
mendation process.

Context awareness permits the system to reason about the eigeent tasks,
and to infer his needs in a personalized fashion. The shartgpof these studies is
that they merely rely on the user’s context combined wistedically-defined user’s
profile, in order to personalize the service recommendatiBramples of these
techniques are various nomadic context-aware applicatoich as tourist guide
applications [4] and mobile marketing and advertising egapilons [5].

A recent trend in devising context-aware applications isitegrate more con-
textual information, such as time and the companion, et [Eads to an important
general remark: We should emphasize that, in general, & usterests areontext-
dependentFor example, recommendations about restaurants mightibecest to
a certain user during weekends, when he is both close to skeur@ant in question,
and when he is not busy. Also, data related to tourist attnagtcan be of use in
the context of tourism. Such contexts can be inferred froenfélct that the user
is on holidays (for example, from the user’s calendar) aadeiing. Therefore, a
viable approach is to provide the user with the ability tocsfyethat certain kinds
of services (those of interest) are active in a particulatext. The idea is relatively
novel and has been recently applied in bynamosframework [7] where a user
is permitted to specify several types of activities andrthesociated status, and to
associate multiple interests to each of them.

The essence of this idea has also been utilized ilvkblailife project, where the

user has different context-dependent sub-profiles [48fhdMobilife project [48],
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a user’s profile can be separated into different sectionsiticbude personalized
information relevant to different applications. The apgprate sub-profiles are then
activated as a result of the changes to the context. By ntagl#iese issues in this
manner, the profile and context information are treated ds-ol&ta that describe
the user’s specific instance.

The work reported in [10] presented a system that recommeenigors’ web
pages by measuring the similarity between the user’s prafitetthe vendor’s web
page when the user is in the vicinity of the vendor (sellehe Tiser’s profile is con-
structed through mining the history of his web log. Anothexraple of a mobility-
aware application is theLIGRIM system which makes use of the user’s location to
recommend relevant web links [11]. In the same vein SMMARTiramework dy-
namically locates products that match the shopping prete® of the mobile user
[5]. Another example is th&lycampud12] product, which is a system developed
and implemented by Carnegie Mellon Universitjycampusoffers several differ-
ent types of services including context-aware recommesgl®ices, context-aware
message filtering services, context-aware reminder ssyvaollaboration applica-
tions, and community applications. For example, apart ftoensystem being able
to recommend nearby services such as restaurants or miwias, remind users
about things they need to purchase when they are close toea Btgcampuscan
also send messages to the user when he is not busy.

We argue that relevant contextual information is truly jpemit and crucial in
Recommender Systems and that it is important to take trosrmdtion into account

when providing recommendations.

2.2.3 Hybrid Service Provisioning System

The term Hybrid Service Provisioning System was coined Jrid flescribe a ser-
vice provisioning system which combines multiple aspegtsrder to recommend

relevant services to the user. Theses aspects include:

e Context awareness: This takes into account the situatidineofiser by ana-

lyzing the different pieces of context information.

e Reputation Systems or Collaborative Filtering: A subs&@mount of re-
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search has already been performed in the area of RecommggsiEms,
most existing approaches focus on recommending the mesiard items to
users without taking into account any contextual inforwmtisuch as time,
location etc. Examples include applications that recondrneteresting doc-
uments or interesting news to a user based only on his prafikan online
website that learns a user’s video preferences so as to meenchto him

videos similar to the ones he likes.

A Hybrid Recommender System for mobile devices goes beyoadssues re-
lated to context; rather it integrates other “dimensiossith as reputation, to ren-
der the recommendation more tailored to the user. HybridbRatender Systems
leverage advantages from traditional recommenders, ya@dhg the benefits of
RSs and Collaborative Filtering that are designed to warkiésktop environments,
and those of Context Aware applications that take into agtthe mobility of the
user and his current situation and surrounding environpgnas to recommend
services in a real time manner.

A pertinent study that falls in the class of Hybrid Recomnearslystems is the
Dynamosproject [7]. TheDynamosapproach is an example of a context-aware
mobile application that can be used for recommending rekeservices to the user.
In [7], the authors designed a Hybrid Recommender Systenmdtifying users
about relevant services in a context-aware manner. The Ineobased on a peer-
to-peer social functionality model, where the users careggr contextual notes
and ratings, and attach them to services, or to the envirotenelhey are also
permitted to share these with their peers. The attached riotthe environment
are delivered to other users whenever they are in the geoigedvicinity of the
entities associated with the notes. This research, hoyessimed that the user was
expected to explicitly describe his preferences by mapweadtering them. In this
sense, the profile is defined by the user by explicitly spewfyypes of activities,
and by associating multiple interests to them. Such an agproan be considered
to be of a more “primitive” sort — it is not viable in pervasigavironments where
preferences change over time.

A concept akin to Hybrid Recommender System, is referred tlabile Mul-

tidimensional Recommender Systems [49]. The work repartg¢d9] provides a
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Recommender System incorporating contextual informatifimeir model is mul-
tidimensional recommendation model that makes recomntemdaased on multi-
ple dimensions and, therefore, extends the classical tmeftsionakUsers, Items
paradigm. An important research question involves detangihow one can esti-

mate unknown ratings in such multidimensional recommeaodapace.

An example to illustrate this concept is a smart shoppindiegpon, designed
in [49], where the authors bridged the advances in Colldaberdiltering algo-
rithms and contextual information (such as time, locatiotiniv the store etc.) in
order to recommend products in a real-time manner to themestduring his shop-
ping experience. For example, a movie Recommender Systerndwake into ac-
count the preferences deduced from the history of the maosaiesl by the user, as
well as whether his companions (the companion of the usepiesce of the contex-
tual information) are his parents or his friends in orderdoommend a movie for

the weekend.

The need of such pervasively intelligent recommendatisnsven more per-
tinent in the case of proactive Recommender Systems, wherenformation is
pushed to the user causing interruptions. In this casee iisea benefit in having
such a system where the reputation is taken into accounttedfaher reduce the
cognitive load, and the distraction and irritability thaincbe caused by the risk of

spamming.

A number of studies have been performed to design Hybrid Retwender Sys-
tems. A pioneering recent work was reported by Hossaial. [6]. In this work,
the authors proposed a gain-based media selection meghalmghis regard, the
gains obtained by ambient media services were estimatedrbgiaing the media’s
reputation, the user’s context and the user’s profile. Asaltef such a modeling
process, the service selection problem was formulated amargaximization prob-
lem. Thereafter, a combination of a dynamic and a greedyoagprwas used to
solve the service selection problem. The authors of [6] didonesent mechanisms
to compute the reputation of the media services, thus, ecefassuming that it is
merely static. We argue that this assumption is not alwalid,vand that it is of
paramount importance that the system tracks the variaiiotine reputation of the

services since they, almost certainly, change over time.
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In the results reported in [50], the authors presented aargagitent recommen-
dation framework for smart phones that handles multiplestisions, namely user’s
preferences, situation context and capability of the dewncorder to recommend
media content to the user. The output of the recommendatjonterestingly, mul-
tidimensional such as format, frame rate, frame size, saprality-of-service di-
mensions. A content-based approach was used to evaludtentiee user liked the
media item or not in general. First, they used the contesethapproach to measure
the similarity between a media item and the preference ofisee The second step
was to evaluate whether the media item was relevant in thésuserent context.
In order to perform the latter task, they adopted the NaveeBajassifier approach
to evaluate media items against the situation context wailele-based approach
was used to evaluate media items against the capabilityeakttiminal. The items
with the highest score were chosen to be presented to the user

TheDaidalosproject [13] is an example of Hybrid Recommender System. The
system is intended to operagyerywherg and to provide access to servicemy-
time’. This means that theusers will constantly be exposed to services through
different network-enabled channels. In such a world, serproviders will be con-
cerned mainly with getting users attention, and network/aters will be concerned
mainly with increased network use. Pervasive computirigdidalosaddresses an
important piece of this puzzle supporting ordinary us&aidalospresents a plat-
form for personalized service delivery in pervasive envinent [13]. The plat-
form is composed of two layers which are tightly connectenhely, the Service
and Identity management layer, and the user experiencegaarent layer. The
service and identity management is responsible for sedigzovery and composi-
tion as well as for the privacy-aware service access via seeofivirtual identities,

SO as to protect the user’s identity from being revealed écstirvice provider. The
layer also performs a ranking of the discovered servicegathp main parameters
which are the context and the user’s preferences. The cbbite service can be
made by the user from the ranked list, or, in turn De&dalossystem can itself
choose, for the user, the service possessing the highésbgestore. The user ex-
perience management layer includes two main componentshvane the Context

management component and the Learning management compdrenContext
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component is responsible for collecting contextual infation. In fact, it collects
raw contextual data and delivers inferred high level cont@ixdata to the services
and the applications requesting it. The second functignaivolves maintaining
an updated user profile through learning from the histonhefinteractions of the
user with the services.

In the same vein, Moon Hest al. [51], provided music recommendation con-
sidering the change of context as inferred from a combinatioa fuzzy system,

Bayesian networks, and utility theory.

2.2.4 Novelty of Information in Unobtrusive Applications

In this section, we will survey the state-of-the-art thdates to preserving user’s at-
tention while he is appraised of novel information. It is Wmothat, we, as humans
are interested in novel information that conveys new kndgte and are simultane-
ously stressed and irritated by repetitive information.

Designing unobtrusive applications that are based on thesg of information
novelty is an emerging research topic in information regtiesystem and notifica-
tion engines. Further, detecting novelty of informatioa isew frontier direction of
research that, to the best of our knowledge, has not gainggh#dicant amount of
attention in the research community.

In the area of information retrieval systems, most of thadggvork relies solely
on the user’s profile in order to recommend services or inédion that match it to
thus avoid overload of information. Few research studies itato account whether
the information presented to the user as a result of the mremordation process is
redundant. Since attention is an important resource, lglaadundancy of infor-
mation should be avoided.

The idea which we pursue is to not present the same informédidhe user
unless the information entails novelty. The essence ofitlea can be applied to
information retrieval systems, such as document recomaterd The question
is whether the content is similar to that possessed by puslyicobserved docu-
ments. A whole body of research in document retrieval thatrporates the notion
of novelty in text documents, for instance the work repoitef2] has employed

detecting novelty in text documents for recommending nbiajs.
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The research that is most closely related to novelty or rédooy detection
in adaptive information filtering is perhaps the “First §t@etection” (FSD) task
found in the research associated with Topic Detection amdking (TDT) [53].
A TDT system monitors a stream of chronologically-ordereduiments, usually
news stories. The FSD task is defined as detecting the finst ttat discusses a
previously unknown event, where an event is defined as samgetat happens at
some specific time and place. Online clustering approacaes lbeen a common
solution to the FSD task [54, 55, 56]. New stories are contgpameclusters of
stories about previously-known events. If the new storyamas an existing cluster,

it, supposedly, describes a known event; otherwise, itrdessa new event.

One such system that includes traditional document filgefiar relevance) as
well as a second stage novelty/redundancy detection istegpn [57]. Besides,
novelty detection has previously been performed on textid@nts [58, 59] as well
as to detect novel blog documents [S5Rlewsjunkig60] examines detecting novel
information in a stream of news items dealing with the sanoeystNewsjunkie
monitors a stream of news articles evolving over time on arnom story, with
the goal of highlighting truly informative updates, and dtefiing out a large mass
of articles that largely “relay more of the same”. The aushof [60] used, for
this purpose, a sliding window covering a number of precagdirticles to estimate
the novelty of the current one. Estimating distances batvwagécles and those
processed within preceding window of fixed-length, faatkis the comparison of

Scores.

In their paper on the nature of novelty detection, the agtf@i] state that nov-
elty detection proved helpful in personalized informatfdtering and that it was
potentially helpful for other tasks that could return redancies to the users. Sup-
pressing repetitive notifications in the case of proactissed applications based
on Publish/Subscribe has been recognized to be a signifisactionality. Among
the few studies that dealt with this issue, we cite the wogored in [62] where
the authors present a state persistence Publish/Sulecrsabel. In state-persistent
models, notifications are delivered to the end-user onlywgbate transitions where
the latter occurs only when a subject enters a given geomapkgion or leaves it.

As opposed to this, stateless models create redundantabths.
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2.2.5 Learning Preferences

The problem of estimating the user’s preferences is beapmureasingly essential
for personalized applications which range from servicomamender systems to
the targeted advertising of services.

Utilizing the power of the Internet to affect marketing, mess and politicsia
strategies applicable for social networking, is becomimeasingly important, es-
pecially in a user-driven universe. Over the last few yetfues jssue of maintaining
users’ profiles has become more crucial for designing aregustiining personal-
ized applications ranging from service recommender systenthe advertising of
targeted services.

Mastering and optimally utilizing the knowledge about ariss@terests has led
to promising applications in filtering and recommending wloents [63], multi-
media [6] and TV programs [8], based on their respectiveaust For instance,
a comprehensive study for personalized service provisgomias performed by
Naudetet al. from Bell Labs [8], where the authors designed an appbcator
filtering the TV content provided to users’ mobile devicesdzaon their learned
profiles. The application is based on the use of ontologiesmpture content de-
scriptions as well as the users’ interests. The latterestsrare, in turn, mined using
a dedicated profiling engine presented in [9], which levedaljlachine Learning
(ML) techniques for user profiling. The work reported in [Jf¥psented a “prod-
uct” that recommends vendors’ web pages by measuring th@asimnbetween the
user’s profile and the vendor’s web page when the user is inithaty of the ven-
dor (seller). The user’s profile is constructed through marthe history of his web
log. Another example that falls in the class of mobility-aevapplications is the
PLIGRIM system, which makes use of the user’s location to recommaledant
web links [11]. In the same vein, ttBMMARTframework dynamically locates
products that match the shopping preferences of a mobitghise

Usually, constructing a user’s profile involves applyingiraation techniques
to leverage the knowledge about his interests, which, in, tisrgleaned from the
history of the services that he utilizes [6, 64]. A number évypous studies [65]
have shown that a user’s interests are not constant over &k consequently,

paradigms which are to be promising, should take into adcthendrift of these
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interests. The time varying nature of the distribution @& tlser’s interests renders
the problem of estimating them both difficult and non-trivia

Thus, unlike traditional estimation problems where theartying target distri-
bution is stationary, estimating a user’s interests, gihrcinvolves non-stationary
distributions. The consequent time varying nature of tiséridhution to be tracked
imposes stringent constraints on thumfearning capabilities of the estimator used.
Therefore, resorting to strong estimators that convergle priobability 1 is ineffi-
cient since they rely on the assumption that the distriloutiithe user’s preferences

is stationary.

Tracking the dynamics of a user’s interests is akin to a Wedwn problem in
statisticalPattern RecognitiofPR), namely that of estimating non-stationary distri-
butions. Traditionally available methods that cope with+stationary distributions
resort to the so-calledliding windowapproach, which is a limited-time variant of
the well-known Maximum Likelihood Estimation (MLE) schenighe latter model
is useful for discounting stale data in a stream of obseymatiData samples arrive
continually and only the most recent observations are usedrnpute the current
estimates. Any data occurring outside the current winddaergotten and replaced
by the new data. The problem with using sliding windows isftiilowing: If the
time window is too small the corresponding estimates terzktpoor. As opposed
to this, if the time window is too large, the estimates priothie change of the pa-
rameter have too much influence on the new estimates. Mardbeeobservations
during the entire window width must be maintained and uptldteing the process

of estimation.

In earlier works [66, 67, 65], Koychest al. introduced the concept of Gradual
Forgetting (GF). The GF process relies on assigning wetbhatslecrease over time
to the observations. In this sense, the GF approach assiggtsvaight to the more
recent observations, and a lower weight to the more-distas¢rvations. Hence,
the influence of old observations (on the running estimatesjeases with time. It
was shown in [65] that GF can be an enhancement to the slidimdpw paradigm.
In this sense, observations within each sliding window aegghted using a GF

function.

Recently, Oommen and Rueda [14] proposed a strategy by wheqgiarameters
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of a binomial/multinomial distribution can be estimatedemrthe underlying dis-
tribution is non-stationary. The method is referred to axBastic Learning Weak
Estimation (SLWE), and is based on the principles of staohhsarning Automata
(LA) [68, 69]. The SLWE has found successful applicationsgmy real-life prob-
lems that involve estimating distributions in non-staéipnenvironments such as in
adaptive encoding [70], route selection in mobile ad-hadevoeks [71], and topic
detection and tracking in multilingual online discussi¢ng]. Motivated by these
successful applications of the SLWE in various areas, incthese of this study,
we consider employing the SLWE for solving the intriguinglplem of tracking
user’s interests. One objective of the work (described)ageto present a person-
alizedLearning Preferences Managewhich will involve themodus operandu®r
capturing user’s preferences. The latter will be able tcecmph changes brought
about by variations in the distribution of the user’s inggse which will be where
the SLWE plays a prominent part.

The core function of a personalizédarning Preferences Managerto update
the user’s profile in a dynamic and incremental way. This isedeo that the Learn-
ing Preferences Manager can closely follow the real-tim@won of the user’s
interests. In fact, user’s interests are in general notteohsver time, and therefore
it is imperative that the system takes the profile’s drifbiatcount. In this sense,
whenever one attempts to represent the usereentinterests, the most recent ob-
servations are more reliable than older ones. From a morerglgmerspective, the
task of learning the drifts in the user’s interests corresisdo the problem of learn-
ing evolving concepts [73]. There are several studies taeg ldealt with the task
of learning a user’s interests. These include the use oflangliwvindow [74], aging
examples [75], and a Gradual Forgetting (GF) function [66,65]. However, of all
these, a sliding window approach is the most popular on@nisists of learning the
description of the user’s interests from the most recen¢fagions, and thereatfter,

of discarding the observations that fall outside the window

A substantial shortcoming of the sliding window approacthis choice of the
window size. In [74], the authors adopted a fixed-size timedeiv in order to learn
a user’s scheduling preferences. They empirically detegththat a window size of

180 was a proper choice for their particular schedulingiappbn. The GF, on the
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other hand, relies on assigning weights to the observati@iglecrease over time.
Hence, the influence of older observations on the runningaggs, decreases with
time. The authors of [65] suggested a linearly-decreasingtfon,w = f(t), for

decaying the relative weights of the GF as follows:

k .
Wi:ﬁ(l—l)—i—l—f-k, 4)

wherei denotes a counter of observations starting from the mosntemne,n is

the number of observationksc [0, 1] is a parameter that represents the percentage
by which the weight of any subsequent observation is deetkad consequently
the percentage by which the weight of the most recent onepnmparison to the
average, is increased. Thkiss a parameter that controls the slope of the forgetting

function.

In order to achieve a synergy between the two approachegIn&# and slid-
ing window, Koychev in [65], proposed to apply the @khin each sliding window
Thus, in this case, the parametefi.e., the length of the observation sequence) in

Equation (4) was set to be equalltpwhereL denotes the length of the window.

Apart from the sliding window and GF schemes, other appresicivhich also
deal withchange detectignhave also emerged. In general, there are two major
competitive sequential change-point detection algorthPage’s cumulative sum
(CUSUM) [76] detection procedure and the Shirya®oberts-Pollak detection
procedure. In [77], Shiryayev used a Bayesian approachtectdehanges in the
parameters distribution, where the change points wereressto obey a geometric
distribution. CUMSUM is motivated by a maximum likelihoaatio test for the hy-
potheses that a change occurred. Both approaches utiizegHikelihood ratio for
the hypotheses that the change occurred at the point, antié¢ina is no change. In-
herent limitations of CUMSUM and the ShiryaefRoberts-Pollak approaches for
on-line implementation are their demanding computati@ma memory require-
ments. In contrast to the CUMSU and the ShiryaBoberts-Pollak, the SLWE

avoids the intensive computations of ratios, and do notkevo/pothesis testing.

A particularly interesting recent study for learning usariterests in ambient

media services (and in, consequently, locating relevanices) was reported in
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[64]. Hossainet al. devised the so-called Ambient Media Score Update method,
which we shall refer to as SU for the rest of the thesis. The $thod was used to
learn a user’s changing interests [6, 64] by recording theadled “score$, which
represented his/her affinity of interests. In order to felidosely the evolution

of the scores, the authors of [64] refined their proposed tupglanethod defined
earlier in [6] and updated the scores of the services at diragy/instant whenever

the service was used. This was done instead of performingtepdh a batch mode

[6].

2.3 Learning Automata

The fundamental tool which we shall use in most of our regesmmlves Learning
Automata. Learning AutomatdLA) have been used in systems that have incom-
plete knowledge about the Environment in which they opdié@e 80, 81, 68, 82,
83, 84]. The learning mechanism attempts to learn fr@toahastic Teachexhich
models the Environment. In his pioneering work, Tsetlin][@8&empted to use LA
to model biological learning. In general, a random actiosakected based on a
probability vector, and these action probabilities areaipd based on the observa-
tion of the Environment’s response, after which the procedurepeated.

The term “Learning Automata” was first publicized and rerdigpopular in the
survey paper by Narendra and Thathachar. The goal of LA iddétefmine the opti-
mal action out of a set of allowable actions” [79]. The digtirshing characteristic
of automata-based learning is that the search for the agitimparameter vector is
conducted in the space of probability distributions defioeer the parameter space,
rather than in the parameter space itself [86].

With regard to applications, the entire field of LA and stati@learning has
had a myriad of applications [80, 81, 68, 83, 84], which (afam the many
applications listed in these books) include solutions farbfems in network and

communications [87, 88, 89, 90], network call admissiaaffic control, quality of

2A part of the review on LA included here is incorporated froseation of a preliminary version
of a paper [78] published in this thesis, although the findilished version did not include it for
space consideration. The paper [78] was co-authored witlsE2mmo and Dr. Oommen, where the
LA review section in that paper is due to Dr. Oommen.

46



service routing, [91, 92, 93], distributed scheduling [94&ining hidden Markov
models [95], neural network adaptation [96], intelligeehicle control [97], and
even fairly theoretical problems such as graph partitig@8]. Besides these fairly
generic applications, with a little insight, LA can be usedassist in solving (by,
indeed, learning the associated parameters) the stochestinance problem [99],
the stochastic sampling problem in computer graphics [10(@ problem of de-
termining roads in aerial images by using geometric-ststthanodels [101], and
various location problems [102]. Similar learning solasocan also be used to
analyze the stochastic properties of the random waypoittilityomodel in wire-
less communication networks [103], to achieve spatial fooattern analysis codes
for GISs [104], to digitally simulate wind field velocitied (5], to interrogate the
experimental measurements of global dynamics in magneidiamical oscillators
[106], and to analyze spatial point patterns [107]. LA-libsehemes have already
been utilized to learn the best parameters for neural n&s\86], optimizing QoS
routing [93], and bus arbitration [88] — to mention a few athpplications.

In the field of Automata Theory, an automaton [80, 81, 68, &8,i8 defined
as a quintuple composed of a set of states, a set of outputdions, an input, a
function that maps the current state and input to the netet,stad a function that

maps a current state (and input) into the current output.

Definition 1: A LA is defined by a quintupléA,B,Q,F(.,.),G(.)), where:

1. A={0y,09,...,0;} is the set of outputs or actions that the LA must choose
from, anda (t) is the action chosen by the automaton at any instant

2. B={B1,B2,...,Bm} is the set of inputs to the automatgByt) is the input at
any instant. The se can be finite or infinite. The most common LA input
isB={0,1}, where3 = 0 represents reward, afid= 1 represents penalty.

3. Q={01,0,-..,0s} is the set of finite states, whe€t) denotes the state of
the automaton at any instant

4. F(.,.): Qx B+ Qis amapping in terms of the state and input at the instant

t, such thatq(t+ 1) = F[q(t), 3(t)]. It is called atransition function i.e.,
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a function that determines the state of the automaton at@gegjuent time
instantt + 1. This mapping can either be deterministic or stochastic.

5. G(.): isamappings: Q+— A, and is called theutput function G determines
the action taken by the automaton if it is in a given statecg$) = G[q(t)].

With no loss of generalityG is deterministic.

If the setsQ, B andA are all finite, the automaton is said faite.

The EnvironmentE, typically, refers to the medium in which the automaton
functions. The Environment possesses all the externalrattat affect the actions
of the automaton. Mathematically, an Environment can bératted by a triple
(A,C,B). A, C, andB are defined as follows:

1. A={aj,0a,...,a,} is the set of actions.

2. B={B1,B,...,Bm} is the is the output set of the Environment. Again, we
consider the case when= 2, i.e., with3 = 0 representing a “Reward”, and
B = 1 representing a “Penalty”.

3. C={cy,cy,...,¢} is a set of penalty probabilities, where element C

corresponds to an input actiar.

The process of learning is based on a learning loop involthegwo entities:
the Random Environment (RE), and the LA, as described inrEig8. In the pro-
cess of learning, the LA continuously interacts with the iEmvment to process
responses to its various actions (i.e., its choices). Kinrough sufficient inter-
actions, the LA attempts to learn the optimal action offdsgdhe RE. The actual
process of learning is represented as a set of interactemgebn the RE and the
LA.

The automaton is offered a set of actions, and it is congiciio choose one of
them. When an action is chosen, the Environment gives ospmree3(t) ata time
“t”. The automaton is either penalized or rewarded with aknawn probabilityc;
or 1— ¢, respectively. On the basis of the respofi$g), the state of the automaton
@(t) is updated and a new action is chosen at (t+1). The penaltyapiiity c;
satisfies:

¢ =Pr[B(t) =1a(t) = ai i=12...,R).
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Figure 2.3: Feedback Loop of LA.

We now provide a few important definitions used in the fidRit) is referred
to as the action probability vector, wheRt) = [p1(t), p2(t), ..., pr(t)]T, in which
each element of the vector.

;
pi(t)=Prla(t)=aq;i], i=1,...,r, such thathi(t) =1 Vvt (5)
i=
Given an action probability vectd®(t) at timet, theaverage penaltys:

M(t) = E[B(t)[P(t)] = Pr[B(t) = 1|P(t)]
= Y PrB(t) =1a(t) = a] Prla(t) = aj (6)
i=1

= _;Ci pi(t).

The average penalty for the “pure-chance” automaton isgye
Gi. (7)

Ast — oo, if the average penaltyl(t) < Mo, at least asymptotically, the automaton
is generally considered to be better than the pure-chanenaton. E[M(t)] is
given by:

E[M(t)] = E{E[B(1)[P(t)]} = EIB(1)]. 8)

A LA that performs better than by pure-chance is said texygedient
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Definition 2: A LA is consideredexpedientf:

Definition 3: A LA is said to beabsolutely expedierit E[M(t + 1)|P(t)] < M(t),
implying thatE[M(t + 1)] < E[M(t)].

Definition 4: A LA is consideredptimalif lim,.E[M(t)] = ¢;,wherec; = mini{c; }.

It should be noted that no optimal LA exist. Marginally sutticmal performance,
also termed above asoptimal performance, is what LA researchers attempt to

attain.Definition 5. A LA is considerece-optimalif:
limpE[M()] < +¢, 9)

wheree > 0, and can be arbitrarily small, by a suitable choice of soarameter
of the LA.

2.3.1 Classification of Learning Automata
2.3.1.1 Deterministic Learning Automata

An automaton is termed asdeterministic automatqnf both the transition func-
tion F(.,.) and the output functios(.) are deterministic. Thus, in a deterministic
automaton, the subsequent state and action can be uniqueslfied, provided the

present state and input are given.

2.3.1.2 Stochastic Learning Automata

If, however, either the transition functidn(.,.), or the output functiorG(.) are
stochastic, the automaton is termed to b&@chastic automatonin such an au-
tomaton, if the current state and input are specified, theesyent states and ac-
tions cannot be specified uniquely. In such a c&3e,.) only provides the proba-

bilities of reaching the various states from a given state.
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In the first LA designs, the transition and the output funtsiovere time in-
variant, and for this reason these LA were considered “FB&dcture Stochastic
Automata” (FSSA). Tsetlin, Krylov, and Krinsky [85] preded notable examples
of this type of automata.

Later, Vorontsova and Varshavskii introduced a class offsietic automata
known in the literature as Variable Structure Stochastitofata (VSSA). In the
definition of a VSSA, the LA is completely defined by a set of@ts$ (one of which
is the output of the automaton), a set of inputs (which is Igtize response of the
Environment) and a learning algorithi, The learning algorithm [68] operates on
a vector (calledhe Action Probability vectgr

Note that the algorithnT : [0,1]R x A x B — [0,1]R is an updating scheme
where A ={a1, az, ...,0r}, 2 < R < o, is the set of output actions of the automa-
ton, and B is the set of responses from the Environment. Thasjpdating is such
that

P(t+1) =T(P(t), a(t), B(1),
where P(t) is the action probability vectar(t) is the action chosen at time t, and
B(t) is the response it has obtained.

If the mappingr is chosen in such a manner that the Markov process has absorb-
ing states, the algorithm is referred to as an absorbingitthgo. Many families of
VSSA that posses absorbing barriers have been reportedgé@ddic VSSA have
also been investigated [68, 15]. These VSSA converge imilolision and thus,
the asymptotic distribution of the action probability v@chas a value that is inde-
pendent of the corresponding initial vector. While ergodSA are suitable for
non-stationary environments, absorbing VSSA are preddamrestationary environ-
ments.

Each distinct updating schemg, identifies a different type of learning algo-

rithm, as follows:
e Linear algorithmsare the ones in whicR(t + 1) is a linear function oP(t).

e Nonlinear algorithmsare the ones in whicR(t + 1) is a non-linear function
of P(t).

In a VSSA, if a chosen actiog; is rewarded, the probability for the current action
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is increased, and the probabilities for all the other actiare decreased. On the
other hand, if the chosen actionis penalized, the probability of the current action
is decreased, whereas the probabilities for the rest of¢hers could, typically,
be increased. This leads to the following different typeseafning schemes for
VSSA:

e Reward-Penalty (RP):In both the cases, when the automaton is rewarded as

well as penalized, the action probabilities are updated.

¢ Inaction-Penalty (IP): When the automaton is penalized, the action proba-
bility vector is updated, whereas when the automaton isneéseh the action
probabilities are neither increased nor decreased.

e Reward-Inaction (RI): The action probability vector is updated whenever
the automaton is rewarded, and is unchanged whenever thmaian is pe-
nalized.

A LA is considered to be eontinuous automatahthe probability updating scheme
T is continuous, i.e., the probability of choosing an actian be any real number
in the closed intervd, 1].

Ina VSSA, if there are actions operating in a stationary environment Wita-
{0,1}, a general action probability updating scheme for a cootilstautomaton is
described below. We assume that the actipis chosen, and thus;(t) = a;. The
updated action probabilities can be specified as:

ForB(t) = O, Vj#i, pj(t+1)=p;t)—gjP(t)) (10)
ForB(t) = 1, Vj#i, pjt+1)=p;t)+h;j(P())

r
SinceP(t) is a probability vector,5 pj(t) = 1. Therefore,
j=1

r
WhenB(t) = 0, pt+l)=pt)+ Y gi(P()), (11)
j=L)#i
r
andwhen3(t) = 1, pi(t+1)=pi(t Z h;(P
j=1]#



The functionshj andg; arenonnegativendcontinuousn [0, 1], and obey:

Vi=12,...,r, YPc(0,1)R 0<g;j(P)< pj, (12)
r
and 0< Z [p; +hj(P)] < 1.

For continuous linealVSSA, the following four learning schemes are extensively
studied in the literature. They are explained for the 2egctiase; their extension to

ther-action case, whene> 2, are straightforward, and can be found in [68].

For a 2-action LA, let

6i(Pt) = ap(t)
andh;(P(t)) = b(1-p;j(t)) (13)

In Equation (13),a andb are called the reward and penalty parameters, and they
obey the following inequalities: & a< 1, 0< b < 1. Equation (13) will be used
further to develop the action probability updating equagio

The Linear Reward-Inaction Schenfeg)): In the casea > 0 andb = 0.
ThelLg| scheme ig-optimal asa— 0. The two actiontr; scheme has the
vectors[1,0]" and[0,1]T as two absorbing states. Indeed, with probability 1,
it gets absorbed into one of these absorbing states.Lkhscheme is both

absolutely expedient, aredoptimal [68].

e The Linear Inaction-Penalty Schemgg): Itis characterized bg=0,b > 0.

Lip is an ergodic scheme.

e The Symmetric Linear Reward-Penalty Scheingf: a=b;a,b> 0. Lgpis

Ergodic and is, at best, expedient.

e The Linear Rewar@-Penalty Schemd g ¢p): a>0,b<< a. Lr_¢pise-
optimal asa+> 0. In addition it is Ergodic. Thér_.p is adequate for non-

statinary environments.
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2.3.2 Discretized Learning Automata

In practice, the relatively slow rate of convergence of ghagorithms constituted a
limiting factor in their applicability. In order to increasheir speed of convergence,
the concept of discretizing the probability space was ohiced [15, 108]. This
concept is implemented by restricting the probability obasing an action to a
finite number of values in the interval [0,1]. If the valueloaled are equally spaced
in this interval, the discretization is said to be lineahetvise, the discretization
is called non-linear. Following the discretization congepany of the continuous
VSSA have been discretized; indeed, discrete versionsnodsil all continuous
automata have been reported [15].

2.3.3 Estimator Algorithms

Pursuit and Estimator-based LA were introduced to be fastegmes, characterized
by the fact that they pursue what can be reckoned to beuhent optimal action
or the set of current optimal schemes [15]. The updatingrdlgn improves its
convergence results by using the history to maintain amesé of the probability of
each action being rewarded, in what is calledrheard-estimateector. While, in
non-estimator algorithms, the action probability vecsarpdated solely on the basis
of the Environment’s response, in a Pursuit or Estimateeta_A, the update is
based orboththe Environment’s response and teevard-estimateector. Families
of Pursuit and Estimator-based LA have been shown to berfista VSSA [86].
Indeed, even faster discretized versions of these scheaveshieen reported [79,
15].

2.3.4 Object Migrating Automaton (OMA)

As documented in the literature, the object partitioningigbem involves partition-
ing a set of|P| objects into|N| groups or classes, where the main aim is to parti-
tion the objects into groups that mimic an underlying unkn@kouping. In other
words, the objects which are accessed together must reside same group [109].
In the special case when all the groups are required to cottiai same number

of objects, the problem is also referred to as the Equidaring Problem EPP).
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Many solutions involving_A have been proposed to solve &P, but the most
efficient algorithm is th®bject Migrating AutomatofOMA) [109]. The latter was
first proposed by Oommen and Ma [109], and some modificatiare &wdded by
Galeet.al.[110] to create théddaptive Clustering AlgorithrfACA).

The Object Migrating AutomatofOMA) is an ergodic automaton that hRs
actions{ay,...,ar} representing the possible underlying classes. Each agation
has its own set of statgggs, @2...,@wm }, whereM is the depth of memory, and
1 <i < Rrepresents the number of class@s.is called the most internal state and
@wm is the boundary (or most external) state.

A set of W physical object§Aq, Ay, ..., Ay} is accessed by a random stream
of queries, and the objects are to be partitioned into greophat the frequently
jointly-accessed objects are clustered together WM& utilizesW abstract objects
{01,03,...,0w} instead of migrating the physical objects. Each abstrajetobls
assigned to a state belonging to an initial random grouprbisiboundary state.
The objects within the automaton move from one action tolerptand so, in this
case, all th&V abstract objects move around in the automaton. If the alisita
jects G; and O; are in the actiomy, and the request accessesA,Aj >, then
the OMA will be rewarded by moving them towards the most internatesia; .
But a penalty arises if the abstract obje€sandO; are in different classes, say
an and ag, respectively. Assumin®; is in §i € {¢h1, G2, ..., @} andO; is in
(i € {@1, @, -, @}, they will be moved as follows:

o If { # @w and{j # @m, O andO; are moved one state towaggy and
@ym, respectively.

¢ If exactly one of them is in the boundary state, the objecttWwlis not in the

boundary state is moved towardsboundary state.

¢ If both of them are in their boundary states, one of them,&ag moved to
the boundary state of the other objegt,. In addition, the closest object to
them is moved to the boundary staig,, so as to preserve an equal number

of objects in each group.

It is important to point out that the random stream of quedestains infor-

mation about an optimal partition, and t@MA attempts to converge to it. The
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automaton is said to have converged when all the objectslesa are in the deep-
est (or second deepest) most-internal state.

The OMA can be improved by the following: Assume that a pair of olgect
< Aj,Aj > is accessed, wher®; is in the boundary state, whil®; is in a non-
boundary state. In this case, a general check should be madedte another
object in the boundary state of the partition containing If there is an object,
then swapping is done between this object @nah order to bring the two accessed
objects into the same patrtition. In turn, instead of waifioiga long time to have
these accessed objects in the same partition, the conwergpaed can be increased
by swapping the objects into the right partitions.

The formal algorithm for th@©MA can be found in [110, 109]; it is shown in
Algorithm 1.
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Algorithm 1 Enhanced OMA[110]
Input: The abstract set of objects, a number of state per actiorguesee of
random queries in fornio;, O;)
Output: A periodic clustering of the objects into R partitions
Notation: ¢ is the state of the abstract objeCy. It is an integer in the
rangel..RN, where, if(h—1)N+1 < ¢ < hN, then the objecO; is assigned
to ap.
Method:

1: Initialize ¢; for 1 <i <W randomly among the boundary state of classes, each

class havinyV/R objects.
2: for a sequence of T queriedo

3:  Read queryA,Aj)
4: if ((¢i div N)=(¢j div N)) then
5: if (¢ mod N# 1) then
6: G=¢—-1
7: end if
8: if ({j mod N# 1) then
9: (i=¢—-1
10: end if
11: else
12: if ((¢i mod N)# 0) and (¢; mod N)# 0)) then
13: (=¢+1
14: (j=¢+1
15: else if(¢; mod N 0 ) then
16: if (Oy: unaccessed object in group®©f wheredy, modN = 0) then
17: temp= {j
18: Zj = {v
19: {y =temp
20: end if
21: G=¢+1
22: else if({j mod N# 0) then
23: if (Oyv: unaccessed object in group©f where{, modN = 0) then
24: temp= ¢
25! G = 4
26: {y =temp
27: end if
28: (=¢+1
29: else
30: temp= ¢
31: (i =
32: t = index of an unaccessed object in grougXfwhereQ; is closest to
Z.
33: Ztl =temp
34: end if
35  endif
36: end for

37: return Partitions based on the stgtgs}
End Algorithm Enhanced OMA
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Chapter 3

Contributions

[Context Managemen)

Matchmaker
(Service
Selection Logic)

Service Reputation
Manager

Preferences manager
(based on OMA) (based on SLWE)

Notification Novelty
Verifier
(based on STPLA)

Figure 3.1: A simplified panoramic view of the modules of thehiecture with
reference to the LA tools that we have employed.

The figure above describes the main components of the actiméewith reference
to the LA tools that we have employed in the thesis. To be mpeeiic, the Ser-
vice Reputation Manager is based on the theory of OMA, andstideen described
in detail in Appendix A. The Preferences Manager makes uskeotheory of the
SLWE, and its implementation details are documented in AgpeD. The Noti-
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fication Novelty Verifier was introduced in Appendix C as atp#Hrthe overall ar-
chitecture of the system. It is based on the theory of STPL&Wtvas formulated

earlier in Appendix B.

3.1 Contributions in Reputation Systems

3.1.1 Overview of the Contributions

As explained in the introductory chapter, one of the aiméisfthesis is to design an
unobtrusive User-Centric Service Provisioning Systemortier to save the user’s
attention and to maximize the usefulness of the servicessaed, the user needs to
build his opinion about these services in the absence of magtexperience, and
as a consequence, must rely on the experiences of his atajuzes.

In Appendix A, we present a paper which explains how we hawgded a
Service Reputation Manager for selecting high qualityiserproviders, which is a
cornerstone component of our architecture.

In the absence of direct experience, a user can rank thetyjoathe available
services by optimizing the power of Word-of-Mouth commuations. By allowing
users to share their feedback in the form of ratings, it isfbs for them to expedi-
ently obtain knowledge about the nature, quality and drak$®af specific services
by considering the experiences of other users. TraditiB&al, usually compute the
reputation of a service as the average of all provided ratifi¢pis corresponds, for
instance, with the percentage of positive ratings indBayfeedback form [111].
Such a simplistic approach of just blindly aggregating sisexperiences may mis-
lead the RS if some of the user’s acquaintances are misieftfideceptive users.
Misinformed/deceptive users attempt to collectively srbthe system by provid-
ing either unfair positive ratings about a service, or byainhf submitting negative
ratings.

From this perspective, we can state a fundamental weakibess asing RSs
by virtue of the fact that they are prone to “ballot stuffingida‘badmouthing” in
a competitive marketplace. Users who want to promote aquéati product or ser-

vice can flood the domain (i.e., the social network) with sathptic votes, while
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those who want to get a competitive edge over a specific ptamtuservice can
“badmouth” it unfairly. Thus, although these systems cderafeneric recom-
mendations by aggregating user-provided opinions, urdéimgs may degrade the
trustworthiness of such systems. Additionally, changethéquality of service,
over time, can render previous ratings unreliable. In ganemfair ratings may
degrade the trustworthiness of RSs, and changes in theéygoidiervice, over time,

can render previous ratings unreliable.

It is reasonable to assume that the acquaintances of thearsée divided into
two classes: trustworthy acquaintances that provide ateuatings, and unreliable
acquaintances that provide unfair ratings. It follows #ngbod reputation manager
component would seek to classify the acquaintances intofthese two classes so
as to counter the detrimental effect of unfair ratings. mphaper found in Appendix
A, we show how we have developed a Service Reputation Manégeh is based
on a concept analogous to collaborative filtering in ordesgparate between these
two classes. The premise of the scheme was to separate tisetyges by observ-
ing how they rate the same services. The latter scheme wagddsn such a way
that “similar” users would be in the same group by maximizimg “within-group”

similarities and minimizing the “between-group” similées.

In Appendix A, the latter problem was formulated in terms loé so-called
Agent-Type Partitioning Problem, &T T Pin brief. Further, we also formulated an
algorithmto solve the ATTP. The aim of the solution to AT Pis to incrementally
partition the users as being true/fair or deceptive, thiseisig done concurrently
with their experiences being communicated. Thus, our seh&an be divided into
two interleaving phases: A Partitioning Phase and a Ses#tection Phase. The
inputs to the Agent Partitioning phase are the reports conmcated by the other
agents, while the input to the Service Selection phase isuhent partitioning of
the agent. Decisions about whether the service is reliabietare the output of the
overall procedure. The decision is based on intelligerdinlbining the feedback of
deceptive and fair users. As the learning proceeds, we dtetwve can exclusively

rely on the feedback from the fair users.

By suitably modeling reports about direct experienceslinag a specific ser-

vice as responses from the corresponding “Environment’sobileme intelligently
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groups agents according to the rating that they give to theservice. To formal-
ize these responses, we define an agent to be “fair” (or Viarshy”) if it reports
the service performance correctly with a probabifity- 0.5. Similarly, an agent is
said to be “deceptive” if it reports the inverted servicefpenance with a probabil-
ity g > 0.5. The beauty of our scheme is that although the identity @f&porting
agents is unknown, “fair” agents will end up in the same grauple “deceptive”
agents will converge to another group. In terms of LA terntogy, in this case, the
input to the environment is the ratings of the agents redaiivthe same services,
while the action is a choice of the partition to which eachradpelongs.

3.1.2 Related Work

Finding ways to solve thAT T Pand thus counter the detrimental influence of unfair
ratings on a RS has been a focal concern of a number of stite27, 112, 30,
26, 113]. Dellarocas [27] used elements from collabordiitering to determine
the nearest neighbors of an agent that exhibited similarggion commonly-rated
subjects. He then applied a cluster filtering approach terfout the most likely
unfairly positive ratings. However, his approach handidy the case of extremely
positive ratings (i.e, “ballot stuffing”) while it does n@&dkle the case of extremely
negative ratings (i.e, “badmouthing”).

Sen and Sajja [30] proposed an algorithm to select a serviced®r to process
a task by querying other user agents about their ratingseofatlailable service
providers. The main idea motivating their work is to selectudset of agents,
who when queried, gives a minimum probabilistic guaranked the majority of
the queried agents provide correct reputation estimatesveler, comprehensive
experimental tests show that their approach is prone todhation of the ratio of
deceptive agents.

Buchegger and Le Boudec [29] tackled the latter issue asvistl They pro-
posed a Bayesian reputation mechanism in which each notlesanalicious
nodes by applying a deviation test methodology. Their smiutequires the agent
to have enouglirect experience with the services so that he can evaluate the trus
worthiness of the reports of the witnesses. While this issrdble option, unfor-

tunately, in real life, such an assumption does not alwayd, lspecially when the
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number of possible services is large.

In [114], Chen and Singh evaluated the quality of feedbadssiming that a
feedback is credible if it is consistent with the majorityfeédbacks for a given
user. Their approach, though promising, unfortunatelffessifrom a deterioration

in the performance when the ratio of deceptive agents is. high

In [26], Yu and Singh devised a modified weighted majorityoaithm to com-
bine reports from several witnesses to determine the thg@nother agent. The
main shortcoming of the work reported in [26] is its relalwslow rate of conver-

gence.

In contrast, in [31], Witby and Jgsang presented a Bayegparmach to filter
out dishonest feedback based on an iterated filtering apprda their approach,
the authors extended the so-called “Beta” RS presenteddangeand Ismail [17].

The authors of [32] proposed a probabilistic model to aspess trustworthi-
ness in P2P networks. Their model, which, in one sense, igasito ours, dif-
fers from our work because the authors of [32] assume thaeagaa deduce the
trustworthiness of other peers by comparing its own peréorce with reports of
other peers about itself. Though such an assumption peanfgisdback-evaluating
mechanism, it is based on the fact that peers provide sertacene another, thus
permitting every party the right to play the role of a serypecevider and the service
consumer (areporting agent). Our approach makes a cld¢aatiisn between these
parties — the service provider and the reporting agent.

Regaret al. [115, 116] tackled the problem of RSs by responding to theeh
ior of deceptive agents. The main idea of their work is thaagent can learn, over
time, the trustworthiness of the advices of other agentysBayesian framework.
Nevertheless, such an approach supposes that an agentffi@srguexperience
with other agents so that he can determine its trustworsisinia this direction, the
approach proposed by Regahal. bears a marked similarity to the “slow learn-
ing” property of the trustworthiness of the recommendingrdg as in the Weighted

Majority Approach [26].
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3.1.3 Summary of our Contributions in RSs

In Appendix A, we proposed to solve the problem using tootsjgled by Learning
Automata (LA), which have proven properties capable ofiewey the optimal ac-
tion when operating in unknown stochastic environmentsthiéamore, they com-
bine rapid and accurate convergence with low computatiooplexity. In addi-
tion to its computational simplicity, unlike most reportedproaches, our scheme
does not require prior knowledge of tHegreeof any of the above mentioned prob-
lems associated with RSs. Instead, it gradually learngi@ity and characteristics
of the users which provide fair ratings, and of those who pi®unfair ratings, even
when these are a consequence of them making unintentiostakaes.

Comprehensive empirical results show that our LA-base@rsehefficiently
handles any degree of unfair ratings (as long as these sagirggbinary). Further-
more, if the quality of services and/or the trustworthinesthe users change, our
scheme is able to robustly track such changes over time. diti@id, the scheme
is ideal for decentralized processing. Accordingly, waewad that our LA-based
scheme forms a promising basis for improving the perforraaidRSs in general.

Apart from the above, we demonstrate the applicability of 0ARSs — thus
providing a promising real-time solution to the serviceesébn problem. To our
knowledge, our work documented in Appendix A, presents tfs¢ feported LA-
based solution for any problem within the field of RSs. Singeswlution is based
on LA, itis both computationally simple and memory efficieRegarding compu-
tation (Please see [Appendix A, Fig. 14], [Appendix A, Fi®] and [Appendix A,
Fig. 16]) one can observe a mere linear increase in the canpuos a function of
the underlying internal parameters of the scheme. Regardamory, ([Appendix
A, Fig. 11]) we see that the scheme obtains a near-optimé&bnpeance with a
memory size as small as 5. This result demonstrates thatcben® is memory
efficient.

With regard to the field of LA itself, our scheme presents sl@tontributions
to traditional LA-based partitioning algorithms [117, 118 9]. First of all, we do
not impose the constraint that an equal number of agents mesiste in the same
partition. Secondly, we experimentally demonstrate thatdartitioning still yields

accurate results when the environment is stochastic. fnsimse, the parameter
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used here to decide whether two agents are reckoned “sinslatochastic, while
the latter parameter was assunceastanty the authors of [117, 118, 119].

Most importantly, however, our scheme maximizes the liadd of selecting
high quality services in the presence of@mknownratio of deceptive agents. In-
deed, not only does the scheme not requiratheori knowledge of the ratio of the
deceptive agents, but itis also very robust to extremellg haggos of such deceptive
agents!

From Appendix A (see Fig. 6 ) we can observe how “immune” owwtey is
to the percentage of deceptive agents. The simulationigsemonstrate that the
scheme is truly “immune” to varying the proportions of famdadeceptive agents.
In fact, even if all agents are deceptive, the average pagnce is stable and again
achieves near-optimal values that approach the index diitjffeperformance ser-
vices. In our opinion, this is quite remarkable!

In addition, an experimental comparison with other appneacave been per-
formed. We have included a comparative evaluation withrgtle@ular approaches
for dealing with deceptive agents ratings, namely, with ¥id &ingh’s weighted
majority method [26], and Sen and Sajja’s reinforcementiieg approach [30].

In Appendix A, we remark from studying Fig. 12, that our prepd approach
exhibits a faster convergence speed than the weighted itgagbgorithm. The
slow convergence speed of the weighted majority algoritlm loe explained by
the gradual reduction of the weight of deceptive agentss gladual modification
of weights leads to the weighted average being “pollutedtieydeceptive agents
for a considerable amount of time, before their detrimeaif@ict is filtered out.

Further from Fig. 13 of Appendix A, we observe that Sen angaSaalgorithm
suffers from a performance decline as the number of de@eagents increases. As
opposed to this, the average performance of our schemensmaar-optimal in
every setting. This concludes our report on the contrilmgtiof this thesis in the
area of Reputation Systems.
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3.2 Contributions in On-line Discovery and Tracking

of Spatio-Temporal Event Patterns

3.2.1 Overview of the Contributions

From our literature survey, we state that designing unsbteuapplication that are
based on the concept of information novelty is an emergiagakch topic in infor-
mation retrieval system and notification engines. In faoteacessive number of
event notifications can quickly render the functionalitywént-sharing to be obtru-
sive. Rather, any notification of events that provides reldmninformation to the

application/user can be seen to be an unnecessary distracti

In Appendix B, we present a paper that we have published sirdgard. In
that paper, we introduce a new scheme for discovering ac#itig. noisy spatio-
temporal event patterns, with the purpose of suppressotguering patterns, while
discerning novel events. A scenario that we resort Rrésence Sharindg’resence
Sharingis a ubiquitous service in which distributed mobile devigesiodically
broadcast their identity via short-range wireless teabgplsuch as BlueTooth or
WiFi [120]. Applications that utilizePresence Sharinpave been used in social
contexts to maintain an “in touch” feeling strengtheningiabrelations [121], as
well as in work environments to enhance collaboration betwenlleagues [122].
It is worth noting that the contribution in question congts the basis for the No-
tification Novelty Checker component of our unobtrusivehéiecture presented in
greater detail in Appendix C.

The solution we propose is to try to discern the nature of tle@&s encountered.
In fact, if we can discern that an event is repeating (evenghdadhis repetition is
non-periodic), then it must be given less weight, while mepeating events must be
assigned a greater weight. In order to detect novel eventdewise a scheme that
is based on maintaining a collection of hypotheses, eaclc@mecturing a specific
spatio-temporal event pattern. A dedicated LA — 8patio-Temporal Pattern LA
(STPLA) — is associated with each hypothesis. The STPLAd#scivhether its
corresponding hypothesis is true by observing events gsuhfold, processing

evidence for and/or against the correctness of the hypstheshis case, as far as
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the field of LA is concerned, the action is one of doing a Sugppi Notify task.
The input to the LA is a stream of events, namely the encosnifigne response of
the environment is a Penalty or Reward according to whetteencounter could

be predicted or not by an hypothesized spatio-temporatpatt

3.2.2 Related Work

A number of earlier studies have investigated various teglas for discovering
the periodicity of time patterns, such as the episode degoalgorithm found in
[123]. However, episode discovery, and other related agres, suffer from the
limitation that they assume unperturbed patterns thatbéxan exactperiodicity.
Unfortunately, the real-life unfolding of events is typiganoise ridden. On one
hand, regular events may get cancelled, introducing whatl@ime asomission
noise and on the other, events may arise spontaneously and wtegpe without
being part of a periodic pattern, introducimglusion noise

A pioneering work which was reported in [124], introduced ttoncept obff-
line mining of partially periodic events. Partially periodicess are characterized
by irregular periodicity that is disrupted by noise. Eveaubh the concept of lo-
cating partially periodic events is common in many read-bipplications, few re-
search studies have been reported in this direction. In][124 authors introduced
a chi-squared test for discovering partially periodic @ats. Another interesting
study on mining partially periodic patterns has been rdgeaported in [125]. In
[125, 126], the Frequent and Periodic Activity Miner (FPAByorithm was intro-
duced for finding repetitive patterns in a resident’s atiégiin smart-environment
applications. FPAM is essentially aff-line algorithm. However, in order to be
able to detect changes in the patterns of the resident iesiviFPAM was applied
at scheduled regular mining sessions [125, 126]. A maintsbning of the ap-
proaches discussed in [124, 125, 126] is that they operadam off-line fashion.
This is in contrast to our application where deciding whetbeuppress event noti-
fications is achieved “instantaneously”, inam-linemanner, even as the events are
unfolding. Indeed, we argue that any realistic scheme shdiscover and adapt to
patterns as they appear and evolve irbadine manner, without relying on exten-
siveoff-line data mining.
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3.2.3 Summary of the Contributions

To the best of our knowledge, in the paper included in AppeBdiwe present the
first reportedon-lineapproach for discovering and tracking of spatio-tempoa&! p
terns in noisy sequences of events. As mentioned abovenagriog work which
was reported in [124], introduced the concepbifline mining of partially peri-
odic events. Extensive simulations results confirm thatsashieme outperforms a
this state-of-the-art scheme, namely the FPAM [125]. Tibeistness of the STPLA
to inclusion and as well as to omission noise, constitutas@ue property when it
is compared to the FPAM.

Moreover, the simulations results reported in Appendix 8sthat our scheme
possesses an excellent ability to cope with non-statioeavyronments. Interest-
ingly, we found that using a Balanced memory STPLA with mena@pth as small
as 5 yields quite good results aimost everyenvironment setting! Therefore, the
guestion of determining (or tuning) the proper internalfgguration of the STPLA
does not constitute a critical issue to ensure adaptivityyimamic environments.
This is in contrast to the “modified” FPAM presented in [12&here the perfor-
mance is dependent on a judicious choice of the size of tmglivindow.

Regarding computation and memory requirements, our scheiased on a
teamof finite automata, rendering it computationally efficienthwa minimal mem-
ory footprint.

To conclude, in the paper included in Appendix B, we predeafitst reported
approach to suppressing redundant notifications in agmitarelated to pervasive
environments. We believe that our work paves the way towarole research av-
enues for devising unobtrusive application by making usthefpotential offered
by machine learning techniques. The usefulness and fégsddiour application
was demonstrated through a working prototype.
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3.3 Contributions in Designing User-centric Architec-
ture for Personalized Service Provisioning in Per-

vasive Environments

3.3.1 Overview of the Contributions

Throughout this thesis, we have argued and demonstrateidémtifying those ser-
vices that deserve the attention of the user is becomingaeasingly challenging
task®. To respond to this challenge, in the paper included in Agpe@, we ar-
gue that service recommendation should rely on a multegatdecision maker that
combines different aspects (dimensions) of the systerrmwment in order to de-
cide, on behalf of the user, whether a service is relevanoar fRelevance”, we
propose in this paper should be determined based on a ustgicapproach that
collectively combines the reputation of the service, thersscurrent context, the
user’s profile, as well as a record of the history of recommaénds. The decision
making mechanism should also be adaptive in the sense ikathte to cope with
users’ contexts that are changing, and the drifts in thesusgerests, while it simul-
taneously can track the reputations of services, and ssppepetitive notifications
based on the history of the recommendations.

In the paper presented in Appendix C, we present an instamtiaf our ar-
chitecture for a real-life, day-to-day scenario involviagroactive location-based
application which provides an ensemble of services. In t®nario, the goal is
to build a personalized and context-aware decision malardélivers narrowly-

targeted notifications to the user about relevant servichagienvironment.

3.3.2 Related Work

The rich availability of services in pervasive environneehas the effect of over-
burdening the system’s service selection task. From theppetive of Pervasive

Computing promoted by Mark Weiser, the intention of incogimg more advanced

1The reader will observe that in this section, we will repedéw portions of text from the
previous chapter. This is done in the interest of permittiregchapter to be a stand-alone unit, and
to avoid having the reader go back and forth. We believe tiiati$ the ideal way to present this
material.
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technology should be that it provides the user the possilmfioperating in acalm
frame of mind [34]. Filtering out irrelevant informationiheen a focal concern in
a number of studies. The main issue has been to reduce théivedvad on the
user when it comes to selecting services. It is well knowh‘giashing” (or down-
loading) notifications messages to users can cause intemspand distractions.
Users who receive irrelevant notifications may become tigdgad with their rec-
ommendation service. According to the I-centric paradigoppsed by the Wire-
less World Research Forum (WWRF), the service provisionlshuoe tailored to the
actual needs of the user [3]. The I-centric vision promotFs@nalization, ambient

awareness, and adaptability as the core requirementsuséfsérvices.

A number of studies have been performed to realize this eesatric vision. A
pioneering recent work was performed by Hossgtial. [6]. In this work, the au-
thors proposed a gain-based media selection mechanisrhislregard, the gains
obtained by the ambient media services were estimated bpioamy the media’s
reputation, the user's context and the user’s profile. Assalt@f such a model-
ing process, the service selection problem was formulades gain maximization
problem. Thereafter, a combination of a dynamic and a grepgyoach was used
to solve the problem. There are some fundamental diffesebeveen the study of
[6] and the approach that we have proposed in Appendix C. Fnorrchitectural
point of view, our work is based on a Publish/Subscribe ggradh order to realize
matchmaking between available services and the usersrprefes. Moreover, the
authors of [6] did not present mechanisms to compute theaépo of the media

services, thus, in effect, assuming that it is merely static

A pertinent study that falls in the same class of our work &linamosroject
[7]. This approach is an example of a context-aware mobifgiegtion that can
be used for recommending relevant services to the user. |JnH& authors de-
signed a hybrid recommender system for notifying users afebevant services in
a context-aware manner. The model is based on a peer-tspeiat functionality
model, where the users can generate contextual notes amgstand attach them
to services, or to the environments. They are also perntittetiare these pieces of
information with their peers. The attached notes to therenment are delivered to

other users whenever they are in the spatial vicinity of thtéies associated with
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the notes. A main difference between their work and what vep@se is the way
by which preferences are described. Their work assumeditbaiser was expected
to explicitly describe his preferences by manually engethrem. In this sense, the
profile is defined by the user by explicitly specifying theagmf activities and asso-
ciating to them multiple interests. Such an approach cambsidered to be a more
a “primitive” approach — it is not viable in pervasive envirnents where prefer-
ences change over time. Moreover, the issue of suppressegjtive notifications
was not addressed in [7].

A comprehensive study for personalized service provisias ywerformed by
Naudetet al. from Bell Labs [8]. In [8], Naudeet al. designed an application for
filtering the TV content provided to users’ mobiles basedhmirtlearned profiles.
The application is based on the use of ontologies to capturgent descriptions as
well as the users’ interests. The latter interests arerm tained using a dedicated
profiling engine presented in [9], which leveraged Machieaining techniques for

user profiling.

3.3.3 Summary of the Contributions

In the paper included in Appendix C, we demonstrate how westtoat a hybrid
recommender system that minimizes the distraction to dsuggention while, si-
multaneously, maximizing the hit ratio of the service noéfions. In accordance
with the multiple dimensions that affect the decision mglpnocess, we have also
defined a set of enabler components. The synergy betweea ¢énebler compo-
nents is ensured through a Publish/Subscribe architecture

Through our architecture, we demonstrate that Al can beexdtgupport in the
field of pervasive computing. In fact, our architecture zathee way towards more
integration of Al in unobtrusive applications that adapithbehavior to the user
needs.

Repetitively reissuing of the same notification regardiregdame service is usu-
ally regarded as a nuisance to the user’s attention. We fddressed the issue of
suppressing repetitive notifications in a social mobileliggfion. With regard to
recommender systems, to the best of our knowledge, theignextsuppressing

repetitive notifications has not been addressed beforeeifitdrature.
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The paper in Appendix C report the results of simulationsdeated. These
results demonstrate the efficiency of our design in redutiregunobtrusiveness
that might be caused by traditional service recommendatystems. The design

avoids flooding the user with irrelevant information.
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3.4 Contributionsin Learning the Preferences of Users

3.4.1 Overview of the Contributions

The problem of estimating the preferences of users is fuedéah for personal-

ized applications which range from service recommendeesys to the targeted
advertising of services. However, unlike traditional estiion problems where the
underlying target distribution is stationary, estimatagser’s interests, typically,
involves non-stationary distributions.Therefore, résgrto strong estimators that
converge with probability 1 is inefficient since they rely the assumption that
the distribution of the user’s preferences is stationarythe paper included in Ap-
pendix D, we propose a method by which we can use a family ohststic-learning

based/Neakestimators for learning and tracking user’s time varyirtgiiests.

Recently, Oommen and Rueda [14] have proposed a strategyioh the pa-
rameters of a binomial/multinomial distribution can barested when the underly-
ing distribution is non-stationary. The method is refenr@ds Stochastic Learning
Weak Estimation (SLWE), and is based on the principles aftststic LA [68, 69].
The SLWE has found successful applications in many realgioblems that in-
volve estimating distributions in non-stationary enviments such as in adaptive
encoding [70], route selection in mobile ad-hoc networkl,[and topic detection
and tracking in multilingual online discussions [72]. Matied by these successful
applications of the SLWE in various areas, in Appendix D, wasider employing
it for solving the intriguing problem of tracking user’s anests.

The objective of the work in that paper included in Appendiixso present a
personalized.earning Preferences Managere, amodus operandu®r capturing
user’s preferences. The latter will be able to cope with glearbrought about by
variations in the distribution of the user’s interests, ethwill be where the SLWE
plays a prominent part. In the quest to learn the user’s dymarofile, theLearning
Preferences Managas guided by so-calle®Relevance Feedba¢RF) [128]. We
rely on theService Usage Historganalogous to the history maintained by the au-
thors of [6, 64]) as the main source of the RF. In fact, a comapproach towards
constructing a user’s profile is through non-intrusivelymtoring the history of the

usage of his services. 8ervice Usage Historfalso known as thénteraction His-
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tory), contains the history of the services used by the user awer. tFor example,
when the user has used a certain service at a certain tinamingteLearning Pref-
erences Manageaefines and revises the user’s profile based on the curréahires
of the usage history, which, in turn, is automatically andhtrusively observed in
the background. To obtain an index to measure this, the suheafcores of a data
item for a given attribute is made to be equal to unity. To naargify this, we
have opted, in the paper included in Appendix D, to use the SI[¥4] to update
the score of the data item based on the usage history. Wheaawger selects a
service, the metadata describing the service is used tdeiffascore of data item.
Thus, for example, if a user currently views a “action” moutee scheme would
increase the weight associated with the data item “action”.

In the paper mentioned here, we distinguish two classestafitkans that, in
turn, require two different forms of update mechanisms. dct,fthe data items
related to a given attribute could be either semantiadiBiyjunctive or semantically

conjunctive. Both of these cases have been systematically studied ahyrad.

3.4.2 Related Work

The core function of a personalizédarning Preferences Managerto update the
user’s profile in a dynamic and incremental way. This is dam¢hst the Learn-
ing Preferences Manager can closely follow the real-tim@won of the user’s
interests. In fact, any user’s interests are not constagtt ttme, and therefore it
is imperative that the system takes the profile’s drift inbcaunt. In this sense,
whenever one attempts to represent the usereentinterests, the most recent ob-
servations are more reliable than older ones. From a morerglgmerspective, the
task of learning the drifts in the user’s interests corresisdo the problem of learn-
ing evolving concepts [73]. There are several studies taeg ldealt with the task
of learning a user’s interests. These include the use oflaglivindow [74], aging
examples [75], and a Gradual Forgetting (GF) function [6G,65] etc. However,
of all these, a sliding window approach is the most popular. dnconsists of learn-
ing the description of the user’s interests from the mosémeobservations, and
thereafter, of discarding the observations that fall @eshe window.

A substantial shortcoming of the sliding window approacthis choice of the
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window size. In [74], the authors adopted a fixed-size timedeiv in order to learn
a user’'s scheduling preferences. They empirically detegththat a window size of
180 was a proper choice for their particular schedulingiappbn. The GF, on the
other hand, relies on assigning weights to the observati@isiecrease over time.
Hence, the influence of older (more “stale”) observationgh@running estimates,
decreases with time. The authors of [65] suggested a Iyne@dreasing function,
w = f(t), for decaying the relative weights of the GF. In order to achia synergy
between both the two approaches, namely GF and sliding wingoychev, in
[65], proposed to apply the Gkithin each sliding windowThus, in this case, the
parameten (i.e., the length of the observation sequence) was set tojba &L,

whereL denotes the length of the window.

Apart from the sliding window and GF schemes, other appresicivhich also
deal withchange detectignhave also emerged. In general, there are two major
competitive sequential change-point detection algorthPage’s cumulative sum
(CUSUM) [76] detection procedure and the Shirya®oberts-Pollak detection
procedure. In [77], Shiryayev used a Bayesian approachtectdehanges in the
parameters distribution, where the change points wereressto obey a geometric
distribution. CUMSUM is motivated by a maximum likelihoodtio test for the
hypotheses that a change occurred. Both approaches tiidizeg-likelihood ratio
for the hypotheses that the change occurred at the pointhanthere is no change.
Inherent limitations of CUMSUM and the ShiryaeRRoberts-Pollak approaches
for on-line implementation are the demanding computatiand memory require-
ments. In contrast to the CUMSU and the ShiryaBoberts-Pollak, the SLWE

avoids the intensive computations of ratios, and do notkevo/pothesis testing.

It is worth noting that change detection techniques andethiw#olving weak
estimators differ from a conceptual point of view. In fadiange detections tech-
niques are interested in determining the random instanbes & change in the un-
derlying distribution occurs. As opposed to this, weakneators aspire to compute
accurate estimates by unlearning old (stale) estimatémutiinecessarily inferring
the instant of change. In this vein, in change detectionrtiegles, a common ap-
proach to track the time-varying estimates is to rehyy on the data samples that

occurred after the inferred change instant in order to caethe estimates.
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A particularly interesting recent study for learning usariterests in ambient
media services (and in, consequently, locating relevanices) was reported in
[64]. Hossainet al devised the so-called Ambient Media Score Update method.
The SU method was used to learn a user’s changing intereség¢|®y recording
the so-called “scores”, which represented his/her affioftynterests. In order to
follow closely the evolution of the scores, the authors df [@fined their proposed
updating method defined earlier in [6], and updated the scof¢he services at
every time instant whenever the service was used. This was ohstead of per-
forming updates in a batch mode [6].

3.4.3 Overview of the Contributions

To the best of our knowledge, our work documented in the paqpduded in Ap-
pendix D presents the first attempt to apply a LA-inspiredraggh, such as the
SLWE, to the real-life problem of tracking user’s interests

Philosophically, our profile representation model is disiiarelated to the ap-
proach presented in [6, 64], where the authors utilized igtetty to update the affin-
ity of the user’s interests. However, a substantial difieesfrom the latter studies is
our novel categorization of the data items that constityieoéile, into its so-called
disjunctiveandconjunctivedata items. To the best of our knowledge, although pro-
file update approaches in which the data items which arerdijye have received a
significant interest, the case of conjunctive data itemsaresiargely unaddressed.
We propose an adequate update form based on the princigles St WE, for each
case of these two cases. It is worth noting that numerouscagiphs of the SLWE
has already been reported in the literature. However, gsfoisconjunctive and
disjunctive data items is totally new.

The model which we have adopted, namely that of the useesasts changing
“abruptly”, is, in itself, interesting. In fact, instead pfesuming that the so-called
environment’s “switch” occurs with some fixed periodicid4], we assume that
changes in the distribution of the user’s interests occum&nown random time
instants Furthermore, we suppose that the distribution changegtmssibly new
random distribution after the switch. Such a model of théridbistion’s versatility

is more realistic than the one which possesses a fixed peitiptiased changing
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model, and this is thus more appropriate in the context omesing the user’s
preferences. Clearly, the described settings represep#stigularly challenging
scenario for any approach which models and studies charigetda! The exper-
iments conducted and the results reported, demonstratedhapproach exhibits

lower error and faster adaptivity than the state-of-the-ar
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3.5 Contributions in the field of Random Walk-Jump

Process

3.5.1 Overview of the Contributions

Although Random Walks (RWs) with single-step transitioasénbeen extensively
studied for almost a century [129], problems involving timalgsis of RWs that
contain interleaving random steps and random “jumps” d@resically hard. In the
paper presented in Appendix E, we have considered the asalysne such fasci-
nating RW, where every step is paired with its counterpardoan jump. Apart from
this RW being conceptually interesting, it also has apfilice in testing of entities
(components or personnel), where the entity is never atiavenake more than a
pre-specified number afonsecutivdailures. The paper in this appendix contains
the analysis of the chain, some fascinating limiting préiper and simulations that
justify the analytic results.

In the paper included in Appendix E, we consider the scenatien we are
given the task of testing an error-prone component. At etiarg step, the com-
ponent is subject to failure, where the event of failure egauth a certain proba-
bility, g. The corresponding probability of the component not fafiis p, where
p=1-—q. Further, like all real-life entities, the component carei@ie under two
modes, either in th&Vell-Functioningmode, or in theMal-Functioningmode. At
a given time step, we aim to determine if the component is\argawell, i.e, in
the Well-Functioningmode, or if it is in theMal-Functioningmode, which are the
two states of nature. It is not unreasonable to assume thathese hypotheses are
mutually exclusive, implying that only one of these desesilthe state of the com-
ponent at a given time step, thus excluding the alternativer. paper considers a
possible strategy for determining the appropriate hymiifer the state of nature.

To achieve this, suppose that the current maintained hgpiiconjectures
that the component is in lal-Functioningmode. This hypothesis is undermined
and systematically replaced by the hypothesis that the ooeg is in itsWell-

Functioningmode if it succeeds to realize a certain numNegrof successive re-

2The latter quantity can also be perceived to be the prolylbifithe componentecovering
from a failure, i.e., if it, indeed, had failed at the prewvédime instant.
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coveries (or successes). In the same vein, suppose thairfeatchypothesis con-
jectures that the component is in Wgell-Functioningmode. This hypothesis, on
the other hand, is invalidated and systematically replégetthie hypothesis that the
component is in itdal-Functioningmode if the component makes a certain num-
ber N> + 1 of successive failures. In our paper, we argue that suchpathgsis
testing paradigm is most appropriately modeled by a RW ircivthe random steps

and jumps are interleaving.

3.5.2 Related Work

The theory of RWs and its applications have been centraktogbearch of stochas-
tic processes since the start of the last century. From ttwrded literature, one
perceives that the pioneering treatment of a one-dimeakRW was due to Karl
Pearson in 1905 [130].

Itis pertinent to mention that the available results partaj to RWs in which the
chain can move from any stdteto non-neighboringtatesN +k or N — k are scanty.
Indeed, the analysis of the corresponding MCs is almost s§sipte in the most
general caseexcept when certain conditions like time reversibility ceninvoked
Finally, such chains fall completely outside the scope ef $b-called family of
“birth-and-death” processes, because even in these ¢hsasjmber of individuals
does not drastically fall or increase in a single time urxicépt in the case when
one models catastrophes - but even here, MCs of this typenaeparted).

3.5.3 Summary of the Contributions

In our work documented in Appendix E, we have analyzed a nBvélwith in-

terleaving steps and jumps, whose applications domains bagn linked above.
Also, as alluded to above, although RWs with single-stepsiteons have been ex-
tensively studied for almost a century [129], problems imvg the analysis of
RWs that contain interleaving random steps and random “girape intrinsically

hard. In our paper, every step is paired with its countergartom jump. The
obtained theoretical results are novel and quantify thengsgtic behavior of the

chain. Morover, the paper also contains additional thezaletesults regarding the
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symmetry properties of the chain.

The associated simulations results show that our schenseges an excellent
ability to cope with non-stationary environments.

The RW we devised has applications in the testing of ent{tesnponents or
personnel), because we can constrain the entity to nevdidveed to make more
than a pre-specified numberadnsecutivéailures. The results also present avenues
for further research in issues related to exploration anpogation in multi-arm

bandit type problems.

80



3.6 Contributions in Designing a Novel Stochastic Dis-

cretized Weak Estimator

3.6.1 Overview of the Contributions

The task of designing estimators that are able to track tiarging distributions has
found promising applications in many real-life problemspdxticularly interesting
family of distributions are binomial/multiomial distritions. Existing approaches
resort to sliding windows that track changes by discardiltjatservations. In
Appendix F, we report a novel estimator, referred to as tloel&tstic Discretized
Weak Estimator (SDWE), that is based on the principles of ThAe estimator is
able to estimate the parameters of a time-varying binonmgaibution using finite
memory. It tracks changes in the distribution by operatingratrolled random walk
on a discretized space. The steps of the estimator are tzgttso that the updates
are done in jumps, and thus the convergence speed is indredée analogous
results for the binomial distribution have also been exéehtbr the multinomial
case. Interestingly, the estimator possesses a low cotignabcomplexity that
is independent of the number of the parameters of the muftialodistribution.
Our experimental results demonstrate that the new estinsatble cope with non-
stationary environments with high adaptation rate andracyu

As alluded to above, the devised SDWE is based on the thedj ¢88, 84],
and in particular to the family aérgodicanddiscretized_A. Ergodic automata are
known to better adapt to non-stationary environments wtteseeward probabili-
ties are time dependent. In a parallel vein, with respedtecset of values that the
action probabilities can take, LA typically fall into one tfo categories, namely
Continuous and Discretized. Continuous LA permit the acgmbabilities to take
any value in the intervdD, 1]. In practice, the relatively slow rate of convergence
of these algorithms constituted a limiting factor in thedphcability. In order to in-
crease their speed of convergence, the concept of disogetize probability space
was introduced in [15, 108]. This concept is implementeddstricting the prob-
ability of choosing an action to be one of a finite humber otiealin the interval

[0,1]. If the values allowed are equally spaced in this interia, discretization
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is said to bdinear, otherwise, the discretization is calledn-linear Following
the discretization concept, many of the continuous VSSAeHaeen discretized;
indeed, discretized versions of almost all continuousraata have been reported
[15]. Families of Pursuit and Estimator-based LA have bdews to be faster
than VSSA [86]. As a matter of a fact, even faster discretizex$ions of these
schemes have been reported [79, 15]. In brief, our estimealies on the principle
of discretization in order to hasten the convergence saetipn the phenomenon

of ergodicity to be able to cope with non-stationary disttibns.

3.6.2 Related Work

Estimation is a fundamental and substantial issue in Statiproblems. Estimators
generally fall into various categories including the sdrtMaximum Likelihood
Estimates (MLE) and the Bayesian family of estimates. TheEMind Bayesian
estimates are well-known for having good computational statistical properties.
However, the basic premise for establishing the quality stingates is based on
the assumption that the parameters being estimated do angeflwith time, i.e,
the distribution is assumed to be stationary. Thus, it isrdeke that the estimate
converges to the true underlying parameter with probgbllitas the number of
samples increases.

Consider, however, the scenario when the parameter betimga¢sd changes
with time. Thus, for example, let us suppose that the Betntidls leading to
binomially distributed random variable were done in a tivagying manner, where
the parameteswitched for example periodically. In the binomial case, it implies
that theparameterof the binomial distributiorswitches for example periodically.
Such a scenario demonstrates the behavior of a non-statienaronment. Thus,
in this case, the goal of an estimator scheme would be to agithe parameter, and
to be able to adapt to any changes occurring in the environnerother words,
the algorithm must be able to detect the changes and estthetgeew parameter
after aswitchhas occurred in the environment. If one uses strong estiéte.,
estimators that converge w.p. 1), itis impossible for tlaeried parameter to change
rapidly from the value to which it has converged to, and tlassiiting in poor time

varying estimates.
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Recently, Oommen and Rueda [14] have presented a strategiiibli the pa-
rameters of a binomial/multinomial distribution can berested when the underly-
ing distribution is non-stationary. The method has beegrredl to as the Stochastic
Learning Weak Estimator (SLWE), and is based on the priasipif continuous
stochastic LA. A part from the SLWE, there is a number of qumitis estimators
such as moving average, but they are all continous. As opdogéis, our scheme
presented in Appendix F, uses the alluded to learning giesiwhich resort to
discretizing the probability space [131, 132, 79, 108], padforming a controlled
random walk on this discretized space. By virtue of this iigzation, the conver-
gence rate has been shown to increase.

Apart from the SLWE and those described in [14], the literatalso reports
estimators involving the families of moving average estoma But as they essen-
tially work within the realm of continuousme series analysjghey are outside of

the scope of this thesis, and we will thus not elaborate om there.

3.6.3 Summary of the Contributions

To the best of our knowledge, the SDWE is the first reportedrdiszed estimator
that is able to track a time varying binomial/multnimoiadiibution.

The scheme uses the discretization principle of LA, andatpsron a controlled
random walk on this space. Indeed, by virtue of discrettratour SDWE vyields
faster convergence speed than the analogous continuoksestaators. In fact,
comprehensive simulation results demonstrate that theesgmator is able to cope
with non-stationary environments with high adaptatiore rabhd accuracy. In ad-
dition, the results suggest that the SDWE outperforms th&WLas well as the
SLWE.

The SDWE also posseses a low computational complexity, mnedsn terms
of the number of updates per time step to the estimates vect@restingly, this
is independent of the number of parameters of the multinbdiséribution to be
estimated. In fact, the SDWE makes at most 2 updates per tepethus rendering
the worst case complexity to be constanOgi.). To the best of our knowledge, this
characteristic is unique when compared to other estimatohsding the acclaimed

SLWE which posseses a complexity©fr), wherer is the number of parameters
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of the multinomial variable.

A part from being computationally efficient, the scheme soainemory effi-
cient and can be implemented using simple finite state mashifihe possible ap-
plications of the SDWE for classification and language de&iads currently being
investigated.
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Chapter 4

Conclusion and Future Research

In this thesis, we presented a user-centric architectureesfmmmending relevant
services to the mobile user in pervasive environments. Theaour architecture
was to reduce the cognitive load on the user when it conceiesteng services.
The architecture is adaptive in the sense that it is able pe @dth users’ contexts
that are changing and with the drifts in the users’ interesksle it simultaneously
can track the reputations of services, and suppress ligpetdtifications based on
the history of the recommendations.

In this vein, we devised a Reputation Manager that identi@psitable services
in the presence of a significant ratio of deceptive referilsile most of the legacy
approaches are vulnerable to the ratio of inaccurate re@ers, the RS that
we have proposed was shown to be robust to the underminiagt eff inaccurate
recommenders. In addition, it utilized the power of Word odih (WoM) com-
munications in an optimal way in the absence of direct expee.

Designing a Novelty Checker for suppressing redundantications involves
solving a fascinating problem of on-line discovery and kiag of noisy Spatio-
Temporal Patterns. In this regard, we presented a noveliaolto this problem
using the principles of LA. The solution was based on a newiljaai RWs with
interleaving jumps. Beside the application domain, in aasafe study, we also
examined the properties of this RW with interleaving jump#$e results that we
have obtained constitute a significant contribution to tekl fof RWs.

With regard to user’s profiling, we proposed a method by whighcan use

a family of SLW estimators for learning and tracking useirad varying inter-
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ests. Since increasing the learning speed of the SLWE is lagmoin itself, we
tackled this issue and reported the first discretized vergidhe SLWE. This dis-
cretized weak estimator has the property that it can prosigeificant benefits to
the Learning Preferences Manager. In addition, we predamténstantiation of our
architecture for a real-life, day-to-day scenario invotya proactive location-based
application which provides an ensemble of services.

As our overall conclusion, in the thesis, we have demoresirtitat LA can be a
great support tool to the field of Pervasive Computing. Weehttyat the thesis can
be a key driver for more sophisticated integration of LA ia ttesign of unobtrusive
applications that adapt their behavior to the user needs.

Several overall research directions for further investogearise from this thesis.

They are discussed below.

4.1 Future workin RSs

1. In this thesis, we solved th&T T Pwith mutually exclusive and exhaustive
groups of agents. An intriguing future research directiaoives solving the
AT T Pfor severalgroups of deceptive and fair agents, where each individual
group is characterized by an unknown probability of trubllgfaommunicat-
ing the reports. In addition, the question of fusing the egree of these
different “heterogenous” groups is an open research guesti

2. In the proposed solution to t#el TP, the parameter used to decide whether
two agents are reckoned “similar” is stochastic, while thter parameter
was assumedonstanby the authors of [117, 118, 119]. We believe that such
a transformation can be integrated into the OMA in order @lize novel
adaptive clustering algorithms, where the similarity nieadetween two el-
ements is a stochastic parameter, and where the algoritlomlysallowed
to perceivenstantiationsof the latter random variable. We believe that this

interesting idea would result in solving a wide range of tdtsg problems.

3. The solution to thé\T T Pproblem which we proposed in the thesis is based

on the principles of Fixed Structure Stochastic Automate83A). An ap-
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pealing alternative solution to the latter problem is tareso the family of
Variable Structure Stochastic Automata (VSSA) instead3$8&. A future re-
search direction is to attempt to model the “ties” betweem#gjusing a graph
where the edges represent a similarity measure betweerothesponding
nodes. Such a similarity measure can be updated using aomjste VSSA
scheme. In order to partition the agents into fair and degegroups, we

believe that we can invoke a minimum-cut approach [133].

. Most legacy approaches in RSs, discard the ratings frampdize agents in-
stead of trying to intelligently make use of them. An extrémaomising
research avenue is to attempt to make use of the unfair sadiftgr perform-
ing some “adjustment” operations. In the study propose@@j, [the authors
considered the case of continuous ratings, and reported &beterministic”
models of malicious manipulation of the ratings in a trudtnwek that in-
cluded complementary models, exaggerated positive madelexaggerated
negative models. We propose that future research couldviewaferring the
model for manipulating the ratings that each malicious agethe system is
adopting, so that we can “adjust” the system’s behavior ashgeunfair rat-
ings and render them fair. This task could include identiyihe deceptive
agents, and classifying them into different classes aaogrtb the pattern
of the malicious behavior that they exhibit. Then, for eatdss of mali-
cious behavior, an appropriate adjustment of the ratingegperformed to

“transform” the deceptive ratings into informative rating

. In many real-life situations, the perceived performaoicthe service by the
user does not merely depend on its “intrinsic” quality but eéso be seen to
be dependent on extrinsic factors such as the current lodweafervice. For
example, a Web-Service might perform poorly when accesgeadsignificant
number of users. In such settings, identifying “intrindi¢ahigh quality ser-
vices in the presence of deceptive agents will be increbshificult since,
in the case of negative rating, it is uncertain wether suclegative rating
is due to its “intrinsically” low quality or to an excessivedd that degrades

the performance. Moreover, if a RS considers only the ‘insig” quality of
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a service without taking into account the load of the servimest users in
the system would attempt to access “top ranked servicesidrsame time,
and thus, the perceived performance will degrade. Findiagsvio distribute
and/or schedule the access to the services so as to impmuseh's quality

of experience is an interesting research direction.

4.2 Future work in the field of noisy Spatio-Temporal

Patterns

1. In this thesis, we reported a solution to tracking noisgt®pTemporal Pat-
terns using a controlled RW. A fascinating avenue for futmoek is to inves-
tigate the application of the SLWE as an alternative sotutmthe problem,

and to compare its performance to our existing approach.

2. Our approach relies on the assumption that the noisyrpatbelong to a set
of hypotheses. A research direction that is worth pursuiaglé/be to design
an “unguided” approach for tracking Spatio-Temporal patgi.e, one that

would not require the hypotheseses space.

3. In the field of data miningassociation rule learnings a well-known ap-
proach for miningrequent itemsefd.34]. The generalization of our approach
to learn the set of evolvingssociation rulesn a dynamic stream of data is a

particularly intriguing open research question.

4.3 Future Work in Designing User-centric Architec-
ture for Personalized Service Provisioning in Per-

vasive Environments

1. In this thesis, we tested our architecture using a sinomgtamework in
which we chose, as a performance metric, the ratio of retavatifications.
In a future work, it would be beneficial to conduct a user studgrder to

assess the acceptance of our architecture from the pexspetan end-user.
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In such a study, privacy concerns related to the sharing efupersonal

information with service providers should be addressed.

2. In the study [6], the authors proposed a gain-based metkatoon mecha-
nism. The gains obtained by ambient media services wemaigtil by com-
bining the media’s reputation, the user’s context and tleg’siprofile using
different weights. A future research possibility is to base multi-criteria
decision-making mechanism for recommending relevanti@esuo the user
based on a simple computation of the gains of the correspgrsBrvices.
Additional parameters can be taken into account for evialgae gain of the

service such as its cost in terms of money or battery life.

4.4 Future work in Learning User’s Preferences

1. Inthe work reported in [8], Naudet. alintroduced the concept of the Quan-
tity of Affiliation (QoA), which is defined as the degree of &éfftion of a
content item to a given concept. From example, the movieeBhran have
a quantity of affiliation: Animation = 0.9, Comedy = 0.8 [8].hiE concept
is similar to that involving conjunctive data-items that weposed for our
Learning Preference Manager. The main difference is thahencase of
conjunctive data-items, the QOA is only allowed to take bnealues. An
interesting research direction would thus be to design &IfeMWE update
mechanism that is able to handle the case of continuous Qealieve that
such an SLWE will present a significant contribution bothte family of
Weak Estimator algorithms and to our Learning Preferencasdder.

2. The evaluation of the SLWE-based solution for learnirefgnences was per-
formed using simulated data sets. As a future work, we intentést our

solution for different real-life data sets.
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4.5 Future Work in SDWE

1. With regard to the SDWE, an interesting research diradsdo attempt to
control the step size of the SDWE in an on-line manner. Sibegyeen two
environment “switches”, the environment is stationaryiable intuitive idea
is to decrease the step size between two environment “ssgatcko that the
variance is reduced. On the other hand, as soon as an enenvrisaitch”
is detected, we suggest that the step size should be indréarsa limited
number of time iterations, so as to avoid getting trappethénald estimates
and to allow for fast migration towards the new target valleachieve this
task, a classical change-point detection algorithm ( SadPege’s cumulative
sum (CUSUM) [76] detection procedure or the ShiryaBoberts-Pollak
detection procedure) can be employed in conjunction wglfSBWE in order
to control the step size. It is worth mentioning that the saae@ could be
applied to control the update parameieof the SLWE.

2. In many real-life scenarios, when the environment execat“switch”, the
new target parameter being tracked and estimated is sarfipleda given
distribution, which is usually unknown. A Meta-Learningatithm that tries
to learn the lattedistribution from which the target parameter is drawn at
environment switches, is worth investigating. For examiplagine that the
target parameter of a binomial distribution can take twa&alaccording to
two-state Markov model. The steps of the SDWE can be chosamion-
linear manner so that “big” jumps are realized between tleegussible val-
ues of the target parameter, implying that the RW does net tiose in ex-
ploring the regions that are unlikely to contain the chaggarameter of the

target distribution.

4.6 Future Work in RWs with Interleaving Steps

1. In the thesis, we considered the analysis of ergodic RWs mierleaving
jumps. As a future work, we intend to analyze the propertfébelatter RW

in the presence of absorbing barriers.
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2. In our study of RWSs with interleaving jumps, we assumed #maentity can
operateonly under two modes either in theWell-Functioningmode, or in
the Mal-Functioningmode. A natural extension of our work is to generalize
the results to the case of several modes. In this sense, @mesage multiple
modes where the entity is “upgraded” to the next “better” mafler a certain
number of consecutive successes, while itis “downgraded™tvorse” mode
after a specified number of consecutive failures. It shoddnareasingly

difficult for the walker to advance from one mode to a “betteda’.

3. The generalization for a researcher to use the samegstredeknow when
an Al scheme should switch from “Exploration” to “Exploitat” is an ex-

tremely interesting avenue for future research.
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Abstract In this paper, we propose a novel solution to the
problem of identifying services of high quality. The reported
solutions to this problem have, in one way or the other, re-
sorted to using so-called “Reputation Systems” (RSs). Al-
though these systems can offer generic recommendations
by aggregating user-provided opinions about the quality of
the services under consideration, they are, understandably,
prone to “ballot stuffing” and “badmouthing” in a compet-
itive marketplace. In general, unfair ratings may degrade
the trustworthiness of RSs, and additionally, changes in the
quality of service, over time, can render previous ratings un-
reliable. As opposed to the reported solutions, in this pa-
per, we propose to solve the problem using tools provided
by Learning Automata (LA), which have proven properties
capable of learning the optimal action when operating in
unknown stochastic environments. Furthermore, they com-
bine rapid and accurate convergence with low computational
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complexity. In addition to its computational simplicity, un-
like most reported approaches, our scheme does not require
prior knowledge of the degree of any of the above mentioned
problems associated with RSs. Instead, it gradually learns
the identity and characteristics of the users which provide
fair ratings, and of those who provide unfair ratings, even
when these are a consequence of them making unintentional
mistakes.

Comprehensive empirical results show that our LA-based
scheme efficiently handles any degree of unfair ratings (as
long as these ratings are binary—the extension to non-binary
ratings is “trivial”, if we use the S-model of LA computa-
tions instead of the P-model). Furthermore, if the quality of
services and/or the trustworthiness of the users change, our
scheme is able to robustly track such changes over time. Fi-
nally, the scheme is ideal for decentralized processing. Ac-
cordingly, we believe that our LA-based scheme forms a
promising basis for improving the performance of RSs in
general.

Keywords Reputation systems - Learning automata -
Stochastic optimization

1 Introduction
1.1 Problem formulation

With the abundance of services available in today’s world,
identifying those of high quality is becoming increasingly
difficult. Since this, typically, involves the comprehensive
marketplace, an entire body of research has recently come
to the forefront, namely, the study of so-called “Reputa-
tion Systems” (RSs). Such systems have attracted a lot of
attention during the last decade in academia as well as in
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the industry, because they present a, hopefully, transparent
method by which the user community, within a social net-
work, can rank the quality of the services in question. RSs
have also emerged as an efficient approach to handle trust
in online services, and can be used to collect information
about the performance of services in the absence of direct
experience.

In this paper we intend to model and study how expe-
riences can be shared between users in a social network,
where the medium of collaboration is a RS. The basic
premise, of course, is that it is possible for users to expedi-
ently obtain knowledge about the nature, quality and draw-
backs of specific services by considering the experiences of
other users. Indeed, the information that people used to share
with their friends on campus or over a cup of coffee is now
being broadcasted online, and one can thus, easily and elec-
tronically, take advantage of the comments of thousands of
people participating in the social network. For instance, in a
social network of tourists, sharing the experiences concern-
ing restaurants can certainly prove advantageous.

The above premise is true if the basis of the decision is
accurate, up-to-date and fair. Unless a person is naive, he
must accept the fact that every user may not communicate
his experiences truthfully. In fact, the social network and
the system itself might contain misinformed/deceptive users
who provide either unfair positive ratings about a subject or
service, or who unfairly submit negative ratings. Such “de-
ceptive” agents, who may even submit their inaccurate rat-
ings innocently, have the effect that they mislead a RS that
is based on blindly aggregating users’ experiences. Further-
more, when the quality of services and the nature of users
change over time, the challenge is further aggravated.

From this perspective, we can state a fundamental para-
dox! about using RSs by virtue of the fact that they are
prone to “ballot stuffing” and “badmouthing” in a compet-
itive marketplace. Users who want to promote a particular
product or service can flood the domain (i.e., the social net-
work) with sympathetic votes, while those who want to get
a competitive edge over a specific product or service can
“badmouth” it unfairly. Thus, although these systems can of-
fer generic recommendations by aggregating user-provided
opinions, unfair ratings may degrade the trustworthiness of
such systems. Additionally, changes in the quality of ser-
vice, over time, can render previous ratings unreliable. In
general, unfair ratings may degrade the trustworthiness of
RSs, and changes in the quality of service, over time, can
render previous ratings unreliable.

!Instead of relying purely on traditional information sources, a user can
opt to take advantage of social networks in the form of RSs to get more
reliable recommendations. But instead, he risks ending up with even
worse reliability than what was offered with traditional information
sources because misinformed/deceptive users may “contaminate” the
RSs. Hence the paradox!
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This problem, of separating “fair” and “unfair” agents
for a specific service, is called the Agent-Type Partition-
ing Problem (AT P P). Put in a nutshell, in this paper, we
propose to solve the above mentioned paradoxical AT P P
using tools provided by Learning Automata (LA), which
have powerful potential in efficiently and quickly learning
the optimal action when operating in unknown stochastic
environments. It adaptively, and in an on-line manner, grad-
ually learns the identity and characteristics of the users who
provide fair ratings, and of those which provide unfair rat-
ings, even when these are a consequence of them making
unintentional mistakes.

The solutions provided here have been subjected to rigor-
ous experimental tests, and the results presented are, in our
opinion, both novel and conclusive.

1.2 Reputation systems: state of the art

Finding ways to solve the AT P P and thus counter the detri-
mental influence of unfair ratings on a RS has been a focal
concern of a number of studies [3, 5, 13, 22, 28, 30]. Del-
larocas [5] used elements from collaborative filtering to de-
termine the nearest neighbors of an agent that exhibited sim-
ilar ratings on commonly-rated subjects. He then applied a
cluster filtering approach to filter out the most likely unfairly
positive ratings. Sen and Sajja [22] proposed an algorithm
to select a service provider to process a task by querying
other user agents about their ratings of the available service
providers. The main idea motivating their work is to select a
subset of agents, who when queried, gives a minimum prob-
abilistic guarantee that the majority of the queried agents
provide correct reputation estimates. However, comprehen-
sive experimental tests show that their approach is prone to
the variation of the ratio of deceptive agents. As opposed
to these, Zacharia [30] proposed a game-theoretic model to
solve the trust problem in online markets. In [29], the au-
thors present a heuristic methodology to reduce the compu-
tational complexity of ratings prediction in a trust network
topology while maintaining accuracy. Their approach relies
on experimentally verifying that the trust network exhibits
the so called “small-worldness” network property. The au-
thors verified the validity of their approach through exper-
imental data extracted from online trust sites. Apart from
online markets applications, the concept of trust was shown
to be useful to avoid access to fraudulent and malicious web
sites [15]. In [15], the authors presented a proxy-based ap-
proach that makes use of safety ratings provided by McAfee
SiteAdvisor in order to prevent access to untrustworthy web
sites.

It is worth noting that combining reports from different
witnesses is akin to the problem of fusioning possibly con-
flicting sources of information [2, 7, 10]. Buchegger and Le
Boudec [3] tackled the latter issue as follows: They proposed
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a Bayesian reputation mechanism in which each node iso-
lates malicious nodes by applying a deviation test methodol-
ogy. Their approach requires the agent to have enough direct
experience with the services so that he can evaluate the trust-
worthiness of the reports of the witnesses. While this is a de-
sirable option, unfortunately, in real life, such an assumption
does not always hold, specially when the number of possi-
ble services is large. In [4], Chen and Singh evaluated the
quality of feedbacks assuming that a feedback is credible if
it is consistent with the majority of feedbacks for a given
user. Their approach, though promising, unfortunately, suf-
fers from a deterioration in the performance when the ratio
of deceptive agents is high. In [28], Yu and Singh devised
a modified weighted majority algorithm to combine reports
from several witnesses to determine the ratings of another
agent. The main shortcoming of the work reported in [28] is
its relatively slow rate of convergence. In contrast, in [27],
Witby and Jgsang presented a Bayesian approach to filter out
dishonest feedback based on an iterated filtering approach.
In their approach, the authors extended the so-called “Beta”
reputation system presented by Jgsang and Ismail [9]. The
authors of [6] proposed a probabilistic model to assess peer
trustworthiness in P2P networks. Their model, which, in one
sense, is similar to ours, differs from the present work be-
cause the authors of [6] assume that a peer can deduce the
trustworthiness of other peers by comparing its own perfor-
mance with reports of other peers about itself. Though such
an assumption permits a feedback-evaluating mechanism, it
is based on the fact that peers provide services to one an-
other, thus permitting every party the right to play the role
of a service provider and the service consumer (a report-
ing agent). Our approach, which we briefly describe in the
next section and then explain in greater detail subsequently,
makes a clear distinction between these parties—the service
provider and the reporting agent.

1.3 Overview of our solution

In this paper, we provide a novel solution to the above prob-
lems, and in particular to the AT P P, based on Learning Au-
tomata (LA), which can learn the optimal action when op-
erating in unknown stochastic environments. Furthermore,
they combine rapid and accurate convergence with low com-
putational complexity. In addition to its computational sim-
plicity, unlike most reported approaches, our scheme does
not require prior knowledge of the degree of any of the above
mentioned problems with RSs. Rather, it adaptively, and in
an on-line manner, gradually learns the identity and charac-
teristics of the users who provide fair ratings, and of those
which provide unfair ratings, even when these are a conse-
quence of them making unintentional mistakes.

Learning is achieved by interacting with a so-called “En-
vironment”, and by processing its responses to the actions

that are chosen. Such automata have various applications
such as parameter optimization, statistical decision making
and telephone routing [ 14, 18-20]. Narendra and Thathachar
[14] have dedicated a book that reviews the families and ap-
plications of LA, and a brief survey of this field is included
here in the interest of completeness.

By suitably modeling reports about direct experiences in-
volving a specific service as responses from the correspond-
ing “Environment”, our scheme intelligently groups agents
according to the rating that they give to the same service. To
formalize these responses, we define an agent to be “fair”
(or “trustworthy”) if it reports the service performance cor-
rectly with a probability p > 0.5. Similarly, an agent is said
to be “deceptive” if it reports the inverted service perfor-
mance with a probability g > 0.5. The beauty of our scheme
is that although the identity of the reporting agents is un-
known, “fair” agents will end up in the same group, while
“deceptive” agents will converge to another group.

Unlike most existing reported approaches that only con-
sider the feedback from “fair” agents as being informative,
and which simultaneously discard the feedback from “un-
fair” agents, in our work we attempt to intelligently com-
bine (or fuse) the feedback from fair and deceptive agents
when evaluating the performance of a service. Moreover, we
do not impose the constraint that we need a priori knowl-
edge about the ratio of deceptive agents. Consequently, un-
like most of existing work, that suffer from a decline in the
performance when the ratio of deceptive agents increases,
our scheme is robust to the variation of this ratio. This char-
acteristic phenomenon of our scheme is unique.

1.4 Contributions of this paper

The novel contributions of this paper, when it concerns RSs,
are the following:

e We demonstrate the applicability of LA to RSs—thus pro-
viding a promising real-time solution to this paradoxical
problem. To our knowledge, the paper presents the first
reported LA-based solution for any problem within the
field of RSs.

e Since our solution is based on LA, it is both computation-
ally simple and memory efficient.

e With regard to the field of LA itself, our scheme presents
twofold contributions to traditional LA-based partition-
ing algorithms [17, 19, 20]. First of all, we do not im-
pose the constraint that an equal number of agents must
reside in the same partition. Secondly, we experimentally
demonstrate that the partitioning still yields accurate re-
sults when the environment is stochastic. In this sense,
the parameter used here to decide whether two agents are
reckoned “similar” is stochastic, while the latter parame-
ter was assumed constant in [17, 19, 20].

@ Springer
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e Most importantly, however, our scheme maximizes the
likelihood of selecting high quality services in the pres-
ence of an unknown ratio of deceptive agents. Indeed, not
only does the scheme not require the a priori knowledge
of the ratio of the deceptive agents, but it is also very ro-
bust to extremely high ratios of such deceptive or even
malicious agents!

We conclude this section by mentioning that our results
probably represent the state-of-the-art!

1.5 Paper Organization

Earlier, in Sect. 1.2 we presented a brief survey of the avail-
able solutions for dealing with fair and unfair agents in RSs.
The rest of the paper is organized as follows. First of all,
in Sect. 2, we present a formal statement of the problem.
Then, in Sect. 3 we present a brief overview of the field of
LA. Thereafter, in Sect. 4 we present our solution, which
is the LA-based scheme for selecting services in stochastic
environments. Experimental results obtained by rigorously
testing our solution for a variety of scenarios and for agents
with different characteristics, are presented in Sect. 5. Sec-
tion 6 concludes the paper.

2 Modeling the problem

Let us consider a population of L services (or service
providers), S = {S1, S2, ..., S}. We also assume that the
social network (or pool of users) consists of N parties (syn-
onymously called “agents”) U = {u1, ua, ..., un}. Each ser-
vice S; has an associated quality, which, in our work is repre-
sented by an “innate” probability of the service provider per-
forming exceptionally well whenever its service is requested
by an agent. This probability is specified by the quantity 6y,
assumed to be unknown to the users/agents. For a given in-
teraction instance between user agent u; and service Sy, let
x;; denote the performance value, which, for the sake of for-
malism, is assumed to be generated from a distribution re-
ferred to as the Performance Distribution of S;. After the
service has been provided, the user/agent u; observes the
performance x;;, where x;; € {0, 1}. Since we intend to re-
duce our problem to a maximization problem, we assume
that ‘0’ denotes the lowest performance of the service, while
‘1’ denotes its highest performance.’

At this juncture, after the agent has experienced the qual-
ity of the service, he communicates his experience to the
rest of the network. Let y;; be the report that he transmits to

2The extension to non-binary ratings (for example when x;; is a real
number in the unit interval) is “trivial”, if we use the S-model of LA
computations instead of the P-model.
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other agents after he experiences x;;, where,? y;; € {0, 1}. It
is here that we have to model the genuineness of an agent
communicating his evaluation accurately. To do this, we as-
sume that agent #; communicates his experience, x;;, truth-
fully to other agents in the population, with a probability
pi. In other words, p; denotes the probability that agent
u; is not misreporting his experience. For ease of notation,
we let g; = 1 — p;, which represents the probability that
agent u; does, in fact, misreport his experience. The inten-
tion for this symbolism should be obvious, because clearly,
pi = Prob(xi; = yir).

Observe that as a result of this communication model, a
“deceptive” agent will probabilistically tend to report low
performance experience values for high performance ser-
vices and vice versa. Our aim, then, is to incrementally par-
tition the agents as being true/fair or deceptive, concurrently
with their experiences being communicated to us. Further-
more, at the same time as the agents are being partitioned,
our aim is to use the present state of the ongoing partition-
ing as a basis for decision making when selecting services.
Thus, our scheme can be divided into two interacting phases,
namely, an agent partitioning phase and a service selection
phase. The input to the agent partitioning phase is the reports
communicated by the other agents, while the input to the ser-
vice selection phase is the current agent partitioning. Deci-
sions about whether to access a service or not are the output
of the overall procedure, with the goal of making the deci-
sions that maximize the service performance experienced by
the agent that acts upon those decisions.

Note that we do not assume that an agent can access any
service, any time he wants. Rather, we assume that service
access is spatially and temporally restricted. Thus, the true
nature of services and agents are only gradually revealed,
i.e., as the overall system of agents and services are ob-
served over time. Also, note that we assume that some of the
agents spend some time on exploration, and not all of their
time purely on exploiting the experiences communicated by
other agents. This is necessary in order for the overall system
to discover the nature of new services when they are intro-
duced, as well as detecting the new nature of an old service
that changes nature.

Formally, the Agent-Type Partitioning Problem (AT P P),
can be stated as follows: A social network consists of N
agents, U = {uy,us,...,un}, where each agent u; is char-
acterized by a fixed but unknown probability p; of him re-
porting his experience truthfully. The ATPP involves parti-
tioning ¢/ into 2 (mutually exclusive and exhaustive) groups
so as to obtain a 2-partition Gy = {G; |i = 1, 2}, such that
each group, G;, of size, N;, exclusively contains only the

3We mention, in passing, that other researchers, have used the notation
yi1 to signify the rating of the service.
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agents of its own type, i.e., which either communicate truth-
fully or deceptively.

Since the set of all possible solutions is isomorphic to
the set of all possible subsets of I/, we conjecture that the
problem of determining the optimal 2-partition is N P-hard.

To simplify the problem, we assume that every p; can
assume one of two* possible values from the set {py, p s
where ps < 0.5 and py > 0.5. Then, agent u; is said to be
fair if p; = p, and is said be deceptive if p; = py.

Based on the above, the set of fair agents is Uy =
{uilpi = pr}, and the set of deceptive agents is Uy =
{uilpi = pa}.

Let y;; be a random variable defined as below:

yit = 1 w.p pi.6+ (1 —p).(1-6) n
"o wppi =)+ (- por.

Consider the scenario when two agents u; and u ; utilize the
same service S; and report on it. Then, based on the above
notation, their reports relative to the service S; are y;; and
v Tespectively, where:

Prob(yir = yji)
= Prob[(yii=0Ayi =0V u=1Ayy=1)]
= Prob[(yii=0Ayj;i =0)]
+ Probl(yi =1Ayji=1)]
= Prob(y;; =0) - Prob(y;; =0)
+ Prob(yjy=1) - Prob(yj; =1).

Throughout this paper, we shall denote Prob(y;; = yji) to
be the probability that the agents u; and u; will agree in
their appraisal. This quantity has the following property.

Theorem 1 Let u; and uj two agents. If both u; and u
are of the same nature (either both deceptive agents or both
fair), then Prob(yi; = yji) > 0.5. Similarly, if u; and u j are
of different nature, then Prob(y;; =y;;) <0.5.

Proof The proof is straightforward. O

We shall now proceed to present a brief overview of LA,
the toolkit to solve the AT P P.

4Generalizing this so that each p; can be an element of a set
{Pdys Pdy>---Pdy» Pfis Pfos - -- P sy }» Where every pg. < 0.5 and every
p#; > 0.5 is rather trivial. It merely involves extending the arguments
presented here for all possible pairs (pg,, py,). Notice that in the same
vein, agent u; would be considered fair if p; € {ps, pp....psy,}, and
he would be deceptive if p; € {pa,, pa,, --- Pa,}-

3 Stochastic learning automata

Learning Automata® (LA) have been used in systems that
have incomplete knowledge about the Environment in which
they operate [1, 14, 21, 25]. The learning mechanism at-
tempts to learn from a stochastic Teacher which models the
Environment. In his pioneering work, Tsetlin [26] attempted
to use LA to model biological learning. In general, a random
action is selected based on a probability vector, and these
action probabilities are updated based on the observation of
the Environment’s response, after which the procedure is re-
peated.

The term “Learning Automata” was first publicized by
Narendra and Thathachar [14]. The goal of LA is to “deter-
mine the optimal action out of a set of allowable actions” [1].
The distinguishing characteristic of automata-based learn-
ing is that the search for the optimizing parameter vector is
conducted in the space of probability distributions defined
over the parameter space, rather than in the parameter space
itself [24].

In the first LA designs, the transition and the output func-
tions were time invariant, and for this reason these LA were
considered “Fixed Structure Stochastic Automata” (FSSA).
Tsetlin, Krylov, and Krinsky [26] presented notable exam-
ples of this type of automata. The solution we present here,
essentially falls within this family and so we shall explain
this family in greater detail in Sect. 3.1.

Later, Vorontsova and Varshavskii [14] introduced a class
of stochastic automata known in the literature as Variable
Structure Stochastic Automata (VSSA). In the definition of
a VSSA, the LA is completely defined by a set of actions
(one of which is the output of the automaton), a set of inputs
(which is usually the response of the Environment) and a
learning algorithm, 7'. The learning algorithm [14] operates
on a vector (called the Action Probability vector)

In,

P(t)=[p1(1),.... pr(t)

where p;(t) (i =1,..., R) is the probability that the au-
tomaton will select the action «; at time ‘t’, p;(t) =
Pria(t)=«;],i=1,..., R, and it satisfies

R
> pi=1 vt

i=1

Note that the algorithm 7 : [0, 118 x A x B — [0, 1]¥ is
an updating scheme where A = {oy,02,...,ar},
2 < R < 00, is the set of output actions of the automaton,

51n the interest of completeness, we have included a brief review of
the field of LA here. The review found in the earlier version of the
paper has been abridged as per the desire of the referees. The list of
applications of LA is also extensive, but omitted here in the interest of
brevity and the advice of the referees.
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and B is the set of responses from the Environment. Thus,
the updating is such that

Pt+1)=T(P@®),a), (1),

where P (t) is the action probability vector, «(¢) is the action
chosen at time ¢, and S(¢) is the response it has obtained.

3.1 Fundamentals of FSSA

Since the solution to the AT P P which we present here es-
sentially falls within the family of FSSA, we explain them
now in greater detail. A F'SSA is a quintuple («, @, 8, F, G)
where: B

e o ={ay,...,apR} is the set of actions that it must choose
from.
o & ={¢y,...,ps}is aset of states.

e B ={0, 1} isits set of inputs. The ‘1’ represents a penalty,
while the 0’ represents a reward.

e F is amap from & x B to ®. It defines the transition of
the internal state of the automaton on receiving an input.
F may be stochastic.

e G isamap from @ to o, and it determines the action taken
by the automaton if it is in a given state. With no loss of
generality, G is deterministic.

As discussed above, the automaton is offered a set of ac-
tions, and it is constrained to choose one of them. When an
action is chosen, the Environment gives out a response B(¢)
ata time ‘¢’. The automaton is either penalized or rewarded
with an unknown probability ¢; or 1 — ¢;, respectively. On
the basis of the response f(¢), the state of the automaton
¢ (¢) is updated and a new action is chosen at (r + 1). The
penalty probability ¢; satisfies:

¢ =PrlB)=1la()=c;] (=12,....R).

The basic idea used to solve the AT PP is based on a
sub-class of LA solutions that has been used to solve the
object partitioning problem [8, 16]. As documented in the
literature, the object partitioning problem involves partition-
ing a set of |P| objects into |N| groups or classes, where the
main aim is to partition the objects into groups that mimic
an underlying unknown grouping. In other words, the ob-
jects which are accessed together must reside in the same
group [16]. In the special case when all the groups are re-
quired to contain the same number of objects, the problem
is also referred to as the Equi-Partitioning Problem (E P P).
Many solutions involving L A have been proposed to solve
the E P P, but the most efficient algorithm is the Object Mi-
grating Automaton (OM A) [16]. The latter was first pro-
posed by Oommen and Ma [16], and some modifications
were added by Gale et al. [8] to create the Adaptive Clus-
tering Algorithm (AC A). Since the OMA is, in one sense,
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the prior art on which our present solution is built, and since
we have compared our scheme with the OMA, we briefly
describe its design here.

3.2 Object migrating automaton (OM A)

The Object Migrating Automaton (O M A) is an ergodic au-
tomaton that has R actions {oq,...,ar} representing the
possible underlying classes. Each action «; has its own set
of states {¢i1, ¢i2, ..., $im}, where M is the depth of mem-
ory, and 1 <i < R represents the number of classes. ¢;1 is
called the most internal state and ¢;y, is the boundary (or
most external) state.

A set of W physical objects {A1, Az, ..., Aw} is ac-
cessed by a random stream of queries, and the objects are
to be partitioned into groups so that the frequently jointly-
accessed objects are clustered together. The OMA uti-
lizes W abstract objects {O1, O», ..., Ow} instead of mi-
grating the physical objects. Each abstract object is as-
signed to a state belonging to an initial random group but
in its boundary state. The objects within the automaton
move from one action to another, and so, in this case, all
the W abstract objects move around in the automaton. If
the abstract objects O; and O; are in the action «y, and
the request accesses (A;, Aj), then the OM A will be re-
warded by moving them towards the most internal state
¢n1. But a penalty arises if the abstract objects O; and
O; are in different classes, say o) and o, respectively.
Assuming O; is in ¢§; € {¢n1, Pn2, ..., dpm} and O; is in
Cj e {Pg1, Pg2, ..., Pgm}, they will be moved as follows:

o If & # ¢pm and ¢ # Pgm, O; and O; are moved one
state toward ¢,y and ¢y, Tespectively.

o If exactly one of them is in the boundary state, the object
which is not in the boundary state is moved towards its
boundary state.

e If both of them are in their boundary states, one of them,
say O; is moved to the boundary state of the other object
¢gm. In addition, the closest object to them is moved to
the boundary state ¢y, S0 as to preserve an equal number
of objects in each group.

It is important to point out that the random stream of
queries contains information about an optimal partition, and
the O M A attempts to converge to it. The automaton is said
to have converged when all the objects in a class are in the
deepest (or second deepest) most-internal state.

The OM A can be improved by the following: Assume
that a pair of objects (A;, A;) is accessed, where O; is in
the boundary state, while O; is in a non-boundary state. In
this case, a general check should be made to locate another
object in the boundary state of the partition containing O ;. If
there is an object, then swapping is done between this object
and O; in order to bring the two accessed objects into the
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same partition. In turn, instead of waiting for a long time to
have these accessed objects in the same partition, the con-
vergence speed can be increased by swapping the objects
into the right partitions.

The formal algorithm for the OM A is found in [8, 16],
and omitted here in the interest of space.

3.3 Similarities between the AT PP and the EP P

The idea behind using LA as a tool to solve the AT PP
comes from the elegance of using them to solve the EP P.
The similarity between the £ P P and the AT P P render LA
as one of the promising candidate tools to solve the latter.
This is because:

e Asin the case of the EP P, the AT P P is (possibly) NP-
hard, primarily due to the exponential growth in the num-
ber of partitions of objects/agents.

e The E P P dictates that each partition must have the same
number of objects. It is easy to see that an analogous con-
dition can be imposed with the AT P P if the number of
fair and deceptive agents are equal. Relaxing this con-
straint will be one of our major challenges.

e The EP P and AT P P seek to partition the objects/agents
into groups that mimic the underlying unknown groups of
objects and agents respectively. In the case of the EP P,
the objects which are accessed together more frequently
by a random sequence of queries are said to be in the
same partition. As opposed to this, in the AT PP, the
agents which are similar to each other (by being either
fair or deceptive), are required to be in the same group so
as to maximize the “within-group” and to minimize the
“between-group” similarities.

We now highlight the differences between the two prob-
lems.

3.4 Limitations of the OM A inthe AT P P context

The reported instances of the O M A are not directly applica-
ble for the AT P P. To develop our solution, we highlight the
main restrictions, and the necessary enhancements which
must be added to the OM A in order for it to be useful in
our present application domain.

o First of all, unlike the EPP, the AT P P does not require
the number of agents in each group to be the same.

e In case of the AT P P, the user does not have access to the
stream of random queries. Rather, the only available data
is the set of instances when the appraisal of one agent con-
curs with that of another. It is thus apparent that we have
to artificially “generate” a sequence of “queries” (or pairs)
which can be used to operate on a machine similar to the
OM A. The above restriction has a “two-edged” implica-
tion. First of all, in the E P P, the user usually requests

the system to obtain a query pair of the form (O;, O;).
However, inthe AT P P, it is our responsibility, while de-
signing the algorithm, to determine which agents should
be deemed similar or dissimilar, and the reader will ob-
serve that this determination is a problem to be solved
in its own right. Secondly, in the OM A, the placement
of the objects in the automaton and the stream of random
queries, together, serve to either reward or penalize the au-
tomaton. However, in the case of the AT P P, the question
of obtaining a reward/penalty response is not provided by
the user, but it has to be inferred. This again has to be
solved.

Unlike the E P P, which has no way of penalizing “non-
accessed elements”, a solution to the AT P P must de-
velop a strategy for penalizing such agents by consider-
ing how similar the agents within the same groups are.
Clearly, this is superfluous for the E P P because, in that
problem, the automaton is absolutely dependent on the
user’s queries. In the present problem, it is crucial that
an automaton can quantify how fitting an agent is for any
given group.

The optimal partition for the E P P yields crucial informa-
tion in the stream of random queries. As opposed to this,
in the context of the AT P P, the system has no notion of
how to characterize the optimal partition. This renders the
problem of adapting the O M A to solve the AT P P more
difficult.

In the same vein, the definition of the optimal partition for
the E P P is quite different from that of the corresponding
solution for the AT P P. In the case of the E P P, all ob-
jects which are accessed together more frequently should
be in the same partition, while in the AT P P all agents
which respond in a similar way should be in the same
group.

The criteria which are used to reward and penalize the
automaton in the EP P is quite unlike the one used for
the AT PP. In the EP P, the automaton is rewarded or
penalized based on the (unknown) probability of any two
objects being jointly accessed. But in the context of the
AT P P, the automaton is reward or penalized by “con-
ducting a comprehensive study” of the relation between
the individual agents, which, furthermore, may or may not
participate in a communication within the social network.
Although the EPP and AT PP utilize analogous rules
for a reward phenomenon, as we shall see, they differ in
performing the penalty rules. In case of the EP P, the
automaton enforces the rule that the pertinent object mi-
grates, if and only if at least one of the accessed objects
is at the boundary state of the different partitions. As op-
posed to this, in the AT P P, the automaton enforces the
rule that the agents are migrated to the alternate group
whenever the task of migrating is dictated by their joint
appraisal probabilities.
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e The automaton used to solve the EP P is said to have
converged, when all the objects are found in the most (or
the last two) internal states of each partition. However,
we propose that the convergence in the AT PP occurs
when the measure of their clusters is satisfactory. For ex-
ample, if all the agents in both class are in their most in-
ternal states, the within-cluster distance of each cluster
would be zero, and the between-cluster distance would be
2M. We can then say that convergence has occurred if
the weighted sum of the within-cluster distance and their
between-cluster distance is greater than a given threshold.

4 A LA-based solution to the AT P P

This section describes, in fair detail, all the aspects and algo-
rithmic issues associated with our LA-based solution to the
AT P P. To initiate this, in Sect. 4.1 we first explicitly state
the inputs, outputs and goals of the entire exercise. Then, in
Sect. 4.2, we present a formal overview of the solution, in-
cluding the components of its 7-tuple formulation. Each of
the elements of this automaton are formally explained here.
Since the formulation of the LA has to explicitly declare the
responses it makes to Rewards and Penalties, Sect. 4.3 ex-
plicitly defines these both diagrammatically and algorithmi-
cally. This is followed, in Sect. 4.4, by a description of how
the user concentrates his observation on a sliding window of
interactions with other agents in the social network, and a
simple example (in Sect. 4.6) concludes this section.

4.1 Inputs, outputs and goals

In order to develop our LA-based solution to the AT PP, it
is appropriate that we re-iterate what the corresponding in-
puts and outputs are. The input to our automaton, is the set
of user agents U = {uy, us, ..., uy} and the reports that are
communicated within the social network. With regard to the
output, we intend to partition U/ into two sets, namely, the
set of fair agents Uy = {u;|p; = pr}, and the set of decep-
tive agents Uy = {u;|p; = pa}. The intuitive principle that
we use is that the agents that have the same nature (fair or
deceptive) will report similar experiences about the same
service, and we shall attempt to infer this phenomenon to,
hopefully, migrate them to the same partition. Observe that
since agents of different nature report dissimilar experiences
about the same service, we hope to also infer this, and, hope-
fully, force them to converge into different partitions.

4.2 Formal definition of the LA-based AT P P solution
We define the Agent Migrating Partitioning Automaton

(AMPA) as a 7-tuple as below: U, @, «, B, Q, G, W),
where
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U=A{uy,uz,...,uy}is the set of agents.

D = {1, 02, ..., P2} is the set of states.

o = {ay, ap} is the set of actions, each representing a
group into which the elements of ¢/ fall.

B ={‘0’, ‘1’} is the set of responses, where ‘0’ represents
a Reward, and ‘1’ represents a Penalty.

@ is the transition function, which specifies how the
agents should move between the various states. This func-
tion is quite involved and will be explained in detail
presently.

e The function G partitions the set of states for the groups.
For each group, «/, there is a set of states {¢(;—1)m+1, -,
¢jm}, where M 6 is the depth of memory. Thus,

Gp))=oa; (G—1DM+1<i<jM. 2)

This means that the agent in the automaton chooses o/
if it is in any of the first M states, and that it chooses o
if it is in any of the states from ¢y741 to ¢2pr. We assume
that ¢(;—1)pm+1 is the most internal state of group o, and
that ¢ is the boundary state. These are called the states
of “Maximum Certainty” and “Minimum Certainty”, re-
spectively.

o W= {WID (1)}, where, WID (t) = {Last D records prior to
instant ¢ relative to service S; }.

Our aim is to infer from W a similarity list of agents
deemed to be collectively similar. From it we can, based
on the window of recent events, obtain a list of pairs of
the form (u;,u ;) deemed to be similar. The question of
how W is obtained will be discussed later.

To see how all these components flow together, we shall
now explain how the learning cycle is performed—which is
the central kernel where the AT P P is solved.

The learning phase is the core of the clustering. The
AM P A model is initialized by placing all the agents at the
boundary state of their initially randomly-chosen groups.
This indicates that the AM P A is initially uncertain of the
placement of the agents, because the different states within
a given group quantify the measure of certainty that the
scheme has for a given agent belonging to that group. As
the learning cycle proceeds, similar agents will be rewarded
for their being together in the same group, and they will be
penalized by either moving toward their boundary state, or
to another group, as will be clarified presently.

SGenerally speaking, the depth of the memory, M, in the LA could
play an important role in determining the accuracy of the LA, while
the eigenvalues of the underlying chain would determine the machine’s
rate of convergence. To the best of our knowledge, we are not aware of
any method used to determine the best value for M except the trial-and-
error approach. The effect of varying M will be explained in Sect. 5.
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4.3 Reward and penalty transitions

Philosophically, we mention that since we require that all
the elements of &/ move among the states of the machine, it
is distinct from traditional FSSA, which, being a traditional
finite state machine, always finds itself in only one of a finite
number of states. Also, if agent u; is in action o, it signifies
that it is in the sub-partition whose index is j. Moreover, if
the states occupied by the nodes are given, the sub-partitions
can be trivially obtained by invoking (2).

Let ¢; (t) be the index of the state occupied by agent u;
at the " time instant. Based on {¢; (¢)} and (2), let us sup-
pose that the automaton decides a current partition of ¢/ into
sub-partitions. Using this notation we shall later describe the
transition map of the automaton. Since the intention of the
learning process is to collect “similar” agents into the same
sub-partition, the question of “inter-agent similarity” (i.e.,
inferring which two agents should be grouped together) is
rather crucial. In the spirit of Theorem 1, we shall reckon
that two agents are similar if they are of the same nature,
implying that the corresponding probability of them agree-
ing is greater than 0.5.

We now consider the reward and penalty scenarios sepa-
rately.

4.3.1 Transitions for rewards

(a) Whenever two agents u; and u; test the same ser-
vice, if their corresponding reports are identical (either
both ‘0’ or both ‘1’), and they currently belong to the
same partition, the automaton (and, in particular, u; and
u;) is rewarded. This mode of rewarding is called the
RewardAgreeing mode depicted in Fig. 1, and the al-
gorithm is formally given in Algorithm 1 titled “Re-
ward_Agreeing_Nodes”.

(b) As opposed to this, if u; and u; are dissimilar and
they currently belong to distinct partitions, the automa-
ton (and again, in particular, u; and u; ) is rewarded.
This mode of rewarding is called the RewardDisagree-
ingMode. The algorithm is identical to the formal algo-
rithm given in Algorithm 1, and is thus omitted to avoid
repetition.

By way of explanation, more specifically, on being re-
warded, since the agents u; and u; are in the “correct”
group, say op, with regard to the agent it is being com-
pared with, both of them are moved towards the most in-
ternal state of that group, one step at a time. Observe that
it does not matter whether either (or both) of them is in a
boundary state. The overall scheme is given in Algorithm 2
titled “Reward_Agent”.

4.3.2 Transitions for penalties

Here we encounter three cases as listed below.

Algorithm 1 Procedure Reward_Agreeing_Nodes
Input: ¢; and ¢;: the indices of the states where the agents
R; and R; are located in the LA.
Output: The updated values of ¢; and ¢;.
Method:
1: Reward_Agent(¢;)
2: Reward_Agent(¢;)
3: return ¢; and ¢;
End Procedure Reward_Agreeing_Nodes

Algorithm 2 Procedure Reward_Agent

Input: ¢;, which represents the index of the state where the
agent R; is located in the LA.

Output: The updated value of ¢;.

Method:

1: if (¢ mod M # 1) then
2 G=¢g -1

3: end if

4: return ¢;

End Procedure Reward_Agent

(a) Whenever two agents u; and u; test the same service,
if their corresponding reports are identical (either both
‘0’ or both ‘1), and they currently belong to distinct
partitions, the automaton (and, in particular, u; and u ;)
is penalized. More specifically, this case is encountered
when two similar agents, u; and u ;, are allocated in dis-
tinct groups say, o, and o respectively (i.e., R; is in
state ¢;, where §; € {pu—1)Mm+1,-..,Pam}, and R isin
state ¢;, where ¢ € {¢p—1)m+1, - - -, $pm}). This mode
of rewarding is called the PenalizeAgreeing mode de-
picted in Fig. 2, and the algorithm is formally given in
Algorithm 3 titled “PenalizeAgreeingNodes”.

Algorithm 3 Procedure Penalize_Agreeing_Nodes
Input: ¢; and ¢;: the indices of the states where the agents
R; and R; are located in the LA.
Output: The updated values of ¢; and ¢;.
Method:
1: Penalize_Agent(¢;)
2: Penalize_Agent({;)
3: return ¢; and ¢;
End Procedure Penalize_Agreeing_Nodes

(b) However, if u; and u ; are both assigned to the same sub-
partition, but they should rather be assigned to distinct
groups, the automaton is penalized. Analogous to the
above, this mode of penalizing is called the PenalizeDis-
agreeing mode, because, in this mode, agents which are
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Fig. 1 (a) RewardAgreeing Mode: This is the case when both agents
u; and u;j belong to the same partition. Observe that it does not mat-
ter whether either (or both) of them is in a boundary state. (b) Reward
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Disagreeing Mode: This is the case when both agents #; and u; belong
to different partitions. Again, observe that it does not matter whether
either (or both) of them is in a boundary state
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Fig. 2 PenalizeAgreeing Mode: This is the case when both agents u; and u; belong to different partitions. In (a), neither of them is in a boundary
state. As opposed to this, in (b), the figure depicts the case when one of them, u ;, is in a boundary state
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Fig.3 PenalizingDisagreeing mode: This is the case when both agents
u; and u j belong to the same partition, when, in actuality, they should
belong to distinct partitions. In (a), neither of them is in a boundary

Algorithm 4 Procedure Penalize_Agent

Input: ¢;, which represents the index of the state where the
agent R; is located in the LA.
Output: The updated value of ¢;.

Method:
1: if (Z; mod M # 0) then
2 =6 +1
3: else
4: if (¢; = M) then
5: ¢ =2M
6: else
7: ;=M
8: endif
9: end if

10: return ¢;
End Procedure Penalize_Agent

actually dissimilar are assigned to the same subparti-
tion and they are therefore penalized. This is depicted
in Fig. 3, and the algorithm is identical to the formal
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state. As opposed to this, in (b), the figure depicts the case when one
of them, u ;, is in a boundary state

algorithm given in Algorithm 3. It is again omitted to
avoid repetition.

(c) Inboth these cases, if the agent in question is in a bound-
ary state, it is subsequently moved to the boundary state
of the alternate choice.

Again, by way of explanation, on being penalized, if the
agents u; and u ; are in the same group, say «,, both of them
are moved away from the most internal state of that group,
one step at a time. See Figs. 2 and 3 and Algorithm 4 titled
“Penalize_Agent”. If either of them is in a boundary state, it
switches actions to go to the boundary state of the alternate
action.

4.4 The window of observations

Since we adopt a simple interaction model, at each time in-
stant a random agent chooses a random service to interact
with, and can report his experience to the rest of agents.

We now address the question of recording the reports as-
sociated with the various agents, which in turn, involves the
set W, defined above. In our work, we adopt a “tuple-based”
window to store the reports for a given service [12], where
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the size of the window is quantified in terms of the number
of tuples. We have opted to do this because it is easier to
deal with tuple-based windows, since the size of each win-
dow in terms of the number of tuples is fixed. As opposed
to this, a time-based window would be specified in terms of
time units, where the size of each window instance may vary
based on the arrival process. Observe that our approach is
consistent with the work of Shapiro [23] where it was proven
that in an environment in which peers can change their be-
havior over time, the efficiency of a reputation mechanism
is maximized by giving higher weights on recent ratings and
where older (stale) ratings are discounted. Clearly, this is
equivalent to enforcing a sliding window.

In the partitioning phase, the agent in question observes
the reports of other agents. Based on the similarity of the re-
ports relative to the same service, the agent in question parti-
tions the reporters into two sets. Obviously, the reporters are
either deceptive or fair. Despite the ability of our LA-based
clustering algorithm to separate between the two groups Uy
and Uy, the agent can not determine which of the two groups
is the fair one, ({{7), and which is the deceptive one, (Uy),
unless he tries the services himself. Intuitively, if the agents
knows this information, he can just take the inverse of the
reports of the “liars” as being trustworthy, while he consid-
ers the rest of the reports, obtained from the fair agents, as
also being trustworthy.

With regard to the set W, the decision making procedure
that maximizes the likelihood of choosing high performance
services, works as follows. Every agent stores the last D re-
ports seen so far. Thus, the agent in question maintains, for
every service, a sliding window over the last D reported ex-
periences, which guarantees gathering the most recent re-
ports. Let

WID () = {Last D records prior to instant ¢

relative to service S;}

At time instant ¢, WID (t) contains the D tuples with the
largest time stamps (where, if the total number d of reports
seen so far is smaller than the length of the window D, the
vector contains these d elements). Clearly, WID () stores the
most recent D tuples.” Also, let W”[k] denote the record of
index k in the vector, or the (D — k)’h last record.

4.5 The decision making phase
In the spirit of what we have developed so far, we assume

that the services belong to two categories: high performance
services and low performance services. A high performance

7In future, unless there is ambiguity, for ease of notation, we shall omit
the time index ¢.

service is a service with a high® value of 6, and similarly, a
low performance service is a service with a low value of 6.
We suppose that agent u aspires to interact with high per-
formance services. Therefore, every time u desires to access
a service, u creates a list L of the recommended services
by applying a majority voting method, as explained below.
Based on this, u chooses a random service among the ele-
ments of this created list. In order to create a list of the high
performance services, for every service Sy, agent u evaluates
the feedback from agents that may have directly interacted
with service S; during the last D interactions. We adopt the
terminology of a “witness” to denote an agent solicited for
providing its feedback. In this sense, at instant ¢, agent u
examines the service history vector WID (1) that contains the
last reports of the witnesses regarding the performance of
service S;. For every report in the vector WID (1), agent u
should take the reverse of the report as true if he believes that
the witness is a “liar”, and consider the rest of the reports
as being trustworthy. Following such a reasoning, given D
trustworthy reports about a given service, we can apply a
deterministic majority voting to determine if the service is
of high performance or of low performance. Obviously, if
the majority of the agents assign the service a ranking of
‘1’, the service is assumed to be of a high performance, and
consequently, it is added to the list L.

However, a potential question is that of determining
which partition is the deceptive one, and which involves the
fair agents. In order to differentiate between the partitions
we design a LA that learns which of the partitions is decep-
tive and which is fair—based on the result of the interaction
between agent u with the selected service S;. The automa-
ton is rewarded whenever agent u selects a recommended
service from the list L and the result of the interaction is a
high performance (meaning ‘1’). Similarly, the automaton
is penalized whenever agent u selects a recommended ser-
vice from the list L and the result of the interaction is a low
performance (meaning ‘0’). Again, we suppose that agent
u in question is initially assigned to the boundary state. We
observe the following:

e If agent u isin class «; then u supposes that all the agents
in o are fair, and the agents in the alternate class are de-
ceptive.

e Whenever agent u decides to interact with a high perfor-
mance service, he creates the list L of recommended ser-
vices, and proceeds to choose a random service from L.

o If the result of the interaction is ‘1°, a reward is generated,
and the agent u goes one step towards the most internal
state of class o;.

8In the section which describes the simulations performed, a typical
value that we choose for high performance services is 6 = 0.8, and for
low performance services is 6 = 0.2.
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o If the result of the interaction is ‘0’, a penalty is generated
and agent u goes one step towards the boundary state of
class o;.

e If agent u is already in the boundary state, he switches to
the alternate class.

The formal algorithm which puts all the pieces of this
puzzle together, follows in Algorithm 5. Observe that the
agent whom we are interested in (say, #, who is in state &)
invokes this. He periodically,” with a periodicity T, invokes
the Service Selection module given formally in Algorithm 6.
Since, as we alluded to earlier, we are working with a simple
interaction model, our solution assumes that at every time
instant, a random agent u; is allowed to experience the qual-
ity of a random service, and that he communicates his expe-
rience to the rest of the network. This report will serve as an
input to the OMA-Based-Partitioning, given formally in Al-
gorithm 7. Consequently, the agent u will be able to contin-
uously invoke an “intelligent” partitioning strategy between
his consecutive accesses to the services, and also incremen-
tally partition the set of reporting agents. The automaton as-
sociated with the agent u# will converge to the action which
yields the minimum penalty response in an expected sense.
In our case, the automaton will converge to the class contain-
ing the fair agents, while the deceptive agents will converge
to the alternate class.

Algorithm 5 Main_Algorithm

Input: U = {uy,...,un}, the set of agents, and T, a para-
meter which specifies the access periodicity of the system.
Output: Choice of an accessed service at every 7*" time in-

stant.
Method:
1: for Every time instant n do
2:  if ((n mod T =0)) then
3: Service_Selection(iA)
4 else
5 OMA_Based_Partitioning({/)
6: endif
7: end for

End Main_Algorithm

4.6 Example

To show how the proposed decision making works we pro-
vide an example (see Fig. 4). In this example, we suppose

9Here, we suppose that the agent u aspires to access a high perfor-
mance service with a pre-defined fixed frequency, for example, after
every T time instances. Observe that we could just as easily have re-
sorted to a Poisson distribution.
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Algorithm 6 Procedure Service_Selection

Input: A current partition of U{uq,...,un} into sub-
partitions. Note that ¢, which represents the state occupied
by agent u.

Output: The updated value of ¢.

Method:

1: for every service S; in the pool of available services do

2:  Initialize vote < 0

3: Initialize L < @

4: WID : report vector relative to S;

5: fork<1toD—1do

6: j < Index of the agent associated to record WID [k]
7: if ((u and u; are in same group)/\(WlD [k] = 1))

then

8: vote :=vote + 1

9: else
10: if ((z and u ; are in different groups)/\(WlD [k] =

0)) then

11: vote := vote + 1

12: end if

13: end if

14:  end for
15:  if (vote > D/2) then
16: L~ LUS

17:  end if

18: end for

19: S,: Service chosen at random from the list L
20: x,: Result of the interaction as u accesses S,
21: ¢: Index of the state occupied by agent u

22: if (x, = 1) then

23:  Reward_Agent(¢)

24: else

25:  Penalize_Agent(¢)

26: end if

End Procedure Service_Selection

that the current partition is depicted by Fig. 4(a). Agents u1,
u3 and us belong to a different partition than agents u, and
u4. We suppose that the agent in question, u, desires to inter-
act with a high performance service. u examines the report
vector WID (t). Moreover, we suppose that WID (t) is com-
posed of {y;; =0, y3 =0, y5s =0, y5y =1, yy = 0}. Since
u is in state ¢, it belongs to partition «, and therefore as-
sumes that agents up and uy4 are fair agents, since they be-
long to the same partition as he. Similarly, # assumes that
agents u, uz and us are deceptive. Therefore, u inverts
the reports received from the “assumed deceptive agents”,
namely (y;; =0, y3; =0, y5; = 0) and trusts the reports from
the “assumed fair agents”, namely (yy; = 1, yy = 0). Ap-
plying the majority voting method, four 1’s and one 0, leads
to a majority of 1, meaning that the service S; is assumed
a priori to be a high performance service. We suppose that u
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Fig.4 An example of how the decision making process works. In (a)
we encounter the so-called PenalizeAgreeing mode. Here the agents
u; and u; belong to different partitions, and neither of them is in a

Algorithm 7 Procedure OMA_Based_Partitioning

Imput: U = {uy,...,un} is the set of agents to be parti-
tioned.

QOutput: Partitioning agents into two sub-partitions.
Method:

1: A random agent i chooses a random service S;
2: x;;: Result of the interaction
3: yi: Reported experience
4. Update the vector WID
5: fork < 1toD—1do
6:  j < Index of the agent associated to record WID [k]
7. if (yiy=yj;) then
8: if (u; and u ; are in same group) then
9: Reward_Agreeing_Nodes(i, )
10: else
11: Penalize_Agreeing_Nodes(i, j)
12: end if
13:  else
14: if (u; and u ; are in same group) then
15: Penalize_Disagreeing_Nodes(7, ;)
16: else
17: Reward_Disagreeing_Nodes(i, j)
18: end if
19:  endif
20: end for

End Procedure OMA_Based_Partitioning

selects S after creating the list L. In addition, suppose that
the result of the interaction is ranked as being a “low” per-
formance. Therefore, the automaton depicted in Fig. 4(b) is
penalized. Since u is at the boundary state, ¢, u switches
from its current partition, and is assigned to the state ¢3. Be-
ing in state ¢3 (and consequently in partition o1 ), # assumes
that agents u» and u4 are deceptive agents since they now
belong to a different partition than he. Similarly, # now as-
sumes that agents u, u3 and us are fair, and the system is
ready for the next interaction!

o O,

Uy, u, u u

i i
® ®©®© o/ o °o
é é, # & & &,

(b) Stm_ 2

boundary state. As opposed to this, in case (b), the LA encounters the
PenalizeAgreeing mode, when both agents u; and u; belong to differ-
ent partitions, and one of them, u;, is in a boundary state

5 Experimental results

The performance'® of our scheme for RSs has been tested
by simulation in a variety of parameter settings, and the re-
sults that we have obtained are truly conclusive. To quantify
the quality of the scheme, we measured the average perfor-
mance of the selected services over all interactions, and this
was used as the performance index. All the results reported
have been obtained after averaging across 1,000 runs, where
every run consisted of 40,000 steps. In other words, each
time i the agent in question, guided by our learning scheme,
selects a service, the resulting performance x; is either 0
or 1. Thus, assuming that the agent selects a total of n ser-
vices across all runs and time steps, we define the average
performance to be > 7, x;.

The interactions between the agents and the services were
generated at random, and at every time instant, a random
agent was made to select a random service. In our current
experimental setting, the number of agents was 20 and the
number of services in the pool of available services was 100.
The services belonged to two categories, namely, high per-
formance services with 6 > 0.5, and low performance ser-
vices with 8 < 0.5. The agent in question (i.e., the one which
we are interested in) periodically accessed a service every
1,000 runs—as per the above-mentioned procedure.

We report now the results obtained by testing the scheme
in a variety of settings.'!

5.1 Performance in static environments

We first report the results for environments which are sta-
tic. Figure 5 shows the average performance of the service
selection scheme when the testing was done over 40,000
runs. In this particular setting, 10% of the services were high

10We are grateful to the feedback from the anonymous Referees, whose
comments helped to improve this section significantly.

"We have done experiments for numerous settings and scenarios. In
the interest of brevity, we merely report a few representative (and typi-
cal) experimental results, so that the power of our proposed methodol-
ogy can be justified.
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Fig. 5 The behavior of the
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performance services with 6 = 0.8, and 90% were low per-
formance services with 6 = 0.2. Further, 15 of the report-
ing agents were deceptive with py = 0.2, while 5 were fair
agents with p r = 0.8. The depth of memory used for the LA
was M = 10, and the length of the sliding window was 100.
The results that we have obtained are shown in Fig. 5, which
demonstrates the ability of the approach to accurately in-
fer correct decisions in the presence of the deceptive agents.
In Fig. 5, 95% confidence intervals for the averages perfor-
mance are also plotted. Observe that the scheme achieves a
near-optimal index that asymptotically approaches the per-
formance of the high performance services, i.e., 8 =0.8.

5.2 Immunity to the proportion of deceptive agents

We now consider the problem of investigating how “im-
mune” our system is to the percentage of deceptive agents.
Figure 6 presents the average performance of the system
(over all interactions) when the ratio of deceptive agents is
varied. Observe that Fig. 6 are also reports the 95% confi-
dence intervals for these averages performance indices. The
reader will agree that the simulations results demonstrate
that the scheme is truly “immune” to varying the proportions
of fair and deceptive agents. In fact, even if all agents are
deceptive (i.e., this is equivalent to a ratio of 100%), the av-
erage performance is stable and again achieves near-optimal
values that approach the index of the high performance ser-
vices, = 0.8. In our opinion, this is quite remarkable!
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5.3 Varying the spread between deceptive and fair agents

To further demonstrate the power of the scheme, we have
considered the effect of varying the spread between decep-
tive and fair agents. To analyze this, in this experiment,
50% of the services provided were set to be “high per-
formance” services. Figure 7 displays the average perfor-
mance when p  and p, were set to the following pairs: (0.8,
0.2), (0.6,0.4), and (0.5,0.5). The reader should observe that
as the spread between the fair and deceptive agents is de-
creased, the environment becomes increasingly more “dif-
ficult”, rendering the task of differentiating between them
to be more exacting. In the particular case where py = 0.5
and pg = 0.5, the process of choosing the services is totally
random, which results in a theoretical performance of 0.5,
because,

P©®=0.8) x 0.8+ P(6 =0.2) x 0.5
—0.5%x0.84+0.5x%0.2=0.5.

However, in every case, the AM P A seems to asymptotically
attain near-optimal solutions.

5.4 Periodically changing service performance

To investigate the behavior of the AMPA with perfor-
mances which changed with time, we first considered the
scenario when these changes were made periodically. In-
deed, we achieved this by changing all the service perfor-
mances periodically every 5,000 runs. Further, the changes
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were made “drastic”, i.e., by inverting them from their prior
values as per:

Ql,new =1- 91,0151'

In the simulation settings, we used the following parameters:
There were 10% high performance services with 6§ = 0.8,
and 90% low performance services with 8 = 0.1. Further,
we assumed that 15 of the reporting agents were decep-
tive, with py = 0.2, while 5 were fair agents with py =0.8.
The memory depth used for the LA was M = 10, and the
length of the sliding window length was 100. From the re-
sults shown in Fig. 8, the reader will observe that the scheme
is able to adapt favorably to such changes. Indeed, from
Fig. 8, we notice that as the behavior of the services changed
(i.e., at every 5,000th step), the subsequent access by agent
u resulted in choosing a low performance service. However,
the scheme was well able to adapt to that change, and that,
rather rapidly, because of the state changes of the AM P A
and the sliding window approach. In fact, as the window
slides, the reports related to older (i.e., “stale”) service per-
formances were discounted, and replaced by more recent
reports, which, in turn, better reflected the current perfor-
mance of the services. Again, we believe that the way by
which the AM P A tracks this change is quite remarkable.

5.5 Immunity to the ratio of low performance services

The next scenario we report is the AM P A’s immunity to
the ratio of low performance services. Simulations results
demonstrate that the scheme is immune to varying this ra-
tio. In this case, we observe that for the system to achieve

15 20 25 30 35 40
40,000 time slots

near-optimal performance, the time window should be cho-
sen to be relatively large. In fact, it turns out that the agent in
question still opts to choose high performance services even
if their ratio is as low as 10%. Figure 9 depicts the average
performance (over time) with variations in the ratio of low
performance services. In our experiments, we utilized the
following ratios: 10%, 30%, 50%, 70%, and 90%, and in the
simulation, 15 of the reporting agents were deceptive with
pa = 0.2, while 5 of the agents were fair with py = 0.8.
The reader will observe that the AM P A converges to near-
optimal performance in every single setting!

5.6 Varying the spread between high/low performance
services

To further demonstrate the property of the AM P A to be in-
sensitive to the spread between high and low performance
services, we conducted a set of experiments in which these
parameters were varied. Figure 10 depicts the average per-
formance when the indices of the high and low perfor-
mance services were set to the following pairs: (0.8, 0.2),
(0.7,0.3), (0.6,0.4) and (0.5, 0.5) respectively. In this ex-
periment, 50% of the services provided were set to be “high
performance” services. The reader will observe that as the
spread decreased, it was (understandably!!) increasingly dif-
ficult for the scheme to accurately select only high perfor-
mance services. Of course, in the limit when we encounter
the particular case of (0.5, 0.5), the process of choosing the
services turns out to be totally random, which resulted in a
theoretical performance of 0.5.
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Fig. 9 The performance of the
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5.7 Effect of changing the memory size

The final result that we report confirms the basic theory of
LA, which asserts that the performance of the machine in-
creases with the size of the memory. To test the effect of the
machine’s memory, numerous experiments were conducted
in a number of environmental settings. In this experiment,
50% of the services provided were set to be “high perfor-
mance” services. The results obtained in every case was
identical, namely, that the performance increased with the
memory. Indeed, Fig. 11 illustrates that decreasing the mem-
ory depth from 5 to 2 results in a lower performance. Again,
as anticipated by the theoretical results, a smaller memory
undermines the quality of the partitioning process, making it
difficult for the AM P A to accurately differentiate between
the deceptive and fair agents.

5.8 Experimental comparison

In this section, we compare'> our proposed approach with
two popular algorithms for dealing with deceptive agents,
namely Yu and Singh’s weighted majority method [28], and
Sen and Sajja’s approach [22]. The main idea of the algo-
rithm in [28] is to assign a weight to every witness that
reflects how credible he is. Before accessing a service, the

12We are grateful to the anonymous referees who suggested such a
comparison.
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40.000 time slots

agent in question, u, requests the predictions of the indi-
vidual witnesses concerning the service performance. The
witnesses convey their predictions to u in the form of be-
lief functions [28]. After accessing the service, the agent
in question updates the weight of every witness based on
the result of interacting with the service. Deceptive agents
will tend to submit inaccurate predictions and thus their rel-
ative weights will decrease over time. Similarly, the weights
of fair agents will increase over time. An aggregated pre-
diction, denoted as X in [28], is computed by the agent in
question as a weighted combination of the witnesses’ pre-
dictions. In order to be able to compare our algorithm with
the scheme proposed in [28], we were forced to add a Ser-
vice Selection Procedure to Yu and Singh’s weighted major-
ity method, i.e., one that is analogous to the service selection
procedure presented in our Algorithm 6. In the service selec-
tion procedure, whenever agent u desires to access a service,
u creates a list L of the recommended services that have an
aggregated prediction A greater!? than %

In Fig. 12, we report the evolution of the average perfor-
mance for our approach, and compare it with Yu and Singh’s
weighted majority algorithm. In the simulation settings, we
used the following parameters: There were 10% high perfor-
mance services with & = 0.8, and 90% low performance ser-
vices with 8 = 0.2. Moreover, we assumed that 15 of the re-

BUsing the value 4 as a decision threshold is commonly used in
Weighted Majority Algorithms [11].
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porting agents were deceptive, with p; = 0.2, while 5 were
fair agents with p s = 0.8. For the weighted majority algo-
rithm, we adopted the number of episodes to be H = 10,
as described in [28]. From Fig. 12, we remark that our pro-
posed approach exhibits a faster convergence speed than the
weighted majority algorithm. The slow convergence speed
of the weighted majority algorithm can be explained by the
gradual reduction of the weight of deceptive agents. This
gradual modification of weights leads to the weighted av-
erage being “polluted” by the deceptive agents for a con-
siderable amount of time, before their detrimental effect is
filtered out.

Table 1 summarizes the average performance at time in-
stant 20,000, for different ratios of deceptive agents, where
the total number of agents was set to be 20. Table 1 shows
that the average performance for the weighted majority al-
gorithm monotonically decreases as the ratio of deceptive
agents increases. This also demonstrates that the speed of
convergence of the weighted majority algorithm decreases
monotonically, as we increase the ratio of deceptive agents.
On the other hand, Table 1 also reports that the learning
speed of our proposed approach is not affected at all by the
increased ratio of deceptive agents, thus demonstrating the
superiority of our approach.

In addition to comparing our algorithm to the weighted
majority algorithm, we have also evaluated another popular
approach, namely the approach proposed by Sen and Sajja in
[22]. In [22], the authors made use of a reinforcement learn-
ing technique to locate high performance service providers.

40.000 time slots

A fundamental assumption in the latter approach is that the
majority of agents are fair. When this assumption is true, the
probability guarantee defined in [22] is obtained by querying
all witnesses.'* In Fig. 13, we report a comparison of the av-
erage performance under varying ratios of deceptive agents.
In the experimental settings, 50% of the services were as-
sumed to provide high performance. We observe that Sen
and Sajja’s algorithm suffers from a performance decline
as the number of deceptive agents increases. As opposed to
this, from Fig. 13, we observe that the average performance
of our scheme remains near-optimal in every setting. It is
worth noting that the robustness of our approach (when deal-
ing with high ratios of deceptive agents) is not due to invert-
ing the ratings of deceptive agents. In fact, we could exclu-
sively base our predictions on the ratings of fair agents and
discard the ratings of deceptive ones. However, intelligently
combining the ratings from both fair and deceptive agents
when evaluating the performance of a service, reduces the
variance of the resulting aggregate.

5.9 Evaluation of computational efficiency
The issue of addressing the computational complexity of our

solution is not easily answered. The real issue is that the
problem itself is NP-Hard because it can be reduced to the

141n the interest of brevity, the full details of this approach are omitted.
We refer the reader to [22] for further details about the scheme.
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Table 1 A comparison of the

performances of the AM P A Weighted majority Proposed approach
and the method due to Yu and Deceptive Average Standard Average Standard
Singh [28] after 20,000 time agents ratio deviation deviation
steps
10% 0.786 0.013 0.796 0.013
20% 0.752 0.014 0.795 0.013
30 % 0.718 0.014 0.792 0.013
40% 0.701 0.014 0.790 0.013
50% 0.674 0.015 0.794 0.013
60% 0.635 0.015 0.793 0.013
70% 0.611 0.015 0.798 0.013
80% 0.581 0.016 0.797 0.013
90% 0.547 0.016 0.796 0.013
Fig. 13 The variation of the 1,
average performance of the 0.9
AM P A and the method of Sen § 083— o ., .
and Sajja [22] when the ratio of g 07 774777*’—k77*'7+”“1—wn,,\'
fair agents is decreased 806 +_ Our approach . —
I 0.5 —=Sen et al. approach =
g 0.4
& 0.3
(]
Z 02
0.14
0 5 10 15 20 25 30 35 40 45 50

partitioning problem, and so, if we merely stated that at each
step we required a linear number of operations, we would
be presenting an unfair picture to the reader. Indeed, gener-
ally speaking, the time complexity of a fixed-structure LA
depends on the depth of the memory, M, which plays an
important role in determining the accuracy of the LA, while
the consequent eigenvalues of the underlying chain (also de-
pendent on M) would determine the rate of convergence. In
practice, the LA is assumed to have converged when all ob-
jects are in (or close to) the most internal states in each par-
tition. Even though one needs but a linear number of moves
per iteration, to the best of our knowledge, we are not aware
of any method that can be used to pre-determine the num-
ber of iterations required for a solution to reach these most
internal states. Hence we present below, what we believe is
the most appropriate (fair and scientific) method of reporting
the complexity of the solution.

In order to assess the computational efficiency of our ap-
proach, we also measured the execution times on a laptop
PC containing a 2.1 GHz Intel Core Duo CPU with 2 GB
of RAM, running Windows XP 2002. All the algorithms
were implemented using Java, and the code was compiled
using the Sun Java compiler (javac). Observe that our main
algorithm consists of two main procedures, namely the Ser-
vice_Selection Procedure and the OMA_Based_Partitioning
Procedure, whose detailed descriptions are respectively
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found in Algorithm 6 and Algorithm 7. In this perspective,
we analyzed the computational efficiency of both these pro-
cedures separately.

Note that in all of the experiments, the execution time is
expressed in milliseconds. Figure 14 depicts the evolution of
the execution time of the Procedure OMA_Based_Partition-
ing when the size of the sliding window was varied from 10
to 100, and when we fixed the number of services to 100.
From Fig. 14, we observe that the required execution time
for the OMA_Based_Partitioning increases linearly as the
size of the sliding window increases. Note that we achieve
high accuracy with relatively small window sizes, and it is
not unreasonable to reckon that this linear increase in com-
putation time is rather insignificant in real-world applica-
tions.

In the rest of this section, we evaluate the performance
of the Procedure Service_Selection. Here, we measured the
execution times by varying the number of services and for
varying sliding window sizes. In Fig. 15, we fixed the win-
dow size to be 100 and varied the number of services from
10 to 100. From the figure, we note that the execution time
of Procedure Service_Selection increases almost linearly as
we increase the number of services, which is also quite com-
mendable!

Similarly, in Fig. 16, we display the results when the
number of services was fixed to be 100, and we varied the
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window size from 10 to 100. From this figure, we note that 2.

by increasing the window size, the execution time increases
as well, again, almost linearly!

5.10 Utilizing the ATPP to real-world applications

The ultimate intention of this paper is to have the algorithm
functional in a real-world device. The problems with testing
and incorporating it on real-world applications are many and
listed below:

1. First of all, it is extremely hard, if not impossible to get 4

real-life data on which we can test the algorithm. Indeed,
we would like to perform a real-world study with “real”
good and bad services, and with “real” people taking the
role of truth-tellers and liars. However, the question, re-

ally, is one of finding service providers and users who 5

will willingly participate in such an experiment, and the
logistics of this exercise is unsurmountable.

40 50 60 70 80 90 100
Sliding Window Size

Secondly, even if are able to “recruit” service providers
for this task, it will be impossible to find real-life users
who will serve as “ballot-stuffers” or “badmouthers”.

. Even if people serve in these capacities, the results of the

tests should, in actuality, be verified using psychological
and cognitive criteria. Unfortunately, such a study would
have to be carefully designed in order to provide reliable
results, and would require human resources and knowl-
edge in the latter domains that remain outside the scope
of the present project. We respectfully submit that his is
a multi-disciplinary project in its own right.

. From an optimistic perspective, we remark that by intro-

ducing a large degree of noise in our simulations, we are
able to “stress” the schemes quite severely, thus mimick-
ing the “nuisances” of the real world. This is what we
have done in this paper.

. In this regard, we have included a comparative evaluation

with other popular approaches for dealing with deceptive
agents ratings, namely, Yu and Singh’s weighted majority
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method [28] and Sen and Sajja’s reinforcement learning
approach [22] (see Sect. 5.8). From these evaluations, we
believe that it is clear that our scheme provides the same
kind of functionality as what is required from practical
cases. One should, however, note that our scheme out-
performs the latter schemes in the experiments.

Finally, we conclude this section by remarking that from
a more realistic viewpoint, now that the problem setup has
been clarified, we believe that it is, presently, much clearer
how the scheme fits into a practical case. Thus, a more re-
stricted real-world study is planned as a next step in coop-
eration with Ericsson Research, where we intend to build a
mobile phone-based prototype of the scheme presented in
this paper, with a focus on learning from a real-life social
network. Briefly stated, in this prototype each mobile phone
will be equipped with an instance of ATPP. Furthermore,
the ratings users submit about services must be accessible
by each mobile phone, preferably based on lazy propaga-
tion of ratings on a per need basis. Thus, as ratings of other
users are observed by a given instance of ATPP, and the re-
spective user obtains direct experience from his own inter-
action with services, ATPP updates its state accordingly, as
demonstrated in the simulations of this paper. Another pos-
sible practical application of our algorithm is stated in the
paper by Sen and Sajja [22] where user agents need to select
processor agents to achieve processor tasks. This avenue of
research is also currently being investigated.

6 Conclusions

In this paper, we have considered an extremely pertinent
problem in the area of “Reputation Systems” (RSs), namely
the one of identifying services of high quality. Although
these RSs offer generic recommendations by aggregating
user-provided opinions about the quality of the services un-
der consideration, they are prone to “ballot stuffing” and
“badmouthing” in a competitive marketplace. Clearly, such
unfair ratings may degrade the trustworthiness of RSs, and
additionally, changes in the quality of service, over time, can
render previous ratings unreliable. In this paper, we have
presented a novel solution for the problem using tools pro-
vided by the family of Learning Automata (LA). Unlike
most reported approaches, our scheme does not require prior
knowledge of the degree of any of the above mentioned
problems associated with RSs. Instead, it gradually learns
the identity and characteristics of the users which provide
fair ratings, and of those who provide unfair ratings, even
when these are a consequence of them making unintentional
mistakes.

Comprehensive empirical results show that our LA-based
scheme efficiently handles any degree of unfair binary rat-
ings. Furthermore, if the quality of services and/or the trust-
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worthiness of the users change, our scheme is able to ro-
bustly track such changes over time. The paper also contains
a detailed comparison of the method with the state-of-the-
art. Finally, the strategy is ideal for decentralized process-
ing, and so, as such, we believe that our LA-based scheme
forms a promising basis for improving the performance of
RSs.

A possible extension of our work is to develop the
analogous methodology for continuous reports instead of
boolean. Also, in this work, every agent in a social network
can communicate with all other agents. In practice, though,
most of the time, one agent may resort to his friends for par-
tial information of available services. The question of how
we can devise a solution for the service reputation effec-
tively and efficiently (in this setting) is a research task in
itself, and is an interesting problem for future work.
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Learning Automaton Based On-line Discovery and Tracking of

Spatio-Temporal Event Patterns *

Anis Yazidi! Ole-Christoffer Granmo? , B. John Oommen?

Abstract

Discovering and tracking of spatio-temporal patterns in noisy sequences of events is a diffi-
cult task that has become increasingly pertinent due to recent advances in ubiquitous computing,
such as community-based social networking applications. The core activities for applications of
this class include the sharing and notification of events, and the importance and usefulness of
these functionalities increases as event-sharing expands into larger areas of one’s life. Ironi-
cally, instead of being helpful, an excessive number of event notifications can quickly render the
functionality of event-sharing to be obtrusive. Indeed, any notification of events that provides
redundant information to the application/user can be seen to be an unnecessary distraction. In
this paper, we introduce a new scheme for discovering and tracking noisy spatio-temporal event
patterns, with the purpose of suppressing reoccurring patterns, while discerning novel events.
Our scheme is based on maintaining a collection of hypotheses, each one conjecturing a specific
spatio-temporal event pattern. A dedicated Learning Automaton (LA) — the Spatio-Temporal
Pattern LA (STPLA) — is associated with each hypothesis. By processing events as they un-
fold, we attempt to infer the correctness of each hypothesis through a real-time guided random
walk. Consequently, the scheme we present is computationally efficient, with a minimal memory
footprint. Furthermore, it is ergodic, allowing adaptation. Empirical results involving extensive
simulations demonstrate the STPLA’s superior convergence and adaptation speed, as well as an
ability to operate successfully with noise, including both the erroneous inclusion and omission
of events. An empirical comparison study was performed and confirms the superiority of our

scheme compared to a similar state of art approach [28]. In particular, the robustness of the
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STPLA to inclusion as well as to omission noise constitutes a unique property compared to other
related approaches. Additionally, the results included, which involve a so-called “Presence Shar-
ing” application, are both promising and in our opinion, impressive. It is thus our opinion that
the proposed STPLA scheme is, in general, ideal for improving the usefulness of event notifica-
tion and sharing systems, since it is capable of significantly, robustly and adaptively suppressing
redundant information.

Keywords: Learning Automata, Spatio-Temporal Pattern Recognition

1 Introduction

Presence Sharing is a ubiquitous service in which distributed mobile devices periodically broadcast
their identity via short-range wireless technology such as BlueTooth or WiF1i [8]. The whole problem
of Presence Sharing is intricately bound to the issue of the recording and processing of “events”
involving the entities included within the social network. Applications that utilize Presence Sharing
have been used in social contexts to maintain an “in touch” feeling strengthening social relations
[9], as well as in work environments to enhance collaboration between colleagues [11].

Typically, “events” occurring in the real world can be characterized as being in one of two classes,
i.e., “Stochastically Episodic” (SE) and “Stochastically Non-Episodic” (SNE). This is a distinction
that is especially pertinent in simulation, where it is customary for one to model the behaviour of
accidents, telephone calls, network failures etc. using their respective probability distributions, even
though they follow no known pattern. Indeed, events of these families happen all the time, and so can
be termed as being “stochastically non-episodic”. As opposed to this, there is a whole class of events
that can stochastically occur in a non-anticipated manner. These so-called “stochastically episodic”
events include earthquakes, nuclear explosions etc. The difficulty with modelling SE events is that
most of the observations appear as noise. However, when the SE event does occur, its magnitude
and features far overshadow the background, as one observes after a seismic event. The modelling
and simulation of such SE events in the presence of a constant stream of SNE events is a relatively
new field [5, 6], where the authors model the SE and SNE events simultaneously in such a way
that the effect of an SE event is perceived through the “lens” of the underlying background of SNE
events.

Since events are almost omnipresent, one has to consider the observation due to Garlan et al.
[10], who state that the most precious resource in a computer system is no longer its processor,
memory, disk, or network, but rather human attention. Thus, our aim in this paper is to address a
fundamental challenge concerning the above class of applications: How can one harvest the benefit
of event-sharing without distracting the application user with redundant notifications? The solution

we propose is to try to discern the nature of the events encountered!. Of course, the events may not

ITo exemplify the usefulness of such a strategy, consider the nuisance caused by being notified every time one



be drastically SE or SNE, as in the case of earthquakes or nuclear explosions. However, if we can
discern that an event is repeating (even though this repetition is non-periodic), it is still of a SNE
nature which must be given less weight, while non-repeating events (which are in one sense, SE)
must be assigned a greater weight. Thus, the question we resolve involves demonstrating how we
can enhance the Presence Sharing experience by weighting the SE and SNE events appropriately.
Apart from the “Presence Sharing” application example, we elucidate the relevance of our ap-
proach for tracking noisy spatio-temporal event patterns, which we shall explain in great detail in
the rest of the paper, by providing two specific examples of applications one form the field of Am-
bient Assisted Living and the other from the Internet of Things.? In the area of Ambient Assisted
Living [30], alerts could be trigged if an elderly inhabitant does not visit the kitchen according to
normal habits. The alerts are suppressed if, in turn, the person returns to the normal habits of
visiting the kitchen. Such automatic alerts could serve to monitor the habits of the elderly inhabi-
tants in order to assist them in case of need. The Internet of Things [4] envisions an environment
saturated with the presence of an abundant number of wireless sensors. In the later field, a pos-
sible application of our scheme involves a sensor that is expected to regularly submit reports to
a data collection center according to a predefined periodicity. However, some sporadic submission
failures might occur, stemming from link failure, collision, congestion, low sensor energy, sensor
failure etc. Consequently, the reports might not be regularly received by the data collection center
according to the expected periodicity. The sensor is considered “well-functioning” when the reports
are received according to a moisy periodic pattern. In the other hand, the sensor is deemed to be
“mal-functioning” is the reports significantly drift from the regular pattern. In the later case, alerts
could be issued in order to allow some counter measures to be taken. In addition to the aforemen-
tioned applications, we suggest that our approach has benefits in the area of video-surveillance [2]

where detecting spatio-temporal activities constitutes a major research topic.

1.1 Related Work

A number of earlier studies have investigated various techniques for discovering the periodicity of
time patterns, such as the episode® discovery algorithm found in [35]. However, episode discovery,
and other related approaches, suffer from the limitation that they assume unperturbed patterns
that exhibit an exact periodicity. Unfortunately, the real-life unfolding of events is typically noise

ridden. On the one hand, regular events may get cancelled, introducing what we define as omission

meets a colleague at work, which is a repeating pattern, or a SNE event. In contrast, it would be far more useful to
be promptly notified whenever the same colleague unexpectedly appears in your vicinity after a travel abroad. This
would be non-repeating pattern, or an SE event.

2We are extremely grateful for the anonymous referee who pointed out these two applications of our approach both
in the area of Ambient Assisted Living and in Internet of Things.

3The expression “episode” used in this setting must not be confused with the class of SE and SNE events described
in the earlier paragraph.



noise, and on the other, events may arise spontaneously and unexpectedly, without being part of a
periodic pattern, introducing inclusion noise.

A pioneering work which was reported in [16], introduced the concept of off-line mining of
partially periodic events. Partially periodic events are characterized by irregular periodicity that
is disrupted by noise. Despite that finding partially periodic events is common in many real life
applications, few are the research studies that have been reported in this direction. In [16], the
authors introduced a chi-squared test for discovering partially periodic patterns. A particularly
interesting study on mining partially periodic patterns has been recently reported in [28]. In [28, 27],
the frequent and periodic activity miner (FPAM) algorithm was introduced for finding repetitive
patterns in resident’s activities in smart-environment applications. FPAM is originally an off-line
algorithm. However, in order to be able to detect changes in the patterns of the resident activities,
FPAM was applied at regular mining sessions schedule [28, 27]. A main shortcoming of the later
approaches [16, 28, 27| is that they operate in an off-line fashion. This is contrast to our application
where deciding whether to suppress event notifications must often be done instantaneously, in an
on-line manner, as the events are unfolding. Indeed, we argue that any realistic scheme should
discover and adapt to patterns as they appear and evolve on-line, without relying on extensive
off-line data mining. To the best of our knowledge, we report the first on-line approach for mining

partially periodic events.

1.2 Paper Contribution

Our paper presents a set of novel contributions that we summarize in the following:

e To the best of our knowledge, we present the first reported on-line approach for discovering

and tracking of spatio-temporal patterns in noisy sequences of events.

e Extensive simulations results confirm that our scheme outperforms a similar recent state of the
art scheme, namely FPAM [28]. The robustness of the Spatio-Temporal Pattern LA (STPLA)
to inclusion and as well as omission noise constitutes a unique property compared to FPAM.

In this perspective, FPAM is shown to be fragile to variations in the omission noise.

e Simulations results show that our scheme possesses an excellent ability to cope with non-
stationary environments. Interestingly, we found that using a Balanced memory STPLA with
memory depth as small as 5 yields quite good results in almost every environment settings!
Therefore, finding the proper internal configuration of the STPLA does not constitute a critical
issue to ensure adaptivity in dynamic environment. This is in contrast to "modified” FPAM
presented in section 4 where the performance is dependent on a judicious choice of the sliding

window size.



e We present the first reported approach to suppressing redundant notifications in pervasive
environments application. We believe that our work paves the way towards more research
interest in devising unobtrusive application by making use of the potential offered by machine
learning techniques. We believe that such unobtrusive applications [10] will constitute an
emerging trend in future mobile applications. The usefulness and feasibility of our application

was demonstrated through a working prototype.

e Since our solution is based on LA, it is both computationally simple and memory efficient.

1.3 Paper Organization

The paper is organized as follows. In Section 2, we present our overall approach to on-line discovery
and tracking of spatio-temporal event patterns, in which the so-called Learning Automata (LA)
plays a crucial role. The scheme is designed to deal with noisy spatio-temporal event patterns,
when event patterns are evolving with time. Section 3 contains the theoretical analysis of our
scheme as well as some fascinating limiting properties. We continue in Section 4 by evaluating
our scheme using an extensive range of static and dynamic noisy event patterns. The experiments
demonstrate the scheme’s superior convergence and adaptation speed, as well as an excellent ability
to operate successfully with noise, including both erroneous inclusion and omission of events. In
addition, we report a detailed comparison of our STPLA with FPAM.

In order to highlight the applicability of our scheme, we present a “Presence Sharing” application
prototype in Section 5 where we also summarize some initial user experiences. Finally, Section 6,

concludes the paper and also provide pointers for further work.

2 On-line Discovery and Tracking of Spatio-Temporal Event Pat-

terns

The method which we propose is based on the theory of LA. For an extensive overview of this
theory, we refer the reader to an excellent book by Narendra and Thathachar [21], as well as to
comprehensive list of other related books treating in details the theory of LA [13, 20, 26, 31].

In all brevity, we state that our scheme is based on maintaining a collection of hypotheses,
each one conjecturing a specific spatio-temporal event pattern. A dedicated LA, which we coin
the Spatio-Temporal Pattern LA (STPLA), is associated with each hypothesis. The STPLA decides
whether its corresponding hypothesis is true by observing events as they unfold, processing evidence
for and/or against the correctness of the hypothesis. To explain this, we first address hypothesis

management, and then proceed with the details of the STPLA.



2.1 Hypothesis Management

The premise of our discussions is the following: In order to reduce distraction, events should only be
signalled when they are SE. This means that they cannot be anticipated, obey no known stochastic
distribution, and possess an element of “surprise”, i.e., they can not be easily predicted by the
recipient?. An event can either be sporadic, arising spontaneously, or it can be part of a spatio-
temporal pattern, making it occur regularly. In either case, if it cannot be explained by any of the
spatio-temporal patterns that are known by the recipient, the recipient should be notified. However,
when the event constitutes a part of an ongoing spatio-temporal pattern, it is really non-episodic
(or SNE) in nature. We require that this phenomenon be discovered as soon as possible, so that
the events generated from this pattern can be suppressed before the pattern loses its novelty to the
recipient.

In our proposed scheme, when an event is observed, all potentially interesting patterns that could
have produced the event are identified. We refer to these potential patterns as hypotheses. The
reader will thus observe that our approach is based on the concept of predefined pattern structures,
as advocated in [14], rather than trying to look for patterns with unknown structure. Thus, in
this spirit, we consider a discrete world of m spatial location primitives L = {ly,lo,...,l,} and
of n discrete time primitives T' = {¢1,t9,...,t,} of appropriate granularity. By way of example,
the location primitives could be “University”, “Office”, or “Gym Club”, while the time primitives
could be “Mondays”, “Tuesdays”, “Weekends”, and “Daily”. The location and time primitives are
combined from their cross-product spaces to produce spatio-temporal patterns.

Thus, the resulting spatio-temporal pattern space would be an exhaustive enumeration of 4 x 3
(12) relevant combinations namely, {“Mondays at University”, “Mondays at Office”, “Mondays at
Gym Club”, “Tuesdays at University”, “Tuesdays at Office”, “Tuesdays at Gym Club”, “Weekends
at University”, “Weekends at Office”, “Weekends at Gym Club”, “Daily at University”, “Daily at
Office”, “Daily at Gym Club”}.

Each spatio-temporal pattern of the latter form is seen as a hypothesis, conjecturing that the
respective pattern specifies an ongoing stream of events. In the following, we assume that there are
r such hypotheses, represented as a set H = {hq, hg, ..., h,}. Observe that although the cardinality
of this set might get large, the computational efficiency and small memory footprint of our LA (as
seen presently), effectively handles the size of the state space. Obviously, the maximum value of r is
m X n. Note too that the novelty of this present work is not the above indicated structuring of the
spatio-temporal pattern space, which is a well-known approach used in typical calendar systems.

Rather, it is the learning scheme we propose® for determining whether a given spatio-temporal event

4Events should, of course, also match the interest profile of the recipient. We will, in this paper, assume that all
events are of interest, as long as they are novel. On-line adaptive learning of interest profiles will be addressed in
another forthcoming paper.

®Using the techniques presented in [5, 6], we are currently investigating how one-class classifiers can be used to



pattern can be found in a stream of events, in an on-line manner, and under noisy conditions.

2.2 Learning Automaton Based On-line Discovery and Tracking of Spatio-Temporal

Event Patterns

We base our work on the principles of LA [21]. LA have been used in systems that have incomplete
knowledge about the Environment in which they operate [1, 13, 20, 21, 26, 31]. The learning
mechanism attempts to learn from a stochastic Teacher which models the Environment. In his
pioneering work, Tsetlin [32] attempted to use LA to model biological learning.

In the first LA designs, the pioneering ones are those that belong to the fixed-structure stochastic
automata (FSSA) families. In FSSA, the transition and the output functions were time invariant,
and for this reason these LA were considered Fixed Structure Stochastic Automata (FSSA). Tsetlin,
Krylov, and Krinsky [32] presented notable examples of this type of automata. The solution we
present here, essentially falls within this family.

With respect to applications, the entire field of LA and stochastic learning has had a myriad
of applications including pattern recognition, statistical decision making, parameter optimization,
distributed scheduling, training hidden Markov models, neural network adaptation, graph partition-
ing, string taxonomy, network call admission control, quality of service routing, network congestion
control [21, 1, 29, 12, 17, 23, 18, 22, 24, 25, 3, 33, 19].

Generally stated, an LA chooses a sequence of actions offered to it by a random environment.
The environment can be seen as a generic unknown medium that responds to each action with some
sort of reward or penalty, usually stochastically. Based on the responses from the environment, the
aim of the LA is to find the action that minimizes the expected number of penalties received.

Designing an LA strategy for solving a given problem involves modeling the actions, simulat-
ing the transforming functions, and representing the system’s output to have reward or penalty
responses. This is where the creativity of the researcher becomes apparent! In this regard, before
we proceed with describing the STPLA itself, it is necessary for us to first define the environment

that we are dealing with.

2.2.1 Spatio-Temporal Pattern Environment:

The purpose of the Spatio-Temporal Pattern Environment is to provide feedback to the individual
STPLA about the validity of their respective hypotheses. In all brevity, at each time instant
matching the time primitive ¢;, if an event takes place and an STPLA conjectures the presence
of that event at location [; according to the corresponding periodicity, it informs the environment

about this successful prediction. The environment responds in turn with a Reward that “enforces”

learn the most appropriate hypothesis. This would assume that the patterns which can be anticipated constitute the
SNE events, and the set of SE events, which cannot be anticipated, constitutes the one-class to be recognized.



the STPLA hypothesis conjecturing that the event is a part of the spatio-temporal pattern attached
to location [;. Conversely, if the STPLA expects the presence of the event at the same location
as a part of a spatio-temporal pattern while in reality the event does not take place, this non-
occurrence of the event is submitted to the environment. The environment interprets the latter
incorrect prediction as a Penalty and therefore responds with a Penalty instead to the automaton.
In other words, the STPLA is penalized if an event is predicted, but does not actually take place.
From a high level perspective, a success “enforces” the correctness of the hypothesis maintained by
the STPLA while a penalty “weakens” it.

An example of the latter reward policy is illustrated in Fig. 1.

R P R R R P R R R P
@ 0000 00000
Figure 1: The feedback sequence (R-Reward, P-Penalty) for a daily event hypothesis, where the

green circles correspond to the days where the meetings take place while the white circles correspond
to the days where the meetings are cancelled

Fig.1 illustrates general reinforcement scheme for events generated from a daily meeting. Please
note that the green circles refer to the days where the meetings actually take place while the white
circles represent the days where there are no meetings. The same Figure depict the history of the
meetings occurrences during a period of 10 days, where the meetings occurred daily except for the
274 the 6" and the 10" days, depicted by white circles.

The STPLA that hypothesizes a daily meeting will be rewarded each time a meeting takes
place (green circle) because of its ability to correspondingly predict the daily event. An important
challenge that we address in this paper, however, is how to deal with spatio-temporal event patterns
that are affected by noise. In the figure, for example, some of the daily meetings may be cancelled
(depicted by white circles) due to external conditions, such as when the participants are unavailable.
Thus, when meetings are cancelled, the STPLA maintaining the daily meeting hypothesis will get
penalized because of its incorrect prediction. In a similar vein, so-called “straggler” events, not being
part of any periodic pattern, can also occur in a sporadic and spontaneous manner.

From the above example it can be seen that we face two kinds of noise:

Omission Error: This is an error which occurs when an event that forms a part of a periodic
spatio-temporal pattern is randomly left out. In other words, the event was supposed to have
taken place according to the pattern, but did not. Notice the SE nature of this event — it is

not something that could have been anticipated.

Inclusion Error: This is an error which occurs when an event that occurs is not part of a periodic

(anticipated) pattern, but rather arises sporadically and spontaneously. Again, one must



observe the SE nature of this event.

By way of example, Alice may cancel a regular meeting with Bob due to ill health. However, Alice
may still meet Bob sometime outside of the regular meeting schedule — purely by chance (e.g., an
accidental meeting in the canteen). In this manner, we can appropriately model both these kinds
of noise.

In this paper, we have assumed that omission and inclusion errors are uncorrelated.’

It should be mentioned that in the theory of LA, the LA is only allowed to observe the responses
of the Environment, and not the underlying stochastic model that generates the responses of the
Environment. In other words, one works with the Environment being treated as the “Black Box
model”. The aim of the solution we have designed is not to detect the noise and an of itself, but
rather to design a LA that is resilient to the noise that might rather mislead the system in achieving

task of discovering the Spatio-Temporal patterns.

2.2.2 The Spatio-Temporal Pattern Learning Automaton (STPLA):

We now introduce the STPLA that we have designed to discover and track spatio-temporal patterns.
In brief, the task of an STPLA is to decide whether a specific spatio-temporal pattern hypothesis
is true. By observing events as they unfold, the correctness of an hypothesis is decided.

The STPLA can be designed to model arbitrarily general SE and SNE events. But due to space
limitations, in this paper, we confine our design and implementation details to events which can be
characterized deterministically.

The STPLA is inspired by the family of fixed structured LA [21]. Accordingly, a STPLA can
be defined in terms of a quintuple [21]:

{2,0,8,F(),6()}-

Here, ® = {¢1,02,...,¢s} is the set of internal automaton states. a = {ajy, ag,..., a,} is the
set of automaton actions. Further, 3 = {f1,02,...,0m} is the set of inputs that can be given to
the automaton. An output function ay = G[¢;] determines the action performed (or chosen) by
the automaton given the current automaton state. Finally, a transition function ¢i11 = Floy, 5]
determines the new state of the automaton from: (1) The current state of the automaton and (2)
The response of the environment.

Based on the above generic framework, the crucial issue is to design automata that can learn

the optimal action when interacting with the environment. Several designs have been proposed in

SWe are thankful to an anonymous referee for pointing out an interesting research direction that would emerge
if the omission and inclusion errors were correlated. In fact, the referee suggested studying the effect of the degree
correlations between the omission and inclusion errors on the efficiency of the STPLA. We strongly believe that it is
a promising research direction.



the literature, and the reader is referred to [21] for an extensive treatment. In this paper, since we
target the learning of spatio-temporal patterns, our goal is to design an LA that is able to discover

and track such patterns over time. Briefly stated, we construct an automaton with
e States: & ={1,2,...,Ny,Ny +1,..., Ny + Ny + 1}.
e Actions: a = {Notify, Suppress}.
e Inputs: 8 = {Reward, Penalty}.

Fig. 2 specifies the state space of STPLA as well as the G and F matrices. The G matrix can be

N4 Pattern Evaluation States

The Acceptance
State

N, Pattern Tracking States

Figure 2: The state transition map and the output function of a STPLA

summarized as follows. If the automaton state lies in the set {1,..., Ny}, which we refer to as the
Pattern Evaluation States, then the LA will choose the action “Notify”. If, on the other hand, the
state is either N7 4+ 1 or one of the states in the set {Ny + 2,..., Ny + Ny + 1}, it will choose the
action “Suppress”. We refer to the state N1 + 1 as the Pattern Acceptance State, and the states
{N1+4+2,..., N1+ Na+ 1} as the Pattern Tracking States for reasons explained presently. Note that
since we initially do not know whether a pattern is present, we set the initial state of our automaton
to 1.
Formally, G is defined as follows:

Notify, if ¢; € {1,2,..., N1}
G(¢i) =
Suppress, if ¢; € {N1 +1, Ny +2,...,N; + No+ 1}

The state transition matrix F determines how the learning proceeds. We follow the LA nomen-

clature used in [21] and denote F(0) the transition matrix in case of Reward and F(1) the transition

10



matrix in case Penalty.”

The matrix F(0) is defined as:

01 0 ...0O0 0 ...0
00 1 ...00 0 ... 0
00 0 10 0 0
FO)y=]0 0 0 10 0 0
00 0 10 0 0
00 ... 0 10 .. 00
00 ... 0 10 0 ...0

The matrix F(1) is given by:

10 0 ...00 0 ... 0
10 0 ... 00 0 ... 0
10 0 00 O 0
FL)y=10 0 0 01 0 0
00 0 00 1 0
00 ... 0 0O ... 0 1
10 ... 0 00 0 ... 0

In brief, the learning is divided into three parts:

Pattern Evaluation: In the Pattern Evaluation part, the goal of the LA is to discover the presence
of the spatio-temporal event pattern associated with the maintained hypothesis, without being
distracted by omission and inclusion errors. In this phase, the state transitions illustrated in
the figure are such that any deviance from the hypothesized pattern, modelled as a Penalty
(P), causes a jump back to state 1. Conversely, only a systematic presence of the pattern
hypothesized, modelled as a pure sequence of Rewards (R), will allow the LA to pass into the

Pattern Acceptance part.

Pattern Acceptance: In the Pattern Acceptance part, consisting of state N1+ 1, the hypothesized
pattern has been confirmed with high probability.

Pattern Tracking: In the Pattern Tracking part, consisting of states {INy +2,..., Ny + Ny + 1},
the goal is to detect when the discovered pattern disappears, without getting distracted by

"In LA theory, “0” usually refers to Reward while “1” is used for Penalty.

11



omission errors. Thus, this part is the “opposite” of the Pattern Evaluation part in the sense
that a pure sequence of Penalties is required to “throw” the LA back into the Patter Evaluation
part again, while a single Reward reconfirms the pattern, returning the LA to the Pattern

Acceptance part of the state space.

In other words, the automaton attempts to incorporate past deterministic responses when deciding
on a sequence of actions.

In classical LA applications (such as in solving bandit-like problems), the response of the envi-
ronment depends on the action currently chosen by the LA. However, in the particular application
described in this paper, this is not the case. Rather, in fact, the chosen action by the LA (to either
Suppress or Notify the user) does not have any effect on the next response of the Environment
(which is, in turn, modeled as an occurrence or not of a predicted event). In other words, we can
argue that our LA attempts to perform online mining of a stream of events, where the occurrence
of the events within the stream is totally independent of the action chosen by the LA.

We define the “Ensemble” characteristic of a set of STPLA as follows: An event is only signalled
to the recipient when all of the STPLA that maintain hypotheses that are consistent with the event,
collectively find themselves in the Pattern Evaluation part of the state space. As soon as one of the
STPLA can deterministically® explain an event as being part of the corresponding hypothesized
spatio-temporal event pattern, that particular event will be suppressed and no notification will be

issued to the recipient.

3 Theoretical Results

To render the problem tangible, we suppose that the Rewards are stochastic. Let p denote the
reward probability and ¢ = 1 — p denote the Penalty probability.
Given a hypothesized pattern, p and ¢ have different interpretations according to the following

two cases:

e [f the events follow a regular pattern than ¢ could be assimilated to omission noise.

e If the events are hazardous and do not follow a regular periodicity, then p could be assimilated
to inclusion noise. In this case, p is a noise that might mislead the learning process and result

in false positives.

Theorem 1. Let Py the probability to be in the Pattern Evaluation states, meaning the pattern is

not learned yet. Py is given by the following expressions:

(1 —p™N)g2

b= (1 — pN1)gN2 + pN1—1(1 — gNat1) (1)

8The system can easily be generalized for SE and SNE events by rendering the transitions stochastic.
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Let Py the probability to overcome the Pattern Fvaluation states, meaning the pattern is already
learned. Py can be expressed by:

_ 4No+1), N1—1
(1—¢™*p

Py = (1 — pN1)gN2 + pN1—1(1 — gNa+1) (2)

Proof: To prove these results, we shall analyze the properties of the underlying Markov Chain
that describes the behavior of the walker. By investigating the various transition considerations,

we see that matrix of transition probabilities, M, is given by:

q 0 00 0 0
0 p 00 0 0
0 0 0 0 0
M= 0 0 0 0
0 0 0 q 0
00 .. 0 pO0O ... 0
g0 ... 0 po0 0

The reader should observe the transitions into the non-adjacent states, i.e., those which represent
the jumps.

We shall now compute 7; the stationary (or equilibrium) probability of the chain being in state
1. Clearly M represents a single closed communicating class whose periodicity is unity. The chain is
thus ergodic, and the limiting probability vector is given by the eigenvector of M7 corresponding to
the eigenvalue unity. The vector of steady state (equilibrium) probabilities IT = [y, ..., Ty £ Np41]”
can be thus computed by solving M7TTI = II.

Consider first the stationary probability of being in state 1, m;. By expanding the first row we

see that this is expressed by the following equation:

T = qm+qm2+ ...+ 97N, + qTN +No+1
N1
= qzﬂk+q7TN1+N2+1- (3)
k=1

For 2 < k < Ny, the stationary probability 7, is given by a straightforward first-order difference
equation, Eq. (4):
Tk = PTk—1- (4)

13



By applying recurrence, the Eq. (4) can be rewritten as:
Tk Zpk_lﬂl. (5)

By expanding the (N + 1)*¢ row, we can see that the probability of being in the “acceptance”
state my, 41 is given by Eq. (6):

Na

TNi+1 = PNy + PN +1 + P Z TNy +1+k- (6)
k=1

Again, for N7 +1 < k < Ny 4+ Ns + 1, the steady probabilities are given by:
Tk = Qg1 (7)

By applying recurrence, Eq. (7) can be written for 1 < k < Ny + 1 as:

TN +1+k — quNl-H- (8)

P, is given by Eq. (9):
Ny
P1 = Zﬂk
k=1
N1
k=1

1—pM
S 9)
I-p

Similarly, P, can be expressed by:

Ni1+Na+1

PQ = Z Tk

k=N1+1
N2

= Z qkﬂ-N1+1
k=0
1— No+1
= 727) TNy +1- (10)

Using Eq. (9) and replacing it in Eq. (3) we obtain:
N1

T = qZWk + ¢V My, 1. (11)
k=1
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Therefore, we obtain:
T = (1 — pN1)7T1 + qN2+17TN1+1. (12)
From the above, we can deduce the equation that relates 71 and 7y, 41:
p™M

Using the values of P; and P and the fact that P, + P» = 1, and after carrying out some simple

algebraic manipulations we obtain:

qN2+1
T A )N 4 N I(L — ghetL) 49
and
p™
TN T T ) 4 pNi (1 - g ()
whence:
P = (1 _le)qNQ (16)
ET = pM )M+ pN (1 — ey
and
P (1 _ qN2+1)pN1—1 (17)
2= (1= pN1)gNe 4 pNi=1(1 — gN2+1)’
which concludes the proof. [

3.1 Balanced Memory STPLA

With regards to the commonly used terminology in the field of FSSA, N; corresponds to the memory
depth of the “Notify” action, while No+1 corresponds to the memory depth of the “Suppress” action.

In this section, we consider the particular case where the memory depth of both actions: “No-
tify” and “Suppress” are equals, i.e Ny = No + 1 = N. The later case defines what we call a
Balanced Memory STPLA. The idea behind such definition lies the following explanation: in the
absence of a-priori information about the existence or absence of an underlying pattern, employing
a Balanced Memory STPLA seems a reasonable choice since the equal memory depth of the actions
{Notify, Suppress } does not favor any of them. In this section, we give two theorems relative to the
convergence of the Balanced memory STPLA. In the rest of the paper, we make an abuse notation

and call N the memory depth of the Balanced memory STPLA, where N = Ny = Ny + 1.

Theorem 2. For a Balanced Memory STPLA, if p > 0.5 then the notification probability Py
approaches 0 as the memory depth N tends to infinity. Formally, imy_ 400 PL =0

Proof:
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Consider the quotient %. To prove this result, we first compute its limit as N tends to infinity

for p > 0.5.
P (1—=pMN)gN !

P (=Mt (18)

Since p > 0.5, we have the condition that ¢/p < 1. Therefore limy_.(q¢/p)V ' = 0. On the

other hand, limy o % —1.
Therefore limy_, oo % = 0. Thus, we conclude that limy_,o, 4 = 0, and the result is proved. [

The analogous result for the case when p < 0.5 follows.

Theorem 3. For a Balanced Memory STPLA, if p < 0.5 then the notification probability Py
approaches 1 as the memory depth N tends to infinity. Formally, imy_, 00 P =1

Proof: The proof is similar to the proof of Theorem 2, except that we rather consider the
quotient %.
We remark that p/q < 1 for p < 0.5, and thus, limyx_,o(p/q)V ! = 0. Moreover, we see that
N

limpy oo # = 1. Therefore, limy_oo % = 0, and consequently limy_,oo P> = 0. Hence the

result! O

4 Experiments

In order to evaluate our scheme, we have applied it to both an event simulation system as well as
to a real world prototype. This section reports the results obtained using the simulation, while the
next section covers the prototype.

Since one of our main aims is handling noisy patterns, we intend to impose “stress” onto our
scheme by using a wide range (percentage or degrees) of omission and inclusion errors. We will use
q to denote the probability of event omission, while p denotes the probability of event inclusion. We
also investigate how the number of states N1 and Ny affect the LA’s speed and the accuracy.

As a performance criterion, we have chosen the probability of issuing a notification (alert) when
an event takes place. We refer to this probability as P;. Intriguingly, when a spatio-temporal pattern
produces events, P; should be minimized, while when events are novel, P; should be maximized.
We will presently see that our scheme achieves both. For instance, consider an event that occurs
daily, with the possibility, however, that events may get cancelled (causing omission errors). In that
case, our scheme should quickly stop alerting the user about these events. In contrast, when novel
sporadic events occur, even on a daily basis, our scheme should rather always produce alerts, so
that the user is notified about these novel events. Thus, by monitoring our scheme in terms of the
index P; using various scenarios, we can capture its overall performance. The STPLA has been
extensively studied for different settings. In the interest of brevity, we here report a selection of

the most pertinent experiments. In addition, we report the results of comparison of STPLA with
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FPMA. The result of the comparison is conclusive and demonstrate the superiority of our scheme

compared to FPMA.

4.1 Performance After Convergence

Table 1 summarizes the performance after convergence, with a wide range of event inclusion prob-
abilities, p, event omission probabilities, g, Pattern FEvaluation States, N1, and Pattern Tracking
States, No. The resulting performance is then reported in terms of Pj, with P; being estimated by
averaging over 1,000 experiments, each consisting of 100, 000 iterations.

In the case of daily patterns, we have varied the omission error probabilities from ¢ = 0.05 to
q = 0.2, thus covering a spectrum of small to high degrees of omission noise. Intuitively, as we
increase ¢, more omission noise is introduced and consequently it becomes increasingly difficult for
the STPLA to discern the presence of an underlying spatio-temporal pattern.

In the case when no patterns are present, we have allowed random encounters to appear with
probabilities from p = 0.05 to p = 0.2. Similarly, as we increase p, more inclusion noise is introduced
and consequently the STPLA becomes more prone to false positives by wrongly signalling the
presence of a spatio-temporal pattern while in reality, no patterns are present.

For the memory settings, we used values of Ny and N, ranging from 1 to 5. We modified the

internal memory of the STPLA in order to produce different types of “bias”™

e The first three memory settings in Table 1, namely (1,5), (2,5) and (3,5), represent the case
of an introduced “bias” towards the hypothesis conjecturing the presence of the pattern since

N1 < Ny + 1.

e The case of (Ny, Na) = (5,4) corresponds to a balanced memory, since Ny = No+1=5. In
this case, implying that the scheme is not biased towards any of the two hypothesizes (presence

or absence of the spatio-temporal pattern).

e The last three memory settings in Table 1, namely (5,3), (5,2) and (5,1), illustrate the case
of a bias towards the hypothesis conjecturing the absence of the pattern since Ny > No +1 in

this case.

From Table 1, we remark that for the Balanced memory STPLA characterized by N1 =5 Ny =4
(N =5), we are able to obtain a very high accuracy, with the scheme producing a negligible number
of superfluous notifications to the user, while alerting the user of almost all novel events, even with

high degrees of both omission and inclusion errors.
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Daily Pattern No Underlying Pattern

q=005 ¢g=01 ¢g=02 p=005 p=01 p=0.2
(N1, N2)

(1,5) 1.5E-8 9.9E-7 6.4E-5 0.735 0.531 0.262
(2,5) 3.2E-8 21E-6 14E-4 0.983 0.925 0.680
(3,5) 49E-8 3.3E-6 24E-4 0.999 0.992 0.916
(4,5) 6.7E-8 4.7E-6  3.6E-4 0.999 0.999 0.982
(5,5) 8.6E-8 6.2E-6 5.2E-4 0.999 0.999 0.996
(5,4) 1.7E-6  6.2E-5 2.6E-3 0.999 0.999 0.997
(5,3) 3.4E-5 6.2E-4 0.012 0.999 0.999 0.998
(5,2) 6.9E-4 6.2E-3 0.062 0.999 0.999 0.998
(5,1) 0.0137 0.059 0.254 0.999 0.999 0.999

Table 1: Alert probability P, under varying conditions

4.2 Learning Speed vs. Learning Accuracy

We now consider how the number of states used by the STPLA affects learning speed. Fig. 3 reports
the probability of producing alerts after the introduction of a new event pattern, with a very high
degree of omission errors: ¢ = 0.2.

In the first set of experiments, we fixed Ny = 5 while varying No. In order to understand the
effect of the internal memory of the STPLA on the rate of convergence, we report the number of
required iterations to reach a value that is 95% of the final value of P;. In Fig. 3, we experimentally
found that it took only 28 time instants to reach 95% of the final value of P; for a memory Ny = 1.
When we fixed Ns to 3 in Fig. 3, 95% of P; was attained within 43 iterations. Similarly, we chose
N> to be 5 and it took 67 time instants to converge to 95% of Pj.

We remark that as we increased the memory No, the STPLA spent more time to converge to
the asymptotic value of P;, however, it becomes more accurate. Indeed, for Ny = 5, each event
observed reduces the probability of alerting the user in significant leaps, until probability zero is
approached (P; should be minimized in this case). While for Ny = 1, the accuracy is significantly
inferior to the one reported for Ny = 5, since the final value of P; is 0.24. As seen, even under such
extreme conditions of omission errors ¢ = 0.2, the learning speed decreases slightly with the number

of states, however, the accuracy increases drastically.
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Figure 3: Evolution of the alert probability P; over time when a daily pattern present and with a
Pattern Evaluation state space of No = 1,3,5. In this setting the alert probability P; should be
minimized in a online manner

Similarly, in Fig. 4 we observe the behaviour in a situation where novel events are occurring
with probability p = 0.2, however, with no spatio-temporal pattern being present.

As alluded previously, when no underlying pattern is present, we would like P; to be maximized,
and therefore P; shall attain 1. In the second set of experiments, we fixed Ny = 5 while varying
Ni. In Fig. 4, we experimentally found that it took only 21 time instants to reach 95% of P; for
a memory Ni = 5. In addition, for Ny = 5, the accuracy is high because the final value of P;

approaches 1.
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Figure 4: Evolution of the alert probability P; over time with novel events occurring with probability
p = 0.2, with no daily pattern present, and with a Pattern Evaluation state space of Ny = 1,3, 5.
In this setting P, should be maximized

In Fig. 4, 95% of the final value of P; was attained within 52 iterations when we fixed Ny to 3.
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Similarly, we chose N7 to be 1 and it took 72 time instants to converge to 95% of P;. Therefore,
from this second set of experiments we conclude that when increasing the Pattern Evaluation state
space N1 from 1 to 5 states, the probability of reporting the novel events approaches unity, and the

convergence rate is hastened reducing the “learning delay”.

4.3 Robustness to Omission Noise

In Fig. 5, we plot the performance of STPLA when working in an environment with a spatio-
temporal pattern being present, however, with events of the spatio-temporal pattern missing due to
omission errors. The experiment demonstrates how the number of redundant alerts will change as
the probabilities of omission error varies from ¢ = 0.0 to ¢ = 0.2. In this experiment, we used of a
Balanced memory STPLA, with a memory depth N = 3. From Fig. 5, we observe that our scheme is
extremely robust to different levels of omission noise. In fact, interestingly, the number of redundant
alerts remains extremely negligible as we increase the omission error probability. Therefore, our

STPLA achieves a near optimal performance even under an omission error probability as high as

0.2.
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Figure 5: Alert probability P plotted as a function of the omission error probability, in the case of
an underlying spatio-temporal pattern

4.4 Robustness to Inclusion Noise

In Fig. 6, we plot the performance of STPLA when working in an environment in the absence of an
underlying spatio-temporal pattern, however, with events of the spatio-temporal pattern present due
to inclusion errors. This experiment illustrates how the number of alerts changes as the probabilities
of inclusion error varies from p = 0.0 to p = 0.2. In this experiment, we made use of a Balanced
memory STPLA, with a memory depth N = 3. As we increase the probability of inclusion error,

the alert probability remains in a close neighborhood of the optimal value of alert probability in
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the absence of an underlying spatio-temporal pattern, which is merely 1 in this case. Therefore, we

conclude that the STPLA is robust to the different levels of inclusion noise.
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Figure 6: Alert probability P, plotted as a function of the inclusion error probability, in the absence
of an underlying pattern

4.5 Performance in dynamic Environment

To investigate the ability of our scheme to track spatio-temporal patterns that change with time,
we have conducted several experiments in dynamic environments. In all brevity, we report here
a representative configuration, where spatio-temporal patterns end after a certain time period,
while new ones are introduced every 100*" iteration. We modelled this by using an omission error
probability of ¢ = 0.2 when a pattern was present, and with an inclusion error probability of
p = 0.2 when no pattern was present. We use a Balanced Memory STPLA characterized by the
internal parameter N = 5. Employing a Balanced Memory STPLA is convenient in a non-stationary
environment since it is not biased towards any of the actions { Notify, Suppress}.?

To be more specific, between iterations 0 and 100 we simulate a noisy daily pattern affected by
an omission noise ¢ = 0.2 while, between iterations 100 and 200 the daily pattern is absent, only
“straggler” events can sporadically occur with an inclusion error probability p = 0.2, and so on. In
all the experiments, the reader should note that we are using the notation iteration to denote the
time instantiation measured in terms of the granularity of a day.

Fig. 7 depicts how the STPLA scheme adapts to the presence and absence of patterns over time.
For instance, prior to time instant 100, the probability ¢ was equal to 0.2, implying the presence of a
daily pattern affected by omission noise. As seen, the STPLA quickly learns to suppress these events

while achieving a near optimal performance despite the high omission error probability. When the

9Note that this experiment is different from the experiment reported in conference version of the paper where we
fixed (Nl, NQ) to (3, 1).
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Figure 7: Evolution of the alert probability in a dynamic environment with alternating phases of

presence of pattern and absence of pattern every 100" iteration

pattern disappears after 100 time steps, being replaced with novel events only, we observe how
quickly the STPLA changes from suppressing the events to alerting the user of them.
We thus conclude by stating that the empirical results confirm the power of STPLA both in

noisy and non-stationary environments.

4.6 Comparison with FPAM

The absence of a reported literature work on online discovery and tracking of spatio-temporal
patterns in noisy sequences presents a hindrance to comparing our STPLA to a state of art approach.
To counter this problem, we introduce a modification to the FPAM algorithm [28, 27], rendering it
able to operate in an on-line manner. In fact, a straightforward extension of FPAM is using a sliding
window. It is worth noting that the concept of sliding window is akin to the idea of regular scheduled
mining sessions adopted in FPAM [28, 27] in order to detect changes in the pattern. In order to
decide wether an event is a part of a temporal pattern, we apply the original FPAM to mine the last
W days where W is the size of the time window. To make the comparison fair, we need to choose
the right internal parameters for both approaches, namely STPLA and FPAM. When it comes to
the FPAM, its performance depends on the internal parameter ¢ which represents a predefined
threshold that determines the percentage of expected occurrences of an event. According to [28],
an “optimal” choice of ¢ that yields quite good performance lies between 90% and 95%. Therefore,
we fixed ¢ to 90% in our experimental settings. Similarly, we used a Balanced memory STPLA
characterized by a memory depth N = 5. In fact, we have empirically found that using a Balanced
Memory STPLA with a memory depth N equal to 5 gives quite good results. By adopting such
“optimal” choice of the internal parameters of the STPLA and FPAM, the comparison is made

meaningful. In this section, we report the experimental results of the comparison of our scheme to
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Omission Noise | STPLA | FPAM
q=0.05 1.73E-6 | 0.062
q=0.1 6.2E-5 | 0.353
q=0.15 5.4E-4 | 0.680

Table 2: Comparing the Alert probability P; for the STPLA and FPAM in the presence of daily
pattern and under varying omission noise.

Inclusion Noise | STPLA | FPAM
p=0.05 0.999 0.999
p=0.1 0.999 0.999
p=0.15 0.999 0.999

Table 3: Comparing the Alert probability P; for the STPLA and FPAM in the absence of daily
pattern and under varying inclusion noise.

the online version of the FPAM algorithm.

4.6.1 Comparison under varying noise

In this experiment, we compare the asymptotic properties of our STPLA and the FPAM. We fixed
the sliding window size of the FPAM to 30 days. P; was averaged over 1,000 experiments, each
consisting of 100,000 iterations. In Table 2, we report the alert probability P, for both approaches
under varying omission noise. In the experiment, P; should be minimized since we assume the
presence of an underlying pattern, and consequently we desire to suppress the alerts. From Table
2 it is clear that the STPLA outperforms the FPAM under different levels of noises by keeping P;
close to zero. Therefore, we conclude that the STPLA is resilient to level of omission noise. This is
in contrast to the FPAM that is shown to be very sensitive to the increase of omission noise. In fact,
Py in the case of FPAM dramatically increases from 0.062 to 0.68 as we increase the omission error
probability ¢ from 0.05 to 0.15. In other words, the FPAM fails to efficiently suppress repetitive
alerts as the magnitude of omission noise increases. Therefore, a major weakness of the FPAM
compared to our algorithm is its inability to efficiently cope with omission error, resulting in a low
performance. We shall emphasize that the later weakness is not due to the introduction of a sliding
window but is rather inherent to the FPAM algorithm [28, 27]. In fact, using a threshold ¢ for
detecting irregular periodicity patterns renders the scheme very prone to the increase of omission
noise probability.

In Table 3, we report the alert probability P, for both approaches under varying inclusion noise.
In the experiment, since we assume the absence of an underlying pattern, every event should be
considered as novel and therefore P; should be maximized. From Table 3, it is clear that our STPLA
and FPAM perform equally well. In fact, both schemes achieve a near optimal performance of P;

that approaches 1.
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4.6.2 Comparison under non-stationary environment

In this section, we study the effect of the sliding window size on the learning speed of the FPMA.
In the experiments, we used a balanced memory STPLA with N = 5. We modelled the dynamic
environment by using an omission error probability of ¢ = 0.05 when a pattern was present, and
with an inclusion error probability of p = 0.05 when no pattern was present. For each experiment,
we conducted 1000 simulations each consisting of 800 iterations and we report the ensemble average
of P;. In order to make the comparison meaningful, the same stream of events is used in each of the

0" iteration the environment switches. For instance, between

1000 simulations. Moreover , every 10
iterations 0 and 100 the daily pattern is absent, only “straggler” events can sporadically occur with
the inclusion error probability. Between iterations 100 and 200, we simulate a noisy daily pattern
affected by an omission noise and so on.

Note that this model of dynamic environment follows in the same vein as in the subsection 4.5
Observe that the FPAM suppresses efficiently the alerts in the first window, but it is thereafter
severely handicapped in adapting to switches in the environment. In Fig. 9 and Fig. 10, we observe
that the weakness of the FPAM is accentuated in the cases in which the size of the sliding window

increases. We also remark from Fig. 8 that FPAM algorithm adjusts P; to the optimal value in the

corresponding environment much more quickly using a smaller sliding window of size 30.
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Figure 8: Performance comparison of the STPLA and FPMA in a dynamic environment with a
sliding window size of 30 and a memory size 5 respectively, when the environment switches between

the absence of pattern and the presence of pattern every 100*" iteration
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Figure 9: Performance comparison of the STPLA and FPMA in a dynamic environment with a
sliding window size of 60 and a memory size 5 respectively, when the environment switches between
the absence of pattern and the presence of pattern every 100" iteration
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Figure 10: Performance comparison of the STPLA and FPMA in a dynamic environment with a
sliding window size of 90 and a memory size 5 respectively, when the environment switches between
the absence of pattern and the presence of pattern every 100*" iteration

From Fig. 9 and Fig. 10 we observe that while the performance of the modified FPAM in a
dynamic environment is sensitive to the window size, the ability of our STPLA to adapt to changes
in dynamic environments can be achieved using a fixed-memory configuration (namely N=5). fine
tuning the STPLA internal parameters’s (memory depth) is not required to enhance its adaptivity
in dynamic environments. The simulation results suggests that a Balanced memory STPLA with

memory depth from the set {4,5} yields quite good performance.
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5 Prototype

In addition to the empirical results presented in the previous section, we have also implemented a
social networking application and conducted real-life tests.

A key requirement of our community based social networking application demands that users
can be made aware of the Presence of their friends at anytime and anywhere using their mobiles’
sensing capabilities.

We now provide a brief description of our prototype, the details of whose implementation can be
found in [15]. Our prototype system consists of two mobile phones: HT'C' P3300 and Sony Ericsson
X1, both of which are equipped with Wi-Fi modules. An ad-hoc network is established to provide
a communication platform where our proposed solution for a “Friend Reminder” service runs.

This design is based on the “SmokeScreen” architecture [8], which introduces an effective ap-
proach to resolve privacy issues of Presence Sharing. In brief, we allow the user to specify exactly
which of his friends can see the signal of his Presence. From a privacy perspective, we believe that
the control of the user-related information should be fully under his own control. Thus, every user
should be able to authorize the specific people who have the right to reveal his user-related infor-
mation, and to also isolate other users. Accordingly, we let every pair of friends share a symmetric
key. It is worth noting that the number of keys stored per user’s mobile increases linearly with the
number of contacts he has, while the number of keys within a group of users exhibits a quadratic
growth with the group size.

The users must be synchronized to independently update the Presence signal and broadcast it
periodically. Note that the update is deterministic so that every pair of participating users (for
example Alice and Bob) can predict and interpret the time varying broadcast Presence signal.
The Presence signal might vary on the hour and is known only to Alice and Bob, thus preventing
impersonation attacks. As alluded to previously, we employed a symmetric key per pair of social
contacts. Consequently, the size of the broadcast Presence signal increases linearly with the number
of social contacts. In order to alleviate this problem, we have used Bloom filters to reduce the size
of the Presence signal [7], and thus the operation of Presence detection reduces to the Bloom filter
match operation. The choice of the memory settings depends on the application, and changing
the memory settings can introduce a bias towards one of the two hypotheses, namely the absence
or the presence of the spatio-temporal event pattern. For example, in the case of a “Reminder” ,
where the choice of the memory settings can be specified by the user, we suggest that if the user
wants to reduce the number of notifications, it is possible then to choose N7 and Ny such that the
memory depth of the “Suppress” action is higher than the memory depth of the “Notify” action (i.e.
No+1> Ny).

Based on the above architecture, we implemented our STPLA scheme on each mobile phone,
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allowing suppression of Presence notification when the Presence is part of a regular pattern. In all
brevity, the STPLA scheme made the “Friend Notification Service” less obtrusive by only alerting

the user of novel events, but suppressed alerts for regular meetings (e.g., for weekly lectures).

6 Conclusion

In this paper, we have presented the Spatio-Temporal Pattern Learning Automaton (STPLA) for
the on-line discovery and tracking of patterns in noisy event streams. Our scheme is based on a
team of finite automata, rendering it computationally efficient with a minimal memory footprint.
The advantages of our approach was demonstrated through extensive simulations, as well as a
prototype running on mobile devices. We provide an analytical analysis of the STPLA which was
shown to confirm the experimental results. The scheme demonstrated excellent performance under
different noise levels and in various dynamic settings. Thus, the power of STPLA was confirmed
both in static and dynamic environments. An empirical comparison study was performed and
confirms the superiority of our scheme compared to the FPAM approach [28]. We thus believe the
STPLA forms an ideal framework for notification suppression in event notification based systems.
In our opinion, our “Friend Reminder” prototype opens new avenues towards realizing unobtrusive
community-based social networking applications by making use of Artificial Intelligence techniques.
As a future work, we intend to extend our prototype to learning interest profiles and adaptive service

recommendations.
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Abstract—The vision of pervasive environments is being re-
alized more than ever with the proliferation of services and
computing resources located in our surrounding environments.
Identifying those services that deserve the attention of the user
is becoming an increasingly-challenging task. In this paper, we
present an adaptive multi-criteria decision making mechanism
for recommending relevant services to the mobile user. In this
context, “Relevance” is determined based on a user-centric
approach that combines both the reputation of the service, the
user’s current context, the user’s profile, as well as a record of
the history of recommendations. Our decision making mechanism
is adaptive in the sense that it is able to cope with users’
contexts that are changing and drifts in the users’ interests,
while it simultaneously can track the reputations of services,
and suppress repetitive notifications based on the history of
the recommendations. The paper also includes some brief but
comprehensive results concerning the task of tracking service
reputations by analyzing and comprehending Word-of-Mouth
communications, as well as by suppressing repetitive notifications.
We believe that our architecture presents a significant con-
tribution towards realizing intelligent and personalized service
provisioning in pervasive environments.

I. INTRODUCTION

The environment in which we live in today is truly “perva-
sive”. The proliferation of services and computing resources,
indeed, makes the very dream of computing in such a pervasive
environment realizable. However, this task has numerous real-
life hurdles. Most prominent among these is the task of
identifying those services that deserve the attention of the user.
Ironically, as the services and tools become more pervasive,
this task, in itself, is becoming increasingly-challenging due
to the fact that:

1) The increasing number of services can overwhelm the
attention of even the most educated user. It is, rather,
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plausible that an arbitrary user is not even aware of the
services at his disposal.

2) The changes of a user’s preferences and needs over
time, renders the task of predicting his current ser-
vices/interests extremely difficult.

3) The result of the interaction of the user with any specific
service is usually uncertain. It surely depends on the
performance of the latter. As low performance services
can provoke his dissatisfaction, it is mandatory that
an expedient system must be capable of identifying
reputable (and disreputable) services [14], [16].

The complexity of understanding what services could be
interesting and important enough to justify disturbing the user,
is the main challenge of our research. To respond to this chal-
lenge, we argue that service recommendation should rely on a
multi-criteria decision maker that combines different aspects
(dimensions) of the system/environment in order to decide,
on behalf of the user, whether a service is relevant or not.
“Relevance”, we propose, should be determined based on a
user-centric approach that collectively combines the reputation
of the service, the user’s current context, the user’s profile, as
well as a record of the history of recommendations. This is
precisely what we have attempted to achieve in our endeavor,
and we thus believe that our architecture presents a significant
contribution towards realizing intelligent personalized service
provisioning in pervasive environments.

To clarify things, we shall present an instantiation of our
architecture to a real-life, day-to-day scenario involving a
proactive location-based application which provides an ensem-
ble of services. In the scenario, the goal is to build a personal-
ized and context-aware decision maker that delivers narrowly-
targeted notifications to the user about relevant services in
his environment. Nevertheless, even though this instantiation
is specific, the proposed architecture is generic and can be
applied to recommend a wide range of services.

Before we proceed we would like to mention that it is
impossible to comprehensively describe the design and imple-
mentation of the entire system in a single paper. The system



which we propose contains numerous modules which deal with
inter-user communications, the ranking of services, inferring
the dependability of other users within a social network,
communication from the system to the user, discovering and
recording reputations etc. Each of these modules, in itself,
is a contribution in its own right. The pertinent results de-
scribing some of these modules have already been published,
and the results concerning the other modules are currently
being compiled. Thus, we emphasize that while this paper
contains the design and implementation details of the overall
architecture, we will briefly describe the functionality of some
of the component modules, and omit the details which are
found in the associated citations. The reader should note that
a more detailed description of all of these components and the
overall system will be found in the doctoral thesis of the first
author [13].

The remainder of this paper is organized as follows. In Sec-
tion II, we describe some reported studies which are closely
related to our approach. Then, in Section III, we present
the details of the architecture by explaining the functionality
of each of the components and their mutual interactions.
Section IV reports the results of simulations conducted. These
results demonstrate the efficiency of our design in reducing
the unobtrusiveness that might be caused by traditional service
recommendation systems. Concluding remarks and future lines
of research are outlined in the conclusion.

II. RELATED WORK

The rich availability of services in pervasive environments
has the effect of over-burdening the system’s service selection
task. According to the vision of pervasive computing promoted
by Mark Weiser, the intention of incorporating more advanced
technology should be that it provides the user the possibility
of operating in a cal/m frame of mind [12]. “Increasingly, the
bottleneck in computing is not its disk capacity, processor
speed, or communication bandwidth, but rather the limited
resource of human attention” [4]. Filtering out irrelevant
information has been a focal concern in a number of studies.
The main issue has been to reduce the cognitive load on the
user when it comes to selecting services. It is well known that
“pushing” (or downloading) notifications messages to users
can cause interruptions and distractions. Users who receive
irrelevant notifications may become dissatisfied with their
recommendation service. According to the I-centric paradigm
proposed by Wireless World Research Forum (WWRF), the
service provision should be tailored to the actual needs of
the user [3]. The I-centric vision promotes personalization,
ambient awareness and adaptability as the core requirements
of future services.

A number of studies have been performed to realize this
user-centric vision. A pioneering recent work was performed
by Hossain et al. [5]. In this work, the authors proposed a
gain-based media selection mechanism. In this regard, the
gains obtained by ambient media services were estimated by
combining the media’s reputation, the user’s context and the
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user’s profile. As a result of such a modeling process, the ser-
vice selection problem was formulated as a gain maximization
problem. Thereafter, a combination of a dynamic and a greedy
approach was used to solve the problem. There are some
fundamental differences between the study of [5] and the ap-
proach that we have proposed in this paper. From an architec-
tural point of view, our work is based on a Publish/Subscribe
paradigm in order to realize matchmaking between available
services and the user’s preferences'. Moreover, the authors of
[5] did not present mechanisms to compute the reputation of
the media services, thus, in effect, assuming that it is merely
static. We argue that this assumption is not always valid, and
that it is of paramount importance that the system tracks the
variations in the reputation of the services since they, almost
certainly, change over time.

A pertinent study that falls in the same class of our current
work is the Dynamos project [10]. The Dynamos approach
is an example of a context-aware mobile application that can
be used for recommending relevant services to the user. In
[10], the authors designed a hybrid recommender system for
notifying users about relevant services in a context-aware man-
ner. The model is based on a peer-to-peer social functionality
model, where the users can generate contextual notes and rat-
ings, and attach them to services, or to the environments. They
are also permitted to share these with their peers. The attached
notes to the environment are delivered to other users whenever
they are in the spatial vicinity of the entities associated with
the notes. A main difference between their work and what we
propose is the way by which preferences are described. Their
work assumed that the user was expected to explicitly describe
his preferences by manually entering them. In this sense, the
profile is defined by the user by explicitly specifying the types
of activities and associating multiple interests to them. Such an
approach can be considered to be a more “primitive” approach
— it is not viable in pervasive environments where preferences
change over time. Moreover, the issue of suppressing repetitive
notifications was not addressed in [10].

A comprehensive study for personalized service provision
has been performed by Naudet er al. from Bell Labs [8]. In
[8], Naudet et al. designed an application for filtering the
TV content provided to users’ mobiles based on their learned
profiles. The application is based on the use of ontologies to
capture content descriptions as well as the users’ interests. The
latter interests are, in turn, mined using a dedicated profiling
engine presented in [1], which leveraged Machine Learning
(ML) techniques for user profiling.

The motivations behind our work are the following:

1) First of all, most of the reported context-aware recom-
mendation systems do not consider the reputation of
the services when issuing recommendations. In order to
ensure that our hybrid recommender systems is unobtru-
sive, we need to locate reputable services. The success

! Adopting a “Push” based approach does not limit the applicability of our
approach. In fact, the paradigm is still valid and can function in a “Pull” based
manner, as in the Dynamos project [10].



of reputation systems (such as Ebay) suggests that there
are significant latent benefits in the convergence of these
ideas in pervasive environments.

2) Secondly, in order to ensure minimal user distraction, the
system should be able to track the changes in a user’s
interests, over time. In fact, static approaches, where
the user manually defines his interest’s domains, are
usually not expedient as the user’s needs and interests
change over time. Therefore, appropriate ML techniques
are needed for adapting to changing interests by incon-
spicuously monitoring service usage.

3) Thirdly, repetitively reissuing the same notification re-
garding the same service is usually regarded as a nui-
sance to the user’s attention. In [14], we addressed
the issue of suppressing repetitive notifications in a
social mobile application. With regards to recommender
systems, to the best of our knowledge, the question
of suppressing repetitive notifications has not been ad-
dressed before in the literature.

Stemming from these observations, we construct a hybrid
recommender system that minimizes the distraction to a user’s
attention while, simultaneously, maximizing the hit ratio of the
service notifications. In accordance with the multiple dimen-
sions that affect the decision making process, we have also de-
fined a set of enabler components. The synergy between these
enabler components is ensured through a Publish/Subscribe
architecture.

All of these issues will be crystallized in the next section
where we describe the architecture of our proposed system.

III. ARCHITECTURE

The main goal of our multi-criteria decision maker is to
pro-actively notify the user about relevant services. In this
section, we present the different components which articulates
the architecture of our system.

A. Context-Dependent Service Category Activation Rules

Within our framework, the “context” includes any informa-
tion that can be used to characterize the situation of a mobile
user requesting a service. It could include numerous pieces of
information including the user’s location (where), the time of
presence (when), his current activity, his “mood” etc.

We should emphasize that in general, a user’s interests
are context-dependent. For example, recommendations about
restaurants might be of interest to a certain user during
weekends, when he is both close to the restaurant in question
and when he is not busy. Therefore, a viable approach is to
provide the user with the ability to specify that certain kinds
of services (those of interest) are active in a particular context.
This is the approach that we have adopted in the current study.
The idea is relatively novel and has been recently applied in
the Dynamos framework [10]. In [10], a user is permitted to
specify several types of activities and their associated status,
and to associate multiple interests to each of them.

With regard to specifics, in this paper, we will adopt a two-
level filtering approach in order to support efficient matching
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between the available services and the user’s profile. The
first level of filtering is based on the user’s context and is
called Context-Dependent Service Category Based Filtering.
The concepts here are akin to those found in [10], where
for each service category (for example, restaurants, shopping,
tourist attractions etc.) the user specifies the context attributes
needed to make this category valid. Note that this sort of
filtering is static, and can be implemented using fixed rules
or stereotypes. Consequently, since the rules are static, they
can be entered by the user or can be given by a template,
while the names of the interests can be predefined based on
a service taxonomy. From this perspective, this filtering is
coarse, since we retain the service category such as restaurants,
but do not consider refining the service recommendation by
considering sub-categories of restaurants, such as Italian Pizza
restaurants, Japanese restaurants, etc. In order to realize a
more diversified service category matching, we integrate a
wider range of pieces of contextual information, and not only
location. The context attributes are mainly:

o Where: The location of the user.

o When: The time context.

o What: The activity of the user.

o What Mood: The mood of the user.

We define a function F, that statically maps a set of context
attributes to a service Category as:

F : Ciocation X Ctime X Cactivity X Cmood — ServiceCategories

An example of a Context-Dependent Service Categories
Activation Rule, based on the inferred context attributes is:

F(location = * time = weekend evening, user activity =
walking, mood= *) = Restaurants

B. Learning Preferences Manager

In the previous subsection, we explained our approach to
filter the available services based on their categories using
Context-Dependent Service Category Activation Rules. Ob-
viously, the category-based filtering will reduce the number
of eventual services that might be of interest to the user.
Nevertheless, such a filtering is coarse and needs further
refinement. Therefore, we propose to carry out a second level
service filtering which performs an even closer match. In this
sense, the second level filtering re-filters the services via a finer
granularity, based on the learned interests in the sub-categories.
In fact, it is important that we want to model not only a general
user’s interests such as restaurants, shops, movies etc., but
also the sub-categories of these interests that are relevant to
a given user. In [15], we had presented a novel, personalized
Learning Preferences Manager that is able to adapt to changes
brought about by variations in the distribution of the user’s
interests, using the principles of weak estimation. This module
is a fundamental component of our architecture. In the quest
to learn the user’s dynamic profile, the Learning Preferences
Manager is guided by so-called Relevance Feedback (RF) [7].
In this paper, we rely on the Service Usage History maintained
by the authors of [5], [6] as the main source of the RF. A



Service Usage History (also known as the Interaction History),
contains the history of the services used by the user over time.
For example, when the user has used a certain service at a
certain time instant, the Learning Preferences Manager refines
and revises the user’s profile based on the current instance
of the usage history, which, in turn, is automatically and
unobtrusively observed in the background. To now quantify
this, we have recommended the use of a Weak Estimator
(devised by Oommen et al. [9]) so as to update the score
of the data-item based on the usage history.

C. Service Reputation Manager

In this section, we introduce the Service Reputation Man-
ager [14], [16], which is a cornerstone component of our
architecture. Reputation is a particularly important criterion
for filtering services.

With the abundance of services available in a pervasive
environment, identifying those of high quality is a crucial
task. When services are pervasive, in order to maximize the
usefulness of the services accessed, the user needs to build
his opinion about these services in the absence of direct
experience, and as a consequence, must rely on the experiences
of his acquaintances. In fact, through leveraging the power
of Word-of-Mouth communications, our hybrid recommender
system permits us to identify reliable services possibly de-
serving the user’s attention. Traditional reputation systems,
usually compute the reputation of a service as the average
of all provided ratings. This corresponds, for instance, with
the percentage of positive ratings in the eBay feedback form
[11]. Such a simplistic approach of just blindly aggregating
users’ experiences may mislead the reputation system if some
of the user’s acquaintances are misinformed/deceptive users.
Misinformed/deceptive users attempt to collectively subvert
the system by providing either unfair positive ratings about
a service, or by unfairly submitting negative ratings. Since an
alternate way to interpret unfair ratings is to consider the un-
reliable referrals as coming from people with different tastes,
such “deceptive” agents may even submit their inaccurate
ratings innocently — due to differences in tastes. Our system
can easily become intrusive and ultimately become unusable if
the “trust component” (or equivalently, the Service Reputation
Manager) does not deal with unfair ratings of this sort. The
risk of attacks from malicious users is a crucial issue that we
have incorporated in our system, which is especially pertinent
in a competitive marketplace.

It is reasonable to assume that the acquaintances of the user
can be divided into two classes: trustworthy acquaintances
that provide accurate ratings, and unreliable acquaintances
that provide unfair ratings. It follows that a good reputation
manager component would seek to classify the acquaintances
in one of these two classes so as to counter the detrimental
effect of unfair ratings. In [14], [16], some of the authors
of this present paper developed a Service Reputation Manager
which is based on a concept analogous to collaborative filtering
in order to separate between these two classes. The premise of
the scheme in that paper was to separate the users’ types by
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observing how they rate the same services. The latter scheme
was designed in such a way that these users would be in the
same group by maximizing the “within-group” similarities and
minimizing the “between-group” similarities.

D. Notification Novelty Checker

The last phase of our decision maker is a module whose
task is to identify if triggering a service notification will be
perceived by the user as being “repetitive” information. In
[17], we have argued that the user’s activities can be modeled
to follow some “noisy” periodic pattern, and so we can, in turn,
affect the services notifications to be periodic as well. This ar-
gument will be true unless we suppress repetitive information.
Consequently, any notification about a service that provides
redundant information to the user can be regarded as being
an unnecessary distraction. Arguing along the same vein, in
this paper, we propose that we can incorporate here the same
approach that we have used for suppressing repetitions in the
friendly reminder application of [17]. In [17], we introduced
a new scheme for discovering and tracking noisy spatio-
temporal event patterns, with the purpose of suppressing re-
occurring patterns, while discerning novel events. Our scheme
is based on maintaining a collection of hypotheses, each
one conjecturing a specific spatio-temporal event pattern. A
dedicated Learning Automaton (LA) — the Spatio-Temporal
Pattern LA (STPLA) — is associated with each hypothesis.
Whenever a user receives a service notification related to a
given service, a STPLA is instantiated, and this is attached to
the latter service notification in order to learn the periodicity
of the context in which the service is available to the user.
By processing events as they unfold, we attempt to infer the
correctness of each hypothesis through a real-time guided so-
called random Walk/Jump process.

E. Service Notification Based on a Publish/Subcribe Paradigm

Now that the individual modules have been explained, we
state that the overall architecture of or system would be as
described pictorially in Figure 1.

Context Dependent
Service Category
activation rules

Context Manager

Service Reputation

Preferences manager
Manager

User’s Feedback
manager

Notification Novelty
Verifier

Notification Dispatcher
Engine

Fig. 1. The high-level architecture of our system.

Our requirement of offering highly pertinent information
through a push-based approach to the user can be well
supported through the Publish/Subscribe paradigm [2]. The



system can be deployed using a Publish/Subscribe System,
which puts all the pieces of this puzzle together. A Pub-
lish/Subcribe model consists of information providers, who
publish events to the system, and of information consumers,
who subscribe to events of interest within the system. A
Publish/Subscribe architecture ensures the timely notification
of events to the interested subscribers. Note too that the use
of a Publish/Subcrsibe server will enhance privacy, since no
user-sensitive private information need be transmitted to the
service providers.

A notification is issued whenever the service matches the
user’s subscription. In other words, this occurs whenever the
following conditions should be met:

o A spatial filter reports that the service is in the user’s
vicinity. We agree that in the case of location-based
services, the knowledge of the user’s context is the most
differentiating information within this context.

o The Service Reputation module returns the truth value
of whether the service is reputable, as per the approach
defined in [14], [16], and briefly explained in Section
1I-C.

o The service description matches the user’s profile accord-
ing to the above-mentioned two-level filtering approach.
To identify service items of interest, the matching process
consists of two steps. First, for each service, its associ-
ated category is matched with the set of active service
categories. These service categories, generally, specify
the business branches of the service (e.g., Restaurants,
Shops). After applying the context-dependent category
activation rules, only the services belonging to the active
categories are maintained. Moreover, the service sub-
category should match the second filter characterized
by a finer granularity, namely the Learning Preferences
Manager.

o The Novelty Detection module reports that the eventual
service notification would not be repetitive by checking
wether the notification is a part of a spatio-temporal
pattern.

IV. EXPERIMENTAL RESULTS

To demonstrate the proof of these concepts, in this section,
we present results of simulations that we have conducted,
that puts into a nutshell all the components of the proposed
architecture. To do this, we have adopted a Discrete Event
Simulation methodology. The performance metric to assess
our architecture is the hit ratio, denoted «(t,), and defined
at any given time instance, t¢,, as the ratio of the relevant
notifications delivered to the user at time t¢,,. We define a
relevant (or equivalently, non-distractive) notification as one
where:

o The service matches the user’s profile

o The notification is not repetitive

o The user’s interaction with the service leads to the user’s

satisfaction.

By virtue of the above, we consequently regard a distractive
notification as one that is either repetitive, or if the interaction
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with the service does not lead to the user’s satisfaction due to
its low performance value [14], [16], or if the recommended
service does not match the current user’s interests.

In the same vein, we define the “Distraction” ratio (denoted
B(tn)), at any given time instance ¢,,, as the ratio of distractive
notifications delivered to the user at time ¢,,. Clearly «(t,) +
6 (tn) =1L

To demonstrate the power of our architecture, we compare
our approach to an Unguided Recommendation System, that
delivers to the user notifications regarding services that match
only his contextual preferences based on the Context Based
Service Category static filtering. In other words, we suppose
that the Unguided Recommendation System performs only
coarse contextual filtering. For example, in the case of the
notification of location-based services, the Unguided Recom-
mendation System sends restaurant suggestions every time
the user is close to a restaurant without learning his profile,
without suppressing repetitive alerts and without checking the
reputation of the service. In our simulation, we considered
delivering only a single notification per location’.

We assume that the user’s mobility follows a given noisy
periodic spatio-temporal pattern. As explained previously in
Section III-D, the location and time primitives are combined
from their cross-product spaces to produce spatio-temporal
patterns. Let us suppose that the mobile user in question,
u, visits a given location R according to a weekly spatio-
temporal pattern characterized by an omission noise ¢ = 0.1.
We suppose that a pool of services S is available in the visited
area, for eventual access by the user.

At this juncture, it is important to remind the reader that, for
the sake of clarity, we use two time granularities (or two time
scales) for different events in our Discrete Event Simulation
model. In fact, at the granularity of a week, namely at time
instances t,, (n denotes the week index), the user visits the
location R, and therefore, it is likely that service notifications
can take place. On the other hand, at the lower time scale (or
equivalently, at the finer time granularity) of a day, we assume
that other possible events can take place, such as the generation
of Relevance Feedback that serves as input to the Learning
Preferences Manager, or the submission of a service rating
by user in U that serves as input to the Service Reputation
Manager.

We further assume that the mobile user u possesses a
set of acquaintances U that communicate their experiences
regarding the performance of the available pool of services, S.
We assume that at discrete time instances, the acquaintances
in U communicate their ratings to u. In the absence of
direct experience from the user, the feedback provided by
the acquaintances serves as input to the Service Reputation
Manager, referred to in Section III-C.

For the sake of clarity and simplicity, we assume that the
user preferences fall into two categories C; and C. We further
assume that the underlying distribution of the weights of the

21t is possible to adopt a top-N recommendation approach in order to not
overwhelm the user with a long list of services and thus limit the size of the
list.



preferences that reflect the affinity of user’s interest in each
of the preferences categories C; and Co follows a binomial
distribution [15]. Therefore, the problem of estimating the
user’s interests in this particular case is modeled as the
estimation of the parameters for binomial random variables.
The Relevance Feedback concerning the preferences categories
C:1 and Cy is generated according to the true underlying
value of s; and so. The intention of the Learning Preferences
Manager is to estimate .5, i.e., s; for ¢ = 1,2. We achieve this
by maintaining a running estimate P(n) = [p1(n), p2(n)]” of
S, where p;(n) is the estimate of s; at time granularity ‘n’,
where n denotes the day index. Note that we assume that the
Relevance Feedback is available at the finer time granularity
of a day.

If s; > s;, we say that category C; represents the user’s
preferred interest category, and thus assume that only services
that belong to category C; are of interest to the user. All the
services belonging to category C; will not be of interest to the
user, and notifying him about these services will result in a
distraction. Consequently, the matchmaking of the preferences
will rely on the same simple mechanism, and recommend the
services whose estimated category weight is larger between the
two categories. The reader should observe that this simple rule
is similar to decision rules in classifiers, where the decision
maker has to decide on a hypothesis on the state of nature
between two exclusive hypotheses. However, a more sophis-
ticated preferences matchmaking approach, analogous to the
one in [5], [6] that is based on assessing a linear combination
of the weights, can be easily adopted in combination with our
Learning Preferences Manager [15].

An important parameter that must be specified is the rate
at which the Relevance Feedback occurs. We suppose that at
the finer time granularity of a day, a Relevance Feedback is
generated according the underlying distribution, S. Therefore,
the estimated weights of C; and C5 are tracked and updated
at the granularity of a day.

We further model the performances of services as either
being High Performance or Low Performance as reported in
[14], [16]. We also assume that the services either belong to Cy
or (5. Therefore, we will have a combination of 4 exclusive
classes of services in the current experiments:

e 25 High performance services that belong to C

e 25 High performance services that belong to Co

e 25 Low performance services that belong to C

e 25 Low performance services that belong to Cs.

If, for example, C; represents the current preferred interest
category, the Recommendation System will recommend ser-
vices to the user that are both of high performance, and that
belong to category C;. In the simulation settings, we assume
that the user possesses 40 acquaintances in his social network —
20 of which are deceptive and the remaining 20 are trustworthy
[14], [16]. Furthermore, the trustworthy user’s acquaintances
are characterized with p = 0.8, while the deceptive ones have
p = 0.2. In all the experiments, we configure the STPLA with
N; = 5 and Ny = 5. The high performance services have
an performance probability of 0.8, while the low performance
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services have are characterized by the performance probability
of 0.2 [14], [16].

As alluded to previously, we suppose that the user’s mo-
bility follows a weekly periodic noisy pattern, and thus we
conducted the simulations for a period of 40 week instances.

We report now the results obtained by testing our proposed
architecture in a variety of settings.

In this experiment, we compared the distraction ratio as well
as the hit ratio obtained by our approach with the respective
ratios obtained by utilizing an Unguided Recommendation
System. The results were obtained from an ensemble of 100
simulations, and we report «(t,,), where n denotes the week
index. In Figure 2(a), we report the hit ratio, and in Figure 2(b),
we report the distraction ratio. The preferences were assumed
static, and thus, in other words, we employed the same
underlying distribution for the weights of the preferences. We
also assumed that the current preferred services category was
C1. We supposed that at a finer time granularity, namely, at
a daily basis, each of the acquaintances submitted a rating
for a randomly chosen service among the pool of available
services. We observe from Figure 2(b) that the distraction ratio
asymptotically approaches the value 0.2 and that the hit ratio
approaches the value 0.8. These values can be explained by
the fact that our architecture tends to recommend only the 25
High performance services that belong to C as time advances.

Furthermore, we remark from Figure 2(a) and its counterpart
Figure 2(b) that the performances achieved by utilizing our
proposed architecture improves almost uniformly over time,
and that it outperforms the Unguided Recommendation Sys-
tem.

Fig. 2. (a) The evolution of the hit ratio in the case of our proposed
approach and the Unguided Recommendation System, when the performance
probabilities of the high and low performance services are 0.8 and 0.2
respectively. (b) The evolution of the distraction ratio in the case of our
proposed approach and the Unguided Recommendation System for the same
settings.

3We have done experiments for numerous settings and scenarios. For the
sake of brevity, we report in this paper few of them, more simulations results
are found in [?].



The results for another set of experiments are shown in Fig-
ure 3(a) and Figure3(b). In these experiments, we changed the
settings by assuming that the high performance services had
an performance probability of 0.7, while the low performance
services were characterized by the performance probability of
0.3. Whereas in Figure 3(a), we report the hit ratio, in Figure
3(b), we report the distraction ratio. As in the case of the
previous figures, the convergence of the graphs to their optimal
levels is clear from these figures too.

Fig. 3. (a) The evolution of the hit ratio in the case of our proposed
approach and the Unguided Recommendation System, when the performance
probabilities of the high and low performance services are 0.7 and 0.3
respectively. (b) The evolution of the distraction ratio in the case of our
proposed approach and the Unguided Recommendation System for the same
settings.

V. CONCLUSION

In this paper we have considered the problem of computing
in pervasive environments, and in particular, in identifying
those services that deserve the attention of the user. We
have presented an adaptive multi-criteria decision making
mechanism for recommending relevant services to the mobile
user, where “Relevance” is determined based on a user-centric
approach that combines both the reputation of the service,
the user’s current context, the user’s profile, as well as a
record of the history of recommendations. We have proposed
the architecture of a system that builds a personalized and
context-aware application that delivers narrowly targeted in-
formation to the user, while being unobtrusive. The design
avoids flooding the user with irrelevant information. We have
conducted simulations and reported results that suggest that
our architecture can significantly reduce unobtrusiveness. To
gain more insights into the acceptance of the system by an end
user, in the future, we propose that the system be deployed into
a real-life application domain, which also incorporates a user
study.

REFERENCES

[1] A. Aghasaryan, S. Betgé-Brezetz, C. Senot, and Y. Toms, “A profiling
engine for converged service delivery platforms,” Bell Lab. Tech. J.,
vol. 13, no. 2, pp. 93-103, 2008.

530

(3]

(4]

[5]

(6]

(7]

(8]

9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

M. K. Aguilera, R. E. Strom, D. C. Sturman, M. Astley, and T. D.
Chandra, “Matching events in a content-based subscription system,” in
PODC ’99: Proceedings of the eighteenth annual ACM symposium on
Principles of distributed computing. New York, NY, USA: ACM, 1999,
pp. 53-61.

S. Arbanowski, P. Ballon, K. David, O. Droegehorn, H. Eertink,
W. Kellerer, H. van Kranenburg, K. Raatikainen, and R. Popescu-
Zeletin, “I-centric communications: Personalization, ambient awareness,
and adaptability for future mobile services,” IEEE Communications
Magazine, vol. 42, no. 9, pp. 63-69, 2004.

D. Garlan, D. Siewiorek, A. Smailagic, and P. Steenkiste, “Project
aura: Toward distraction-free pervasive computing,” IEEE Pervasive
Computing, vol. 1, no. 2, pp. 22-31, 2002.

M. A. Hossain, P. K. Atrey, and A. El Saddik, “Gain-based selection of
ambient media services in pervasive environments,” Mob. Netw. Appl.,
vol. 13, no. 6, pp. 599-613, 2008.

M. A. Hossain, J. Parra, P. K. Atrey, and A. El Saddik, “A framework for
human-centered provisioning of ambient media services,” Multimedia
Tools and Applications, vol. 44, pp. 407—431, 2009.

M. Montaner, B. Lopez, and J. L. de la Rosa, “A taxonomy of
recommender agents on the internet,” Artificial Intelligence Review,
vol. 19, pp. 285-330, 2003.

Y. Naudet, A. Aghasaryanb, S. Mignon, Y. Toms, and C. Senot,
“Ontology-based profiling and recommendations for mobile tv,” in
Semantics in Adaptive and Personalized Services, ser. Studies in Compu-
tational Intelligence, M. Wallace, I. Anagnostopoulos, P. Mylonas, and
M. Bielikova, Eds. Springer Berlin / Heidelberg, 2010, vol. 279, pp.
23-48.

B. J. Oommen and L. Rueda, “Stochastic learning-based weak estimation
of multinomial random variables and its applications to pattern recog-
nition in non-stationary environments,” Pattern Recogn., vol. 39, no. 3,
pp. 328-341, 2006.

O. Riva and S. Toivonen, “The dynamos approach to support context-
aware service provisioning in mobile environments,” J. Syst. Sofiw.,
vol. 80, no. 12, pp. 1956-1972, 2007.

A. Schlosser, M. Voss, and L. Brckner, “On the simulation of global rep-
utation systems,” Journal of Artificial Societies and Social Simulation,
vol. 9, 2005.

M. Weiser, “The computer for the twenty-first century,” Scientific
American, vol. 265, no. 3, pp. 94-104, 1991.

A. Yazidi, “Intelligent learning automata-based strategies applied to
personalized service provisioning in pervasive environments,” Ph.D.
dissertation, Department of ICT, University of Agder, Grimstad, Norway,
2011.

A. Yazidi, O.-C. Granmo, M. Lin, X. Wen, B. J. Oommen, M. Gerdes,
and F. Reichert, “Learning automaton based on-line discovery and
tracking of spatio-temporal event patterns,” in PRICAI 2010: Trends
in Artificial Intelligence, ser. Lecture Notes in Computer Science, B.-T.
Zhang and M. Orgun, Eds.  Springer Berlin / Heidelberg, 2010, vol.
6230, pp. 327-338.

A. Yazidi, O.-C. Granmo, and B. J. Oommen, “An adaptive approach
to learning the preferences of users in a social network using weak
estimators,” Submitted for publication.

——, “Service selection in stochastic environments: a learning-
automaton based solution,” To Appear in Applied Intelligence.

——, “A learning automata based solution to service selection in
stochastic environments.” in Proceedings of the Twenty Second Inter-
national Conference on Industrial, Engineering, and Other Applications
of Applied Intelligent Systems (IEA-AIE 2010), ser. Lecture Notes in
Artificial Intelligence, 2010, pp. 209-218.



Appendix D

Paper IV

Title: An Adaptive Approach to Learning the Preferences of Usees in

Social Network Using Weak Estimators
Authors: Anis Yazidi1, Ole-Christoffer Granmband B. John Oommeér?

Affiliations:  University of Agder, Faculty of Engineering and Science,
P. O. Box 509, NO-4898 Grimstad, Norway
2School of Computer Science, Carleton University, Ottawa,
Canada : K1S 5B6

Journal: To appear in Journal of Information Processing Systems.- (Ac
cepted March 16, 2012).

171



An Adaptive Approach to Learning the Preferences of Users in a
Social Network Using Weak Estimators

Anis Yazidi? Ole-Christoffer Granmo' , B. John Oommen?

Abstract

Since a social network, by definition, is so diverse, the problem of estimating the preferences
of its users is becoming increasingly essential for personalized applications which range from
service recommender systems to the targeted advertising of services. However, unlike traditional
estimation problems where the underlying target distribution is stationary, estimating a user’s
interests, typically, involves non-stationary distributions. The consequent time varying nature
of the distribution to be tracked imposes stringent constraints on the “unlearning” capabilities
of the estimator used. Therefore, resorting to strong estimators that converge with probability
1 is inefficient since they rely on the assumption that the distribution of the user’s preferences is
stationary. In this vein, we propose to use a family of stochastic-learning based Weak estimators
for learning and tracking user’s time varying interests. Experimental results demonstrate that
our proposed paradigm outperforms some of the traditional legacy approaches that represent the

state-of-the-art.

Keywords : Weak estimators, User’s Profiling, Time Varying Preferences

1 Introduction:

Utilizing the power of the internet to affect marketing, business and politics via strategies applicable
for social networking, is becoming increasingly important, especially in a user-driven universe. Over
the last few years, the issue of maintaining users’ profiles has become more crucial for designing and
streamlining personalized applications ranging from service recommender systems to the advertising
of targeted services. Mastering and optimally utilizing the knowledge about a user’s interests has

led to promising applications in filtering and recommending documents [4], multimedia [6] and TV
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programs [17], based on their respective contents. For instance, a comprehensive study for person-
alized service provisioning was performed by Naudet et al. from Bell Labs [17], where the authors
designed an application for filtering the TV content provided to users’ mobile devices based on their
learned profiles. The application is based on the use of ontologies to capture content descriptions
as well as the users’ interests. The latter interests are, in turn, mined using a dedicated profiling
engine presented in [1], which leveraged Machine Learning (ML) techniques for user profiling. The
work reported in [25] presented a “product” that recommends vendors’ web pages by measuring the
similarity between the user’s profile and the vendor’s web page when the user is in the vicinity of the
vendor (seller). The user’s profile is constructed through mining the history of his web log. Another
example that falls in the class of mobility-aware applications is the PLIGRIM system, which makes
use of the user’s location to recommend relevant web links [3]. In the same vein, the SMMART
framework dynamically locates products that match the shopping preferences of a mobile user [11].

Usually, constructing a user’s profile involves applying estimation techniques to leverage the
knowledge about his interests, which, in turn, is gleaned from the history of the services that he
utilizes [6, 7]. A number of previous studies [10] have shown that a user’s interests are not constant
over time, and consequently, paradigms which are to be promising, should take into account the
drift of these interests. The time varying nature of the distribution of the user’s interests renders
the problem of estimating them both difficult and non-trivial.

Tracking the dynamics of a user’s interests is akin to a well-known problem in statistical Pattern
Recognition (PR), namely that of estimating non-stationary distributions. Traditionally available
methods that cope with non-stationary distributions resort to the so-called sliding window approach,
which is a limited-time variant of the well-known Maximum Likelihood Estimation (MLE) scheme.
The latter model is useful for discounting stale data in data stream observations. Data samples arrive
continually and only the most recent observations are used to compute the current estimates. Any
data occurring outside the current window is forgotten and replaced by the new data. The problem
with using sliding windows is the following: If the time window is too small the corresponding
estimates tend to be poor. As opposed to this, if time window is too large, the estimates prior
to the change of the parameter have too much influence on the new estimates. Moreover, the
observations during the entire window width must be maintained and updated during the process
of estimation.

In earlier works [8, 9, 10], Koychev et al. introduced the concept of Gradual Forgetting (GF).
The GF process relies on assigning weights that decrease over time to the observations. In this
sense, the GF approach assigns most weight to the more recent observations, and a lower weight to
the more-distant observations. Hence, the influence of old observations (on the running estimates)
decreases with time. It was shown in [10] that the GF can be an enhancement to the sliding window

paradigm. In this sense, observations within each sliding window are weighted using a GF function.



Recently, Oommen and Rueda [19] have proposed a strategy by which the parameters of a bino-
mial /multinomial distribution can be estimated when the underlying distribution is non-stationary.
The method is referred to as Stochastic Learning Weak Estimation (SLWE), and is based on the
principles of stochastic Learning Automata (LA) [16, 23]. The SLWE has found successful applica-
tions in many real-life problems that involve estimating distributions in non-stationary environments
such as in adaptive encoding [20], route selection in mobile ad-hoc networks [18], and topic detec-
tion and tracking in multilingual online discussions [22]. Motivated by these successful applications
of the SLWE in various areas, in the course of this study, we consider employing the SLWE for
solving the intriguing problem of tracking user’s interests. The objective of the paper is to present
a personalized Learning Preferences Manager, a modus operandus for capturing user’s preferences.
The latter will be able to cope with changes brought about by variations in the distribution of the
user’s interests, which will be where the SLWE plays a prominent part.

The rationale for choosing a weak estimator for non-stationary environments is that estimators
that converge with probability 1 (e.g. the MLE and Bayesian estimates) cannot easily unlearn and
adapt to the drift in the interests. In our opinion, the appealing properties of the SLWE lies in
its recursive multiplication-based update form, that achieves the process of unlearning stale data,
by an order-of-magnitude faster than a traditional addition-based updating scheme. Moreover,
unlike other legacy state-of-the-art approaches, the adaptability of the SLWE and its capability to
cope with changing environments, can be achieved using the choice of the scheme’s fixed internal
parameter, A. In fact, the choice A is not a critical issue, and it does not influence the convergence
speed of the SLWE. Indeed, we present simulations results that demonstrate the superiority of the
SLWE compared to GF, the sliding window, and the approach presented by Hossain et al. [7], which

represent the state-of-the-art.

1.1 Contribution

The novel contributions of this paper, when it concerns user’s profiling techniques, are the following:

e To the best of our knowledge, our current work presents the first attempt to apply a LA-
inspired approach, such as the SLWE, to the real-life problem of tracking user’s interests. We
hope that the current study paves the way towards more applications of LA-based techniques

to the realm of user profiling.

e Philosophically, our profile representation model is distantly related to the approach presented
in [6, 7], where the authors utilized the history to update the affinity of the user’s interests.
However, a substantial difference from the latter studies is our novel categorization of the
data items that constitute a profile, into its so-called disjunctive and conjunctive data items.

To the best of our knowledge, although profile update approaches in which the data items



which are disjunctive have received a significant interest, the case of conjunctive data items
remains largely unaddressed. In this work, we propose an adequate update form based on the

principles of the SLWE, for each case of these two cases!.

e The model which we have adopted, namely that of the user’s interests changing “abruptly”, is,
in itself, interesting. In fact, instead of presuming that the so-called environment’s “switch”
occurs with some fixed periodicity [19], we assume that changes in the distribution of the
user’s interests occur at unknown random time instants. Furthermore, we suppose that the
distribution changes to a possibly new random distribution after the “switch”. Such a model of
the distribution’s versatility is more realistic than the one which possesses a fixed periodicity-
based changing model, and this is thus more appropriate in the context of estimating the user’s
preferences. Clearly, the described settings represents a particularly challenging scenario for
any approach which models and studies change detection! The experiments conducted and
the results reported, demonstrate that our approach exhibits lower error and faster adaptivity

than the state-of-the-art.

e The model and technique which we have used here (for learning user’s preferences) has been in-
corporated into a more comprehensive system whose architecture, design and implementation

details are found in [26].

1.2 Paper Organization

The rest of the paper is organized as follows. In Section 2, we report a brief survey of the available
results in tracking user’s interests. Then, in Section 3, we present some of the theoretical properties
of the SLWE. In Section 4, we introduce a formal model of the user’s preferences as well as an SLWE-
based solution to the problem. Experimental results obtained by rigorously testing our solution for

a variety of scenarios are presented in Section 5. Section 6 concludes the paper.

2 State of The Art

The core function of a personalized Learning Preferences Manager is to update the user’s profile
in a dynamic and incremental way. This is done so that the “Manager” can closely follow the
real-time evolution of the user’s interests. In fact, any user’s interests are not constant over time,
and therefore it is imperative that the system takes the profile’s drift into account. In this sense,
whenever one attempts to represent the user’s current interests, the most recent observations are

more reliable than older ones. From a more general perspective, the task of learning the drifts

!The reader will observe that the application of the SLWE has already been reported in the literature. However,
its use for conjunctive and disjunctive data items is totally new.



in the user’s interests corresponds to the problem of learning evolving concepts [24]. There are
several studies that have dealt with the task of learning a user’s interests. These include the use of
a sliding window [14], aging examples [12], and a Gradual Forgetting (GF) function [8, 9, 10] etc.
However, of all these, a sliding window approach is the most popular one. It consists of learning the
description of the user’s interests from the most recent observations, and thereafter, of discarding
the observations that fall outside the window.

A substantial shortcoming of the sliding window approach is the choice of the window size. In
[14], the authors adopted a fixed-size time window in order to learn a user’s scheduling preferences.
They empirically determined that a window size of 180 was a proper choice for their particular
scheduling application. The GF, on the other hand, relies on assigning weights to the observations
that decrease over time. Hence, the influence of older (more “stale”) observations on the running
estimates, decreases with time. The authors of [10] suggested a linearly-decreasing function, w =

f(t), for decaying the relative weights of the GF as follows:

—2k

n—1

(t—1)+1+kF, (1)

w; =

where i denotes a counter of observations starting from the most recent one, n is the number of
observations, k € [0,1] is a parameter that represents the percentage by which the weight of any
subsequent observation is decreased, and consequently the percentage by which the weight of the
most recent one, in comparison to the average, is increased. Thus k is a parameter that controls
the slope of the forgetting function.

In order to achieve a synergy between both the two approaches, namely GF and sliding window,
Koychev in [10], proposed to apply the GF within each sliding window. Thus, in this case, the
parameter n (i.e., the length of the observation sequence) in equation (1) was set to be equal to L,
where L denotes the length of the window.

Apart from the sliding window and GF schemes, other approaches, which also deal with change
detection, have also emerged. In general, there are two major competitive sequential change-
point detection algorithms: Page’s cumulative sum (CUSUM) [2] detection procedure and the
Shiryaev—Roberts—Pollak detection procedure. In [21], Shiryayev used a Bayesian approach to
detect changes in the parameters distribution, where the change points were assumed to obey a geo-
metric distribution. CUMSUM is motivated by a maximum likelihood ratio test for the hypotheses
that a change occurred. Both approaches utilize the log-likelihood ratio for the hypotheses that the
change occurred at the point, and that there is no change. Inherent limitations of CUMSUM and
the Shiryaev—Roberts—Pollak approaches for on-line implementation are the demanding computa-
tional and memory requirements. In contrast to the CUMSU and the Shiryaev—Roberts—Pollak,

the SLWE avoids the intensive computations of ratios, and do not invoke hypothesis testing.



A particularly interesting recent study for learning user’s interests in ambient media services
(and in, consequently, locating relevant services) was reported in [7]. Hossain et al devised the
so-called Ambient Media Score Update method, which we shall refer to as SU for the rest of the
paper. The SU method was used to learn a user’s changing interests [6, 7] by recording the so-called
“scores”, which represented his/her affinity of interests. In order to follow closely the evolution
of the scores, the authors of [7] refined their proposed updating method defined earlier in [6] and
updated the scores of the services at every time instant whenever the service was used. This was
done instead of performing updates in a batch mode [6].

We shall now discuss the family of weak estimators alluded to earlier, and proceed to explain

how they can be used to solve the problem currently being studied.

3 Weak Estimators of Multinomial Distributions

The problem of estimating the parameters of a multinomial distribution has been efficiently solved
by the recently introduced SLWE [19]. The multinomial distribution is characterized by two pa-
rameters, namely, the number of trials, and a probability vector that determines the probability of
a specific event (from a prespecified set of events) occurring. In this regard, we assume that the
number of observations is the number of trials. Therefore, the problem is to estimate the latter
probability vector associated with the set of possible outcomes or trials. Thus, we encounter the
problem of estimating the latter probability vector associated with the set of possible outcomes.

Specifically, let X be a multinomially distributed random variable, which takes on the values
from the set {‘1’,...,‘r’}. We assume that X is governed by the distribution S = [sy,...,s,]” as
follows:

X = “’ with probability s;, where Y\ ; s; = 1.

Also, let z(n) be a concrete realization of X at time ‘n’. The intention of the exercise is to
estimate S, i.e., s; for i = 1,...,r. We achieve this by maintaining a running estimate P(n) =
[p1(n),...,p.(n)]T of S, where p;(n) is the estimate of s; at time ‘n’, for i = 1,...,7. We omit the
reference to time ‘n’ in P(n) whenever there is no confusion. Then, the value of p;(n) is updated

as per the following simple rule (the rules for other values of p;(n), j # i, are similar):

piln+1) < pi+(1-X) ij when z(n) =i (2)
i
— A\p; when x(n) # i. (3)

The properties of the estimator are catalogued below.

Theorem 1. Let the parameter S of the multinomial distribution be estimated by P(n) at time ‘n’



as per equations (2) and (3). Then, E[P(c0)] = S.

Remark:Theorem 1 explicitly states that rules (2) and (3) lead to a mean probability vector which
asymptotically converges to the actual unknown probabilities. Although this behavior is asymptotic,
we will empirically show presently that the rule quickly adapts to the changes in the distribution

and, hence, works efficiently in non-stationary environments.

Proof. First of all, we can rewrite the updating rules given in equations (2) and (3) as follows:

pin+1) <« pi+(1—=XN(1—-p;) w.p.s; (4)
— A\p; w.D. Z 55 (5)
J#i

Thus, the expected value of p;(n + 1) given the estimated probabilities at time ‘n’, P, is:

Epin+1)|P] = pisi+ (1 —X—pi+Api)si + Api(1 — ;) (6)
= PiSi+ Si — ASi — DiSi + Apisi + Api — Apisi (7)
= (1—=X)si+Ap;. (8)

Taking expectations a second time, we have:

E[pi(n+1)] = (1 = A)s; + AE[pi(n)] . (9)

As n — oo, both equations E [p;(n + 1)] and E [p;(n)] converge? to E [p;(c0)], and hence we can

write:
Epi(o0)](1 =) = (1=A)si (10)
= E[pi(0)] = s;. (11)
The result follows since (11) is valid for every component p; of P. O

We now derive the explicit dependence of E [P(n + 1)] on E [P(n)] and the consequences.

Theorem 2. Let the parameter S of the multinomial distribution be estimated at time ‘n’ by P(n)

obtained by equations (2) and (3). Then, E[P(n+1)] = MTE[P(n)], in which every off-diagonal

2Observe that E[p;] converges to a limit because the multiplying factor of the resultant linear difference equation
is A, which is both positive and strictly less than unity.



term of the stochastic matriz, M, has the same multiplicative factor, (1—X). Furthermore, the final

solution of this vector difference equation is independent of .

Remark: Theorem 2 states that the rules given by equations (2) and (3) are governed by a Marko-
vian phenomenon in which the stochastic matrix has the same multiplicative factor and the solution
to the final equation is independent of the parameter used in the algorithm. However, as we see
below and in the empirical results, by selecting the parameter A, the scheme leads to extremely

good results. The convergence and eigenvalue properties of M follow.

Proof. From equation (8), we can write the conditional expected probability, E [pi(n + 1)|P] as

follows:

Elpi(n+1)|P] = (1 - )\)slzpj + A\p1 . (12)

Similarly, for all other conditional expectations of p;(n + 1), we have:

T
E[pi(n+1)[P] = (1= \)s; Y pj + Api. (13)
j=1
Organizing the terms of (13) in a vectorial manner for all ¢ = 1,...,7, it can be seen that

E[P(n + 1)] = MTE [P(n)], where the stochastic matrix M, is:

(I=XNs1+A  (1=XN)sy -+ (I —=X)s,
M (1 —.)\)31 (1- )\?32 +A - (1 —=X)s,
I (1 —=X)sg (I—=XNsg -+ (L=X)sp+ A |

The limiting solution for E [P(n)] is obtained by solving the vectorial difference equation, and

taking the limit as n is increased to infinity?.
E [P(c0)] = MTE[P(c0)] .

To solve the above, we observe that every element of the matrix (I — M) contains the term
(1—X). By invoking this property and doing some straightforward algebraic manipulations, it turns

out that:

and the theorem is proved. [

3The solution exists since M has one eigenvalue which is unity, and all the other eigenvalues of M are strictly less
than unity. We shall show this fact presently.



Theorem 3. Let the parameter S of the multinomial distribution be estimated at time ‘n’ by P(n)
obtained by equations (2) and (3). Then, all the non-unity eigenvalues of M are exactly \, and thus
the rate of convergence of P is fully determined by .

Proof. To analyze the rate of convergence of the vector difference equation, we first find the eigen-
values of M, namely &1, &o,...,&.. Without going into the algebraic details, it can be shown that

M can be expressed as follows:

M= ®AP !, (14)
where:
__1_ __3_2_ __5__ __S_r__
51 81 S1
1 1 0 0
o=||1 0 1 0 : (15)

1 0 0 1

are the eigenvectors of M, and A = diag(1, A\, \, ..., \), which contains the eigenvalues of M. Thus,
SL=1l,and §=Afori=2,...,7.

Consequently, the rate of convergence of the matrix determining the vector difference equation is
fully determined by the second largest eigenvalue, which is A, (since A is an eigenvalue of multiplicity

r —1). The result follows. O

A small value of A leads to fast convergence and a large variance. On the contrary, a large value
of A leads to slow convergence and a small variance. Although the derived results are asymptotic,
and thus, are valid only as n — oo, realistically, and for all practical purposes, the convergence
takes place after a relatively small value of n. If A is even as “small” as 0.9, after 50 iterations,
the variation from the asymptotic value will be of the order of 107°?, because \ also determines
the rate of convergence, which again, occurs in a geometric manner. In other words, even if the
environment switches its multinomial probability vector after 50 steps, the SLWE will be able to
track this change. Earlier experimental results reported in [19] as well as our current experimental

results demonstrate this fast convergence.

4 SLWE-based Solution to Adaptation to User’s Interests Drift

In this section, we devise a Learning Preferences Manager which takes advantage of the SLWE
updating scheme presented in Section 3, so as to accurately estimate the user’s interest affinity

in non-stationary environments. First, we will present our adapted model, as it pertains to the



presentation of the user’s profile. Thereafter, we introduce two profile update methodologies based

on whether the data items attached to an attribute are disjunctive or conjunctive.

4.1 Profile Representation

An essential element of the Learning Preference Manager is the Profile Representation. For instance,
a possible representation model for a user’s interests can be in terms of the topic hierarchies [5, 13].
We adopt the Profile Representation Model advocated by Hossain and his co-authors in [6, 7]. It is
important to remark that in these publications, the latter Profile Representation Model was mainly
devised for representing the user’s preferences in content media. Nevertheless, the model can be
easily applied to encompass a wider set of interests. It should also be noted that the model reported
in [6, 7] is similar to that of [27] in the sense that it is based on <feature, weight> pairs, except
that in [6, 7], the authors have invoked a normalized score for the data items. We shall first briefly
present the Profile Representation Model reported in [6, 7.

The user’s affinity of interests in a service type, such as movies, or restaurants, is represented by a
set of attributes. For example, for a repository of services of type movie, the set of possible attributes
could be {movie genre, director name, etc.}. An attribute, in turn, possesses a set of data items.
For example, if the movie attribute “genre” has two data items, namely “action” and “comedy”, a
vector associated with the attribute (comedy affininity=0.7, action affininity=0.3) reflects that the
user likes comedy movies more than action movies, with a relative weighting of 0.7 to 0.3. The

update of the weights of the data items for a particular attribute is done in an incremental manner.

4.2 Profile Updating method

In the quest to learn the user’s dynamic profile, the Learning Preferences Manager is guided by so-
called Relevance Feedback (RF) [15]. In this paper, we rely on the Service Usage History (analogous
to the history maintained by the authors of [6, 7]) as the main source of the RF. In fact, a common
approach towards constructing a user’s profile is through non-intrusively monitoring the history of
the usage of his services. A Service Usage History (also known as the Interaction History), contains
the history of the services used by the user over time. For example, when the user has used a
certain service at a certain time instant, the Learning Preferences Manager refines and revises the
user’s profile based on the current instance of the usage history, which, in turn, is automatically
and unobtrusively observed in the background. To obtain an index to measure this, the sum of the
scores of a data item for a given attribute is made to be equal to unity. To now quantify this, we
have opted to use the SLWE [19] explained in the previous section, so as to update the score of the
data item based on the usage history. Whenever a user selects a service, the metadata describing

the service is used to update the score of data item. Thus, for example, if a user currently views a
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“action” movie, the scheme would increase the weight associated with the data item “action”.

Apart from the updating mechanism, our strategy can also be seen to be philosophically related
to the approach presented in [6, 7] in which the authors utilized the history to update the affinity
of the user’s interests. We believe that this will facilitate the ease of the retrieval of personalized
information, and help alleviate the user’s cognitive load, i.e., that which is needed to locate relevant
information.

At this juncture, we distinguish two classes of data items that, in turn, require two different
forms of update mechanisms. In fact, the data items related to a given attribute could be either
semantically disjunctive or semantically conjunctive. We illustrate what we mean by the latter

concepts by alluding to two simple examples.

4.2.1 Profile Update for Disjunctive Data Items

Data items of a particular attribute are said to be disjunctive if every service usage history can only
be instantiated with the exclusive realization of one of the data items at a time. To illustrate the
idea in simpler terms, consider the example of learning a user’s preferences when it concerns a type
of services such as restaurants. In this case, we can consider the attribute genre of the restaurant,
with the data items being, for example, Chinese, Italian, Indian, French etc.

The latter data items correspond to a possible semantic taxonomy of restaurants according to
their genre. Whenever a user interacts with a service of type restaurant, a Service Usage History
instance is submitted to the Learning Preference Manger where the restaurant is described by a
single exclusive attribute, such as Italian. Consequently, the weight of the latter data item can be
incremented while the weight of the remaining data items of the same attribute can be decremented.
Therefore, a multinomial SLWE is a viable option for estimating the evolving weights of the data
items. Proceeding to make inferences from these weak estimators becomes then a suitable choice
for managing the time-varying preferences.

It is crucial for the reader to observe that the SU approach presented in [6, 7] deals only with

this specific case, i.e., of disjunctive data items.

4.2.2 Profile Update for Conjunctive Data Items

Data items of a particular attribute are said to be conjunctive whenever every service usage history
can be instantiated with one or more data items at a time. To illustrate this, consider the example
of the service usage history corresponding to the services for movies. The attribute movie genre
is associated with the data item set Sgenre = {action,romantic, comedy, horror}. The latter data
items are conjunctive (not disjunctive) in the sense that a movie’s genre can be described with more

than a single data item at a time. For instance, a movie genre could be “romantic” and “action
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packed” at the same time. Suppose that the user watches a movie that belongs to the genres action
and romance at a given time instant ‘n’. In this case, the weights of both the data items action and
romance can be increased at time ‘n + 1.

In this case, a multinomial SLWE will not be able to update the different weights of the data
items because it is not designed to increase the weights of more than a component at a time. Thus,
a different methodology for updating the weights of the data items is needed, where more than a
single data item’s weight can be incremented at a time. To solve the problem, we propose to attach
a binomial SLWE to each data item instead of having a multinonmial probability vector for each
attribute, as in the case of disjunctive data items. In other words, a binomial probability vector
will be attached to each of data items in Sgeppe.

For the sake of clarity, we consider the above-mentioned example and describe the update at

the subsequent instant ‘n 4+ 1’ of each binomial probability vector as:

pactian(n + 1) —1- )\(1 - paction(n))
promantic(n + 1) —1- )\(1 — Promantic (n))
Pcomedy (n + 1) — )\pcomedy (n)

Phorror (n + 1) — )\phorror (n)

Once these binomial-based computations have been achieved, we then resort to an additional
computation in order to normalize the weights of each data items. The normalization is, quite

simply, given by: For k € Syenre = {action, romantic, comedy, horror}

pr(n+1)
Zjespj(n +1)

Consequently Wy, tracks, with a SLWE-philosophy, the ratio of the number of times the particular

Wk(n + 1) =

(20)

data items (kK € Sgenre = {action, romantic, comedy, horror}) of the particular attribute (movie’s
genre) appears in the service usage within a given number of usage records, to the total number of
occurrences of the data items of Syeppe.

In order to model this in a “tangible” (or realistic) way, we suppose that the occurrence of
each data item in the usage history is controlled by a binomial distribution. We further suppose,
that the occurrence of the data items is independent of each other. Let s, be the binomial pa-
rameter that describes the occurrence of data item k in the usage history, where k € Syepre =
{action, romantic, comedy, horror}. With these assumptions, based on the results of the previous

subsection, we easily derive the asymptotic weight:

E [Wi(00)] = ﬁ (21)
jES °J
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It is worth noting that whenever the data items corresponding to a given attribute are disjunctive,
it is computationally more efficient (although only marginally) to employ a multinomial SLWE —

instead of a set of binomial SLWEs.

4.2.3 Modelling changes in the Interests

We suppose that at every time instance ‘n’, the Learning Preferences Manager is fed by a service
usage instance. We further assume that the distribution of the user’s interests, relative to a given
attribute, undergoes an abrupt change at a random time instance with an unknown probability p.
In the case of disjunctive data items, we assume that the parameters of the multinomial distribution
change to yield a new distribution. Further, in the case of conjunctive data items, the binomial

distribution attached to every data item switches to a possibly new value.

5 Experimental results

To verify our computational model and our proposed solution, we have performed extensive simu-
lations. However, in the interest of space and brevity, we report here only a subset of these results.
We emphasize though that these results are both representative and typical. The obtained experi-
mental results are conclusive, and demonstrate that our SLWE-based update schemes, when applied
to tracking users’ interests, outperforms the GF approach, the sliding window, and the SU.

In order to model the changes in the interests’ distribution, we assume that at any given time
instant, the distribution of the user’s preferences changes with probability 0.02. This implies that on
average, a change occurs every 50 time instants. The reader should observe that our experimental
results are based on synthetic data due to fact that it is difficult (if not impossible) to obtain real-life
data that describe user’s preferences. Indeed, no existing organization will disclose or share such
data because of the implied privacy and security considerations. However, we believe that the model
which we have used to “artificially” indicate the changes in the user’s interest distributions is strong

enough to mimic real-life settings.

5.1 Disjunctive Data Items

To study the case of disjunctive data items, we assume that we are dealing with estimating the
evolving user’s interests’ weights of data items of this type, namely, those which are associated with
a given attribute. In the interest of completeness, we will present separate experimental results for

the binomial and the multinomial cases.
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Figure No. | Error rate: SLWE | Error rate: GF | Error rate: MLE | Error rate: SU
Figure 1 0.0262 0.0864 0.1005 0.2894
Figure 2 0.0347 0.1418 0.1654 0.2713
Figure 3 0.0737 0.1364 0.1514 0.2813
Figure 4 0.0330 0.0779 0.0901 0.1561

Table 1: The effects of varying the window size and the updating parameter on the error of p; for
the various schemes investigated for disjunctive data items.

5.1.1 Binomial Distribution

In this scenario, we assume that we are dealing with an attribute which possesses two data items.
The problem of estimating the user’s interests in this particular case now reduces to that of estimat-
ing the parameters of the corresponding binomial random variables. As mentioned above, numerous
experiments were performed, although in the interest of brevity, we report here only the results from
four of these. Moreover, in order to render the comparison meaningful, we have simultaneously fol-
lowed the GF and SU computation, and in each case we have utilized identical data streams as in
the case of the SLWE. Further, in each case, the estimation algorithms were presented with ran-
dom occurrences of the variables for n = 400 time instances. In the case of the SLWE, the true
underlying value of s; was randomly assigned for the first step, and modified at random instants
(determined with a switching probability of 0.02) using values drawn from a random variable which
was uniformly distributed in [0, 1].

In order to demonstrate the superiority of the SLWE over the GF that uses a sliding window,
and the SU, we report the respective averages on an ensemble of experiments. The same experiment
was repeated 1,000 times with distinct random sequences, and the ensemble average at every time
step was recorded. Clearly, by doing this, the variations of the estimates would be much smoother.
In order to perform a fair evaluation, we adopted the same comparison approach as in [19], where
the value of A for the SLWE and the size of the window were randomly generated from uniform
distributions in [0.55,0.95] and [20, 80] respectively. The value of the “gradual forgetting” factor, k,
for the GF was chosen to be 0.4 as suggested in [10].

The plots of the estimated probability p; for the SLWE, the GF and SU for four cases are shown
in Figures 1, 2, 3 and 4, where the values of A are 0.763, 0.811, 0.811 and 0.563, and the sizes of
the windows are 29, 46, 57 and 68 respectively.

Observe that both the GF and SU follow s1 quite exactly prior to the first distribution change,
but they are thereafter severely handicapped in tracking the variations. The weakness of the GF is
accentuated in the cases in which the size of the window is larger, e.g. 68. In contrast, the SLWE
adjusts to the changes much more rapidly, as expected, in a geometric manner. In Table 1, we
report the error rate associated with the four experiments — i.e., those plotted in Figures 1, 2, 3

and 4. We also include the error rate for the MLE with the same sliding window sizes as used for
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the GF experiments. Clearly, we observe that the SLWE yields a lower error rate than the other

three approaches, namely the GF, the SU and the MLE which uses a sliding window. An additional

remark confirming the results of [10] is the following: The GF augmented with a sliding window

exhibits a lower error rate than the MLE with a sliding window. Thus, this confirms that the GF

presents an enhancement to the basic sliding window approach.

— - — - - Score Update Approach
...... Gradual Forgetting
— ——-SLWE

True Value

50 100 150 200

250 300 350 400

Figure 1: Plots of the expected values of p;(n), at time ‘n’ for disjunctive data items, which were
estimated by using the SLWE, the GF and the SU, in which the corresponding parameters A = 0.736

and the window size is 29.
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Figure 2: Plots of the expected values of pi(n), at time ‘n’ for disjunctive data items, which were
estimated by using the SLWE, the GF and the SU, in which the corresponding parameters A = 0.811

and the window size is 46.
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Figure 3: Plots of the expected values of pi(n), at time ‘n’ for disjunctive data items, which were
estimated by using the SLWE, the GF and the SU, in which the corresponding parameters A = 0.912
and the window size is 57.
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Figure 4: Plots of the expected values of p;(n), at time ‘n’ for disjunctive data items, which were
estimated by using the SLWE, the GF and the SU, in which the corresponding parameters A = 0.563
and the window size is 68.

5.1.2 Multinomial Distribution

We have also performed simulations for the case of disjunctive data items, where the user’s interests
follow a multinomial distribution, and where the parameters were estimated by following the SLWE,
the GF and the SU. We considered a multinomial random variable, X, which can take any of four

different values, namely ‘1°, ‘2°, ‘3’ or °

4’) whose characterizing parameters changed (randomly) at
random time instants. As in the binomial case, we ran the estimators for 400 steps, repeated this
1,000 times, and then computed the corresponding ensemble averages. For each experiment, we
computed ||P — S||, the Fuclidean distance between P and S, which we reckoned as a measure of
how good our estimate, P, was of S. The plots of the latter distance obtained from the SLWE,
the GF and the SU are depicted in Figures 5, 6, 7 and 8, where the values of A were 0.908, 0.903,
0.952 and 0.948, and the sizes of the windows were 35, 44, 63 and 76 respectively. The values for A

and the window size were obtained randomly from a uniform distribution in [0.9,0.99] and [20, 80]

respectively.
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Figure No. | Error rate: SLWE | Error rate: GF | Error rate: SW | Error rate: SU
Figure 5 0.0612 0.0724 0.0836 0.4606
Figure 6 0.0665 0.1006 0.1152 0.4037
Figure 7 0.1601 0.1893 0.2074 0.4175
Figure 8 0.0507 0.0567 0.0672 0.4165

Table 2: The effects of varying the window size and the updating parameter on the error rates for
the various schemes investigated for disjunctive data items.

From these figures, we observe that the GF, the SU and the SLWE converge to zero relatively
quickly prior to the first instant when the distribution changes. However, this behavior is not present
for subsequent (successive) distribution “switches”. Rather, we notice that the GF is capable of
tracking the changes of the parameters when the size of the window is small, or at least smaller
than the intervals of constant probabilities. It is, however, not able to track the changes properly
when the window size is relatively large. Since neither the magnitude nor the instants of the changes
is known a priori, this scenario demonstrates the weakness of the GF, and its dependence on the
knowledge of the input parameters. Again, such observations are typical.

In Table 2, we report the error rates associated with the experiments plotted in Figures 5, 6, 7
and 8. We also include the error rates for the MLE augmented with a sliding window in Table 2.

Clearly, one observes that the SLWE exhibits a lower error rate than the GF, the SU and the MLE.
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Figure 5: Plot of the Euclidean norm ||P — S|| (the Euclidean distance between P and S) for
disjunctive data items, for the SLWE, the GF and the SU, where A = 0.908 and w = 35.
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Figure 6: Plot of the Euclidean norm ||P — S|| (the Euclidean distance between P and S) for
disjunctive data items, for the SLWE, the GF and the SU, where A = 0.903 and w = 44.
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Figure 7: Plot of the Euclidean norm ||P — S|| (the Euclidean distance between P and S) for
disjunctive data items, for the SLWE, the GF and the SU, where A = 0.952 and w = 63.
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Figure 8: Plot of the Euclidean norm ||P — S|| (the Euclidean distance between P and S) for
disjunctive data items, for the SLWE, the GF and the SU, where A\ = 0.948 and w = 76.

5.2 Conjunctive data items

In this subsection, we present simulations results related to conjunctive data items. We assume
that for each data item, the probability of appearing in a given record history is binomial. In the

experiments, we considered 4 data items and assumed that at random time instants, the binomial
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Figure Error rate: SLWE | Error rate: GF | Error rate: MLE | Error rate: SU
Figure 9 0.0181 0.1030 0.1151 0.1556
Figure 10 0.0071 0.0533 0.0614 0.1609
Figure 11 0.0371 0.1412 0.1524 0.1864
Figure 12 0.0259 0.1158 0.1281 0.1633

Table 3: The effects of varying the window size and the updating parameter on the error rates for
the various schemes investigated for conjunctive data items.

distribution of each of the 4 data items changed, and that, randomly. We are interested in estimating
the weights of the data items that reflect the respective ratios of their appearances in the usage
history. As alluded to previously, W; tracks the ratio of appearance of data item i in the usage
history?.

As in the previous experiments, we computed ||P — S||, the Euclidean distance between P and
S, which was used as a measure of how good our estimate, P, was of S. The plots of the latter
distance obtained from the SLWE, the GF and the SU are depicted in Figures 9, 10, 11 and 12
where the values of A were 0.579, 0.627, 0.771 and 0.809 respectively, and the sizes of the windows
were 33, 39, 55 and 70 respectively. Here the value of A for the SLWE and the size of the window
were randomly generated from uniform distributions in [0.55,0.95] and [20, 80] respectively.

In Table 3, we report the error rate associated with the experiments whose results were plotted
in Figures 9, 10, 11 and 12. We have also included the error rates for the MLE augmented with the
sliding window in Table 3. In all brevity we can state that the results are conclusive: The SLWE

exhibits a lower error rate than the GF, the SU and the MLE in all the different settings.
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Figure 9: Plot of the Euclidean norm ||P — S|| (the Euclidean distance between P and S) for
conjunctive data items, for the SLWE, the GF and the SU, where A = 0.579 and w = 33.

“Since we estimate the quantity 1 in terms of P, we plot the variation of P(n) instead of the variation of W (n)
in each of the graphs below.
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Figure 10: Plot of the Euclidean norm ||P — S|| (the Euclidean distance between P and S) for
conjunctive data items, for the SLWE, the GF and the SU, where A = 0.627 and w = 39.
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Figure 11: Plot of the Euclidean norm ||P — S|| (the Euclidean distance between P and S) for
conjunctive data items, for the SLWE, the GF and the SU, where A = 0.771 and w = 55 respectively.
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Figure 12: Plot of the Euclidean norm |[|P — S|| (the Euclidean distance between P and S) for
conjunctive data items, for the SLWE, the GF and the SU, where A = 0.809 and w = 70.

6 Conclusions

In this paper we have studied the complex problem of having a social network adapt with the

preferences of its users. The premise for this study is that the diversity of a social network cannot be
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accurately modeled by a static set of preferences. Thus, the problem of “estimating” the preferences
of its users is becoming increasingly essential for personalized applications which range from service
recommender systems to the targeted advertising of services. This being the case, one observes
that a traditional estimation strategy, (for estimating the user’s interests) which works when the
underlying target distribution is stationary, is unsuitable for dynamic non-stationary environments.
We have therefore argued that resorting to strong estimators that converge with probability 1
is inefficient since they rely on the assumption that the distribution of the user’s preferences is
stationary. Consequently, we have proposed the use of a family of stochastic-learning based weak
estimators for learning and tracking the user’s time varying interests. To solve the problem, we
have approached the problem by modeling the user’s interests using the concept of data items.
Thereafter, we have devised two cohesive models for updating the score of the data items in the
user’s profile depending on whether the data items associated with a given attributed are disjunctive
or conjunctive. Simulations results based on synthetic data demonstrates the superiority of our
proposed weak estimator-based update methods when compared to the state-of-the-art methods
involving “Gradual Forgetting”, the Ambient Media Score Update method (SU), and the Maximum
Likelihood Estimation (MLE) scheme augmented with a sliding window.

The problem of utilizing of the learned profiles in order to perform efficient matchmaking between
available services and the user’s profile is a potential avenue for future research, for which we do,

indeed, have some very promising initial results.

References

[1] A. Aghasaryan, S. Betgé-Brezetz, C. Senot, and Y. Toms, “A profiling engine for converged
service delivery platforms,” Bell Lab. Tech. J., vol. 13, no. 2, pp. 93-103, 2008.

[2] M. Basseville and I. V. Nikiforov, Detection of abrupt changes: theory and application.
Prentice-Hall, Inc., 1993.

[3] M. Brunato and R. Battiti, “Pilgrim: A location broker and mobility-aware recommendation
system,” in PERCOM °03: Proceedings of the First IEEE International Conference on Perva-
sive Computing and Communications. Washington, DC, USA: IEEE Computer Society, 2003,
p- 265.

[4] D. Godoy and A. Amandi, “User profiling in personal information agents: a survey,” Knowl.

Eng. Rev., vol. 20, pp. 329-361, 2005.

[5] D. Godoy, S. Schiaffino, and A. Amandi, “Interface agents personalizing web-based tasks,”
Cognitive Systems Research, Special Issue on Intelligent Agents and Data Mining for Cognitive
Systems, vol. 5, no. 3, pp. 207222, 2004.

21



[6]

[7]

[10]

[11]

[17]

M. A. Hossain, P. K. Atrey, and A. El Saddik, “Gain-based selection of ambient media services
in pervasive environments,” Mob. Netw. Appl., vol. 13, no. 6, pp. 599-613, 2008.

M. A. Hossain, J. Parra, P. K. Atrey, and A. El Saddik, “A framework for human-centered
provisioning of ambient media services,” Multimedia Tools and Applications, vol. 44, pp. 407—

431, 2009.

I. Koychev, “Gradual forgetting for adaptation to concept drift,” in Proceedings of ECAI 2000
Workshop Current Issues in Spatio-Temporal Reasoning, 2000, pp. 101-106.

I. Koychev and R. Lothian, “Tracking drifting concepts by time window optimisation,” in
Research and Development in Intelligent Systems XXII, M. Bramer, F. Coenen, and T. Allen,
Eds. Springer London, 2006, pp. 46-59.

I. Koychev and I. Schwab, “Adaptation to drifting user’s interests,” in Proceedings of ECML2000
Workshop: Machine Learning in New Information Age, 2000, pp. 39-46.

S. Kurkovsky and K. Harihar, “Using ubiquitous computing in interactive mobile marketing,”

Personal Ubiquitous Comput., vol. 10, no. 4, pp. 227-240, 2006.

M. A. Maloof and R. S. Michalski, “Selecting examples for partial memory learning,” Machine
Learning, vol. 41, pp. 27-52, 2000.

S. E. Middleton, N. R. Shadbolt, and D. C. De Roure, “Ontological user profiling in recom-
mender systems,” ACM Trans. Inf. Syst., vol. 22, no. 1, pp. 54-88, 2004.

T. M. Mitchell, R. Caruana, D. Freitag, J. McDermott, and D. Zabowski, “Experience with a
learning personal assistant,” Commun. ACM, vol. 37, no. 7, pp. 80-91, 1994.

M. Montaner, B. Lépez, and J. L. de la Rosa, “A taxonomy of recommender agents on the

internet,” Artificial Intelligence Review, vol. 19, pp. 285-330, 2003.

K. S. Narendra and M. A. L. Thathachar, Learning Automata: An Introduction. Prentice
Hall, 1989.

Y. Naudet, A. Aghasaryanb, S. Mignon, Y. Toms, and C. Senot, “Ontology-based profiling
and recommendations for mobile tv,” in Semantics in Adaptive and Personalized Services,
ser. Studies in Computational Intelligence, M. Wallace, I. Anagnostopoulos, P. Mylonas, and

M. Bielikova, Eds. Springer, Heidelberg, 2010, vol. 279, pp. 23-48.

B. J. Oommen and S. Misra, “Fault-tolerant routing in adversarial mobile ad hoc networks:
an efficient route estimation scheme for non-stationary environments,” Telecommunication Sys-

tems, vol. 44, pp. 159-169, 2010, 10.1007/s11235-009-9215-4.

22



[19]

[20]

[24]

[25]

[26]

[27]

B. J. Oommen and L. Rueda, “Stochastic learning-based weak estimation of multinomial ran-
dom variables and its applications to pattern recognition in non-stationary environments,”

Pattern Recogn., vol. 39, no. 3, pp. 328—-341, 2006.

L. Rueda and B. J. Oommen, “Stochastic automata-based estimators for adaptively compressing
files with nonstationary distributions,” Systems, Man, and Cybernetics, Part B: Cybernetics,

IEEFE Transactions on, vol. 36, no. 5, pp. 1196 —1200, 2006.
A. N. Shiryayev, Optimal Stopping Rules. Springer, 1978.

A. Stensby, B. J. Oommen, and O.-C. Granmo, “Language detection and tracking in multilin-
gual documents using weak estimators,” in Proceedings of the 2010 joint IAPR international
conference on Structural, syntactic, and statistical pattern recognition, ser. SSPR&SPR’10,

2010, pp. 600-609.

M. A. L. Thathachar and P. S. Sastry, Networks of Learning Automata: Techniques for Online
Stochastic Optimization. Kluwer Academic Publishers, 2004.

G. Widmer, “Tracking context changes through meta-learning,” Mach. Learn., vol. 27, no. 3,

pp. 259-286, 1997.

W.-S. Yang, H.-C. Cheng, and J.-B. Dia, “A location-aware recommender system for mobile

shopping environments,” Ezpert Syst. Appl., vol. 34, no. 1, pp. 437445, 2008.

A. Yazidi, O.-C. Granmo, B. J. Oommen, M. Gerdes, and F. Reichert, “A user-centric approach

for personalized service provisioning in pervasive environments,” Submitted for Publication.

Z. Yu, X. Zhou, D. Zhang, C.-Y. Chin, X. Wang, and J. Men, “Supporting context-aware media
recommendations for smart phones,” IEEFE Pervasive Computing, vol. 5, pp. 68-75, July 2006.

23



Appendix E

Paper V

Title:

Authors:

Affiliations:

Journal:

On the Analysis of a Random Interleaving Walk-Jump Process
Anis Yazidi!, Ole-Christoffer Granmband B. John Oommeét?

lUniversity of Agder, Faculty of Engineering and Science,
P. O. Box 509, NO-4898 Grimstad, Norway

2School of Computer Science, Carleton University, Ottawa,
Canada : K1S 5B6

Sequential Analysjs/ol. 31, 2012, pp. 190-218.

195



This article was downloaded by: [Universitetsbiblioteket i Agder]

On: 15 April 2012, At: 15:03

Publisher: Taylor & Francis

Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House,
37-41 Mortimer Street, London W1T 3JH, UK

Sequential Analysis: Design Methods and Applications

Publication details, including instructions for authors and subscription information:

Sl QUENTIAL http://www.tandfonline.com/loi/lsqa20

ANALYSIS

On the Analysis of a Random Interleaving Walk-Jump
Process with Applications to Testing

Anis Yazidi ® , Ole-Christoffer Granmo ? & B. John Oommen #°
& Department of ICT, University of Agder, Grimstad, Norway
® School of Computer Science, Carleton University, Ottawa, Canada

Available online: 07 Nov 2011

To cite this article: Anis Yazidi, Ole-Christoffer Granmo & B. John Oommen (2011): On the Analysis of a Random Interleaving
Walk-Jump Process with Applications to Testing, Sequential Analysis: Design Methods and Applications, 30:4, 457-478

To link to this article: http://dx.doi.org/10.1080/07474946.2011.619104

PLEASE SCROLL DOWN FOR ARTICLE

Full terms and conditions of use: http://www.tandfonline.com/page/terms-and-conditions

This article may be used for research, teaching, and private study purposes. Any substantial or systematic
reproduction, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any form to
anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents
will be complete or accurate or up to date. The accuracy of any instructions, formulae, and drug doses should
be independently verified with primary sources. The publisher shall not be liable for any loss, actions, claims,
proceedings, demand, or costs or damages whatsoever or howsoever caused arising directly or indirectly in
connection with or arising out of the use of this material.



http://www.tandfonline.com/loi/lsqa20
http://dx.doi.org/10.1080/07474946.2011.619104
http://www.tandfonline.com/page/terms-and-conditions

Downloaded by [Universitetshiblioteket i Agder] at 15:03 15 April 2012

Taylor & Francis

Taylor & Francis Group

Sequential Analysis, 30: 457-478, 2011
Copyright © Taylor & Francis Group, LLC e
ISSN: 0747-4946 print/1532-4176 online

DOI: 10.1080/07474946.2011.619104

On the Analysis of a Random Interleaving Walk—Jump
Process with Applications to Testing

Anis Yazidi!, Ole-Christoffer Granmo', and B. John Oommen!-?
'Department of ICT, University of Agder, Grimstad, Norway
2School of Computer Science, Carleton University, Ottawa, Canada

Abstract: Although random walks (RWs) with single-step transitions have been extensively
studied for almost a century as seen in Feller (1968), problems involving the analysis of
RWs that contain interleaving random steps and random “jumps” are intrinsically hard. In
this article, we consider the analysis of one such fascinating RW, where every step is paired
with its counterpart random jump. In addition to this RW being conceptually interesting, it
has applications in testing of entities (components or personnel), where the entity is never
allowed to make more than a prespecified number of consecutive failures. The article contains
the analysis of the chain, some fascinating limiting properties, and simulations that justify
the analytic steady-state results. Some simulation results for the chain’s transient behavior
are also included. Finally, a comparative testing against a hidden Markov model shows that
within the testing framework, the results of our model are competitive, if not superior. As
far as we know, the entire field of RWs with interleaving steps and jumps is novel, and we
believe that this is a pioneering article in this field.

Keywords: Ergodic random processes; Random processes; Random walks with jumps.

Subject Classifications: 60J10; 60J20; 68M15.

1. INTRODUCTION

The theory of random walks (RWs) and their applications have gained increasing
research interest since the start of the last century. From the recorded literature,
one perceives that the pioneering treatment of a one-dimensional RW was due to
Karl Pearson in 1905. In this context, we note that a RW is usually defined as a
trajectory involving a series of successive random steps, which are, quite naturally,
modeled using Markov chains (MCs). MCs are probabilistic structures that possess
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the so-called Markov property—which, informally speaking, implies that the next
“state” of the walk depends on the current state and not on the entire past states (or
history). The latter property is also referred to as the lack of memory property, which
imparts to the structure practical consequential implications because it permits the
modeler to predict how the chain will behave in the immediate and distant future
and to thus quantify its behavior.

RWs have been utilized in a myriad of applications stemming from areas as
diverse as biology, computer science, economics, and physics. For instance, concrete
examples of these applications in biology are the epidemic models described in
Berg (1993), the Wright-Fisher model (Wade and Goodnight, 1998), and the Moran
model in Nowak (1996), among others. RWs arise in the modeling and analysis
of queuing systems as seen in Gross and Harris (1998), ruin problems as seen
in Takacs (1969), risk theory as shown in Paulsen (1983), and sequential analysis
and learning theory as demonstrated in Bower (1994). In addition to the above-
mentioned classical application of RWs, recent applications include mobility models
in mobile networks given in Camp et al. (2002), collaborative recommendation
explained in Fouss et al. (2007), web search algorithms highlighted in Altman
and Tennenholtz (2005), and reliability theory for both software and hardware
components as seen in Bishop and Pullen (1991, please see pp. 83-111).

RWs can be broadly classified in terms of their Markovian representations.
Generally speaking, RWs are either ergodic or possess absorbing barriers. In the
simplest case, the induced MC is ergodic, implying that, sooner or later, each state
will be visited (with probability 1), independent of the initial state. In such MCs,
the limiting distribution of being in any state is independent of the corresponding
initial distribution. This feature is desirable when the directives dictating the steps
of the chain are a consequence of interacting with a nonstationary environment,
allowing the walker to not get trapped into choosing any single state. Thus, before
one starts the analysis of an MC, it is imperative that one understands the nature
of the chain; that is, whether it is ergodic, which will determine whether or not it
possesses a stationary distribution.

A RW can also possess absorbing barriers. In this case, the associated MC has a
set of transient states that it will sooner or later never visit again and, thus, it cannot
be ergodic. When the walker reaches an absorbing barrier, it is “trapped” and is
destined to remaind there forever. RWs with two absorbing barriers have also been
applied to analyze problems akin to the two-choice bandit problems in Oommen
(1986) and the gambler’s ruin problem in Takacs (1969), and their generalizations
to chains with multiple absorbing barriers have their analogous extensions.

Although RWs are traditionally considered to be unidimensional (i.e., on the
line), multidimensional RWs operate on the plane or in a higher dimensional space.

The most popularly studied RWs are those with single-step transitions. The
properties of such RWs have been extensively investigated in the literature. A
classical example of a RW of this type is the ruin problem in Takacs (1969). In this
case, a gambler starts with a fortune of size s. The gambler decides to play either
until he is ruined (i.e., his fortune decreases to 0) or until he has reached a fortune
of M. At each step, the gambler has a probability (chance), p, of incrementing
his fortune by a unit and a chance ¢ = 1 — p of losing a unit. The actual capital
possessed by the gambler is represented by a RW on the line of integers from 0 to
M, with the states 0 and M serving as the respective absorbing barriers. Of course,
the game changes drastically to be ergodic if a player is freely given a unit of wealth
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if he is bankrupt (his fortune is 0) or forfeits a unit if he attains the maximum wealth
of M, in which case the respective boundaries are said to be reflecting.

It is pertinent to mention that the available results pertaining to RWs in which
the chain can move from any state N to non-neighboring states N + k or N — k are
scant. Indeed, the analysis of the corresponding MCs is almost impossible in the
most general case, except when certain conditions like time reversibility can be invoked.
Finally, such chains fall completely outside the scope of the so-called family of
‘birth-and-death’ processes, because even in these cases, the number of individuals
does not drastically fall or increase in a single time unit (except in the case when
one models catastrophes—but even here, MCs of this type are unreported).

Although RWs with single-step transitions, such as the ruin problem, have been
extensively studied for almost a century, as one can observe from Feller (1968),
problems involving the analysis of RWs containing interleaving random steps and
random jumps are intrinsically hard. In this article, we consider the analysis of one
such fascinating RW, where every step is paired with its counterpart random jump.
In addition to this RW being conceptually interesting, it has applications in the
testing of entities (components or personnel), where the entity is never allowed to
make more than a prespecified number of consecutive failures.

To motivate the problem, consider the scenario when we are given the task
of testing an error-prone component. At every time step, the component is subject
to failure, where the event of failure occurs with a certain probability, g. The
corresponding probability of the component not failing is p, where p=1—gq.
The latter quantity can also be perceived to be the probability of the component
recovering from a failure; that is, if it indeed had failed at the previous time instant.
Further, like all real-life entities, the component can operate under two modes,
either in the well-functioning mode, or in the malfunctioning mode. At a given time
step, we aim to determine whether the component is behaving well, that is, in the
well-functioning mode, or whether it is in the malfunctioning mode, which are the
two states of nature. It is not unreasonable to assume that both of these hypotheses
are mutually exclusive, implying that only one of these describes the state of the
component at a given time step, thus excluding the alternative. Let us now consider
a possible strategy for determining the appropriate hypothesis for the state of
nature.

Suppose that the current maintained hypothesis conjectures that the component
is in a malfunctioning mode. This hypothesis is undermined and systematically
replaced by the hypothesis that the component is in its well-functioning mode if it
succeeds to realize a certain number N, of successive recoveries (or successes). In the
same vein, suppose that the current hypothesis conjectures that the component is
in its well-functioning mode. This hypothesis, on the other hand, is invalidated and
systematically replaced by the hypothesis that the component is in its malfunctioning
mode if the component makes a certain number N, + 1 of successive failures. We
shall show that such a hypothesis testing paradigm is most appropriately modeled
by an RW in which the random steps and jumps are interleaving. To the best of
our knowledge, such a modeling paradigm is novel. Further, the analysis of such a
chain is unreported in the literature.

An analogous way to illustrate the application of the problem is by considering
the scenario when the knowledge of personnel in an organization is tested, for
example, via a questionnaire. In order to test the knowledge of the person
concerned, she or he is continuously confronted with questions at discretized
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time steps. The person can either answer the current question correctly, with a
probability p, or erroneously, with a probability ¢ = 1 — p. At any given time step,
we conjecture the hypothesis that the person concerned is in a learning phase, or,
alternatively, that she or he has crossed the learning hurdle and is in a knowledgeable
phase. Suppose that the current hypothesis conjectures that the person is in the
learning phase. The latter hypothesis is invalidated and replaced by the hypothesis
that she or he is in a knowledgeable phase if she or he realizes a certain number, say
N,, of successive correct answers in the questionnaire. In the same vein, suppose that
the current hypothesis conjectures that the person is in the knowledgeable phase. This
hypothesis is, in turn, undermined and systematically replaced by the hypothesis
conjecturing that she or he is in the learning phase if she or he makes a certain
number, say N, + 1, of successive wrong answers. At this juncture, we point out
that the generalization for a researcher to use the same strategy to know when an
artificial intelligence (AI) scheme should switch from ‘exploration’ to ‘exploitation’
is an extremely interesting avenue for future research. The applicability of the results
produced here for this application domain should thus be evident to the reader.

Having stated the above applications, we feel that it is appropriate to mention
the following, to prevent the reader from possible misunderstandings about the
‘intent’ and ‘mission’ of the article. With regard to the content and overall ‘mission’,
a reader may work with the premise that we have proposed a new strategy for
solving problems such as the ones discussed above—which are easily and aptly
modeled as ‘change-point detection’ problems. However, we emphasize that this
premise is not entirely accurate. Rather, we have intended to propose a solution to
a family of MCs, and one of the applications of this solution is a new strategy for
‘change-point detection’.

Also, one may believe that the techniques for solving such MCs are ‘well
understood’ and ‘easy to solve’. Indeed, though an arbitrary solution for any
MC is standard and well defined (i.e., the eigenvector of MT for the eigenvalue
unity), the actual solution for obtaining this eigenvector for specific, arbitrary chains
is not known except when there is a difference equation between the stationary
probabilities of the state indices. Furthermore, the solution is also known when the
chain possesses some specific phenomena, like the property of ‘time reversibility’.
Otherwise, we emphasize that the closed-form analytic solution of such random
interleaving walk /jump processes is not known. Thus, this is one of the fundamental
contributions of the article, and the applications within the testing-related and
change-point detection-related domains should be considered secondary.

By way of nomenclature, throughout this article, we shall refer to p as the
‘reward probability’ and to ¢ as the ‘penalty probability’, where p + ¢ = 1.

2. PROBLEM FORMULATION

2.1. Specification of the State Space and Transitions

We consider the following RW with jumps (RWJ) as depicted in Figure 1. Let X(¢)
denote the index of the state of the walker at a discrete time instant ¢. The details

of the RW can be catalogued as follows:

1. First of all, observe that the state space of the RW contains N, + N, + 1 states.
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Figure 1. State transitions of the random walk with jumps. (Figure is provided in color
online.)

2. The states whose indices are in the set {l,...,N;} are paired with their
counterpart random jump to state 1.

3. The states whose indices fall in the range between the integers {N, +1,...,
N, + N,} are paired with their counterpart random jump to state N, + 1.

4. Finally, the state whose index is N, + N, + 1 is linked to both states 1 and N, + 1.

5. Essentially, whenever the walker is in a state X(¢) = i which belongs to the set
{1,..., N}, he has a chance, p, of advancing to the neighboring state i 4+ 1, and
a chance ¢ = 1 — p of performing a random jump to state 1. Similarly, whenever
he is in a state X(¢) = i in the set {N, + 1, ..., N, + N,}, the walker has a chance,
g, of advancing to the neighbor state i + 1 and a chance p of operating a random
jump to state N,. However, whenever the walker is in state N, + N, + 1, he has a
probability p of jumping to state N, + 1 and a probability ¢ of jumping to state 1.

6. These rules describe the RWJ completely.

The reader will observe a marginal asymmetry in the assignment of our states.
Indeed, one could query: Why should we operate with N, and N, + 1 states in the
corresponding modes, instead of N, and N, respectively? Would it not have been
“cleaner” to drop the extra state in the latter case; that is, to use N, states instead
of N, 4+ 1? The reason why we have allowed this asymmetry is because we have
consciously intended to put emphasis on the so-called ‘acceptance state’, which counts
as unity. Our position is that this is also a more philosophically correct position—
because the acceptance state is really one that has already obtained a success.

2.2. Application to Component Testing

As briefly alluded to earlier, from a philosophical point of view, the testing of a
component can be modeled by the RWJ presented in Section 2.1. At each time step,
the entity is either subject to a success or a failure and is either supposed to be in
the well-functioning or malfunctioning mode. From a high-level perspective, a success
“enforces” the hypothesis that the entity is well-functioning while simultaneously
“weakening” the hypothesis that it is malfunctioning. On the other hand, a failure
‘enforces’ the hypothesis that the entity is deteriorating, that is, malfunctioning, while
‘weakening’ the hypothesis that it is well-functioning. It is worth noting that states
whose indices are in the set {1, ..., N;} serve to memorize the number of consecutive
successes that have occurred so far. In other words, if the walker is in state i
(i€ {l,...,N;}), this implies that we can deduce that the walker has passed the
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test i consecutive times. Similarly, states whose indices are in the set {N, +1,...,
N, + N, + 1} present an indication of the number of consecutive failures that have
occurred. In this case, if the walker is in state N, +i where 0 <i < N, + 1, we can
infer that the walker has made i consecutive failures so far.

We present the following mapping of the states of the RW {1,..., N, + N, + 1}
to the set of hypotheses {well-functioning, malfunctioning} as follows. The mapping
is divided into two parts:

Malfunctioning states: We refer to the states {1, ..., N;} as being the so-called
malfunctioning states, because whenever the index X(¢) of the current state of the
walker is in that set, we conjecture that ‘the hypothesis that the component is in
its malfunctioning mode’ is true. In this phase, the state transitions illustrated in the
figure are such that any deviance from the hypothesis is modeled by a successful
transition to the neighboring state, whereas a failure causes a jump back to state 1.
Conversely, only a pure uninterrupted sequence of N, successes will allow the walker
to pass into the set of well-functioning states.

Well-functioning states: We refer to the states {N, +1,..., N, + N, + 1} as
the well-functioning states, because when in this set of states, we conjecture the
hypothesis that the component is in its well-functioning mode. More specifically, we
refer to state N, + 1 as being an “acceptance” state because, informally speaking,
whenever the walker is in that state, the conjectured hypothesis that the component
is well-functioning has been confirmed with highest probability. In particular, within
theses state, the goal is to detect when the entity deteriorates, causing it to degrade
into one of the malfunctioning states. These states can be perceived to be the
‘opposite’ of the malfunctioning states in the sense that an uninterrupted sequence
of failures is required to “throw” the walker back into the malfunctioning mode,
whereas a single success reconfirms the conjectured hypothesis that the component
is functioning well, forcing the walker to return to the well-functioning state space.

We shall now present a detailed analysis of the above RWJ.

3. THEORETICAL RESULTS

The analysis of the above-described RWI is particularly difficult because the
stationary (equilibrium) probabilities of being in any state is related to the stationary
probabilities of non-neighboring states. In other words, it is not easy to derive a
simple difference equation that relates the stationary probabilities of the neighboring
states. To render the analysis more complex, we observe that the RW does not
possess any time-reversibility properties either.

However, by studying the peculiar properties of the chain, we have succeeded
in solving for the stationary probabilities, which, in our opinion, is far from trivial.
The proof of the result follows.

Theorem 3.1. For the RWJ described by the Markov chain given in Figure 1, P, the
probability of the walker being in the malfunctioning mode is given by the following
expression:

_ (1—p")q™
(1= pM)gh + pNiI(1 — gty

P, (3.1
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Similarly, P,, the probability of being in the well-functioning mode (or exiting from the
malfunctioning mode) is:

P (1 _ qN2+l)pN1—1
T (L= pM)gh + pi (1 — gt
Proof. To prove these results, we shall analyze the properties of the underlying MC

that describes the behavior of the walker. By investigating the various transition
considerations, we see that matrix of transition probabilities, M, is given by:

(3.2)

qgp O ... 00 0 ... 0
q 0 p ... 00 0 ... 0
qg 0 0 p O O . 0
M=1]10 0 0 pg O . 0
00 0 p 0 ¢ 0
00 ... 0 p0O... 0 g¢g
q 0 ... 0 pO0O 0 ...0

The reader should observe the transitions into the nonadjacent states; that is, those
that represent the jumps.

We shall now compute =;, the stationary (or equilibrium) probability of the
chain being in state i. Clearly, M represents a single closed communicating class
whose periodicity is unity. The chain is thus ergodic, and the limiting probability
vector is given by the eigenvector of M7 corresponding to the eigenvalue unity. The
vector of steady-state (equilibrium) probabilities IT = [, ..., Ty 4, 1] can be thus
computed by solving MT1I = II.

Consider first the stationary probability of being in state 1, n;. By expanding
the first row we see that this is expressed by the following equation:

Ty =qr +qny + -+ gy + gy 4

Ny

=4 Z T+ qTN, Ny 41 (3.3)
k=1

For 2 < k < N, the stationary probability =, is given by a straightforward first-
order difference equation, equation (3.4):

T = PTy—y- (3.4)
By applying recurrence, equation (3.4) can be rewritten as:
n, =p'n,. (3.5)

By expanding the (N + 1)st row, we can see that the probability of being in the
‘acceptance’ state my ,, is given by equation (3.6):

Ny

Tyl = Py, + PRy + P D Ttk (3.6)
k=1
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Again, for N, + 1 <k < N, + N, + 1, the steady-state probabilities are given by:
T = qTg—;- 3.7
By applying recurrence, equation (3.7) can be written for 1 <k <N, 4+ 1 as:
TN +14+k = qanlJrl' (38)
Using equations (3.5) and (3.8), and replacing them in equation (3.3) we obtain:
N
m=qy plm+ CIN2+17TN1+1- (3.9)
k=1

Therefore, we obtain:
= (1—p"m, + qu“nN]H. (3.10)

From the above, we can deduce the equation that relates 7; and 7y, ;:

Ny

n =2 .
M+l gt I

(3.11)

Consequently, P, is given by equation (3.12):

= . (3.12)

Similarly, P, can be expressed by:

Ny +Np+1

P, = Z T

k=N;+1

N,
=>4
= q TN, +1
k=0
1— qu+l

A (3.13)

Using the values of P, and P, and the fact that P, + P, = 1, and after carrying
out some simple algebraic manipulations, we obtain:
B gt
(1= pM)ghs + pM=i(1 — gty

(3.14)

s
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and
N
_ p
T = g ph (1= ) G139
whence:
1 — pM)gM
Py = N (N £ N)q] No+1)° (3.16)
(I = pM)gh + pMi=i(1 — g"*)
and
P (1 _ qN2+1)pN,—l (3 17)
T (= pM)g 4 phI (L - g '
which concludes the proof. |

3.1. ‘Balanced Memory’ Strategies

Although the results obtained above are, in one sense, pioneering, the question of
understanding how the memory of the scheme should be assigned is interesting in
its own right. To briefly address this, in this section we consider the particular
case where N, and N, + 1 are both equal to the same value, N. In this case, if
p = g = 1/2, one can trivially confirm that P, = P, = 1/2, implying that the scheme
is not biased toward either of the two modes, the malfunctioning or the well-
functioning mode. In practice, employing a ‘balanced memory’ strategy seems to be
a reasonable choice because having equal memory depth (or number of states) for
the malfunctioning and well-functioning modes eliminates any bias toward any of the
conjectured hypotheses.

Theorem 3.2. For a ‘balanced memory’ strategy in which Ny =N, +1 =N, the
probability, P,, of being in the malfunctioning mode approaches 0 as the memory depth
N tends to infinity whenever p > 0.5. Formally, lim,_, P, = 0.

Proof. Consider the quotient %. To prove this result, we first compute its limit as
N tends to infinity for p > 0.5.

P (1—pY)g"!

= . 3.18
Py (1—¢")p! 19
Dividing the numerator and denominator by p*¥ we obtain:
P 1 N _ 1 N-1
o (1/p )(q/p) (3.19)

P, 1/pN —(q/p)¥

Since p > 0.5, we have the condition that g/p < 1. Therefore, lim,_,_ (¢/p)"~' =

N
0. On the other hand, lim,, 420 — 1
P 1/pV—(q/p)

Therefore, lim,_, 7 =0 Thus, we conclude that lim,_, ., P, = 0, and the result
is proved. U
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The analogous result for the case when p < 0.5 follows.

Theorem 3.3. For a ‘balanced memory’ strategy in which Ny =N, + 1= N, the
probability, P, of being in the malfunctioning mode approaches unity as the memory
depth N tends to infinity whenever p < 0.5. Formally, lim,_, P, = 1.

Proof. The proof is similar to the proof of Theorem 3.2, except that we consider
the quotient 1’3—?. By dividing the numerator and denominator by ¢*¥, we get the
following expression:

P, (1/¢" = D(p/9)""!

= (3.20)
Py 1/¢" — (p/g)"
We remark that p/q < 1 for p < 0.5 and, thus, lim,_, _(p/q)"~' = 0. Moreover,
by arguing in an analogous manner we can see that lim,_, % =1

Therefore, lim,,_, f:—f = 0 and, consequently, lim,_, , P, = 0. Hence the result. O

3.2. Symmetry Properties

The MC describing the RW with Jumps is described by its state occupation
probabilities and the overall mode probabilities, P, and P,. It is trivial to obtain
P, from P, and vice versa for the symmetric ‘balanced memory’ case — one merely
has to replace p by ¢ and do some simple transformations. However, the RW also
possesses a fascinating property when it concerns the underlying state occupation
probabilities — the {n}’s themselves. Indeed, we shall derive one such interesting
property of the scheme in Theorem 3.4, which specifies a rather straightforward (but
non-obvious) method to deduce the equilibrium distribution of a ‘balanced memory’
scheme possessing a reward probability p from the equilibrium distribution of the
counterpart ‘balanced memory’ scheme possessing a reward probability of 1 — p.

Theorem 3.4. Let 11 =[n,,...,m,y]" be the vector of steady state probabilities of a
balanced scheme characterized by a reward probability p and penalty probability q. Let
II' = [n], ..., Wy]" be the vector of steady state probabilities of a balanced scheme
possessing a reward probability p' = 1 — p and penalty probability ¢ = 1 — q. Then 1T
can be deduced from 11 using the following transformation:

T, = T for k with 1 <k < 2N,
where o is a circular permutation of the set S = {1, 2, ..., 2N} defined by

o(k) = 2N, if k=N
| (k + N)(mod 2N), Otherwise

Proof. We shall first prove the theorem for states n{ and m,,. Using
equations (3.14) and (3.15) and replacing (N, N, + 1) by (N, N), we deduce that:
T = Tyt = Toqry AN Ty = T = Moy ).

Now, consider the hypothesis for k& such that 1 <k <N. By a simple
substitution we see that for all k (1 < k < N), g(k) = (k + N)(mod 2N) = k + N, and
for k = N, o(N) = 2N.
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We use equation (3.5) to write

ro_ tk—=1_7
=P T

= ¢y, (3.21)

However, as per equation (3.8), for k such that 2 < k < N:

k-1 _
4 TNyl = Tnke

Therefore, for k such that 2 < k < N:

/ — —
T = TNk = Tlo(k)

Now, we treat the case where k is bounded as per N < k < 2N separately.
For this case, first of all, we remark that ¢ can be expressed differently. Indeed,
if k satisfies N < k <2N, it can be seen that a(k) = (k+ N)(mod2N) =k — N.
Considering this, we now apply equation (3.8) to yield:

Ty = 4" Ty
=p m

=, (3.22)

The result is proven by a straightforward change of variables, since we can
easily deduce that for N < k <2N: m = m,_y = T, O

4. EXPERIMENTAL RESULTS

Apart from the above theoretical results, we have also rigorously tested the RWJ
which we have studied in various experimental settings. The simulations have been
grouped into three sets. The first of these, experimentally verifies the accuracy
of the theoretical expressions of the steady-state probabilities derived above. The
second demonstrates the transient properties of the chain. Finally, some simulations
have been included to compare our scheme with a hidden Markov model (HMM)
scheme.

The question of why one should experimentally verify the accuracy of correctly-
derived theoretical expressions is truly pertinent. The point is that although the final
steady-state probabilities are independent of the starting state, in reality, the time it
takes to converge to these is dependent on where one starts, and on the size of the
machine (MC). Thus, in computer simulations (for example, in the case of Learning
Automata), it does occur that the machine converges to the final steady-state accuracy
only after 200,000 iterations. If one terminates the simulations prematurely, one
observes a difference between the anticipated steady-state value and the one that is
observed. We emphasize, though, that our simulations show that for the MC that we
investigate here, such a difference is unobservable. We believe that any thorough study
of a MC should also include such an experimental verification, which is why this has
been undertaken.
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In this section, we present some experimental results for cases where the RWJ
has been simulated. The goal of the exercise was to understand the sensitivity of the
MC to changes in the memory size, the properties of P, as a function of the reward
probability, the limiting (asymptotic) behavior of the walk, and the characteristics
of the RW in nonstationary environments. Although the chain has been simulated
for a variety of settings, in the interest of brevity, we present here only a few typical
sets of results — essentially, to catalogue the overall conclusions of the investigation.

4.1. Sensitivity of the RWJ to Changes in the Memory
Size: Theoretical and Simulation Results

The first study that we undertook has twofold purposes, namely:

— to understand the characteristics of the chain for changes in the memory size.
— to investigate how exact the simulation values match the closed form expression.

The results obtained have been in recorded in Table 1, which summarizes the
performance of the MC, for a wide range of reward probabilities, p, numbers
of malfunctioning states, N,, and well-functioning states, N, + 1. The resulting
performance is then reported in Table 1 in terms of the asymptotic mode occupation
probability P;, where P, is obtained using closed form expression of Theorem 3.1 as
well as simulations. In the simulation settings, we report the average value of P, as
obtained from an ensemble of 10 experiments, each consisting of 10,000 iterations.
From Table 1, we observe a close match between the theoretical results and the
simulation, which also explains the rapid convergence to the optimal values of P;.

From the experimental results and the closed form expression results we can
conclude the following:

1. In spite of the fact that we have used a fairly low number of iterations, and that
we averaged over a small ensemble size, the simulation results and the theoretical
results are almost identical. As mentioned above, this is also due to the fast
convergence of our RWJ for small memory settings.

Table 1. The values of P, using the closed form expression and the corresponding
experimental results for different values of the memory size and the reward probability

p=09 p=038 p=05 p=02 p=0.1

(Ny, N,) Form. Simulation Form. Simulation Form. Simulation Form. Simulation Form. Simulation

(1,5) 99E-7 9.JE-7 6.39E-5 62E-5 0.015 0.016 0262 0259  0.531 0.535
(2,5 211E-6 2.13E-6 144E-4 13E-4 0.045 0045 0.680 0.682  0.925 0.92
(3,5) 3.34E-6 3.56E-6 244E-4 24E-4 0.1 0.11 0916 0912 0992  0.993
(4,5 4.71E-6 4.58E-6 3.68E-4 38E-4 0.192 0.19 0982 098 0.999  0.999
(5,5) 6.24E-6 6.14E-6 5.25E-4 S5E-4 0.329 033 0996 0992 0999  0.999
(5,4) 6.24E-5 6.54E-5 2.62E-3 2.1E-3 0.5 0.51 0.997 0994 0999  0.999
(5,3) ©6.23E-4 641E4 0.012 0.01 0.674  0.673 0998 0999  0.999  0.999
(5,2) 62E-3  6.2E-3  0.062 0.064 0815 0815 0998 0998 0999  0.999
(5. 1) 0.059 0.057 0.254 0.261 0911 0912  0.99 0991 0999  0.999
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2. For any given values of N, and N,, the value of P, generally decreases
monotonically with p. Thus, when N, and N, are 3 and 5 respectively, the value of
P, increases from its lowest value of 3.34 x 107 for p = 0.9, to 0.992 for p = 0.1.
This is as expected.

3. For any given value of p, if the value of N, is fixed, the value of P, generally
increases monotonically with N,. Thus, when p is 0.1 and N, = 5, the value of P,
increases from its lowest value of 0.531 for N, = 1 to 0.999 for N, = 5. This, too,
is as expected.

4. Finally, in order to observe the effect of the size of the memory, we consider the
column in Table 1 for a reward probability p = 0.5. Note that the configuration
(N, N,) = (5,4) corresponds to a balanced memory scheme. If N, +1 > N,
the walk is concentrated in the well-functioning states, which has the effect of
minimizing P,. On the other hand, if N; > N, + 1, the walk is concentrated in the
malfunctioning states, which, in turn, has the effect of maximizing P,. One can
thus easily deduce the effect of the memory on the bias of the MC.

4.2. P, as a Function of p, the Reward Probability

In the second set of experiments, we analyzed the value of P, as a function of the
reward probability, p, for different memory configurations of a balanced memory
setup. We report here the cases when N was equal to 3, 5, and 10. By observing the
plot of P, (see Figure 2), we see that this is a monotonically decreasing function of
p, which possesses an inflection point at p = 1/2, which confirms the conclusions of
Theorems 3.1 and 3.2. Further, from Figure 2 we see that for values of p such that
p > 0.5, P, decreases significantly and tends toward 0 as we increase N from 3 to
10. Conversely, for values of p such that p < 0.5, we observe that P, increases and
tends toward unity as we increase N from 3 to 10. This, too, confirms our earlier
theoretical results.

0.8
0.8
07
06
Proos
04
03
0.2

0,1

P

Figure 2. Plot of P, as a function of p, the reward probability. (Figure is provided in color
online.)
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4.3. Limiting Behavior of the RWJ

In our studies, we were also interested in understanding the limiting behavior of the
RWIJ. To investigate this, we simulated various balanced memory schemes. Indeed,
we see that the series 7; monotonically decreases with the state index for p < 0.5.
In other words, n; > m, > ...m,,. Figure 3 depicts the steady-state (equilibrium)
distribution associated with two balanced memory chains, each possessing six states
(N = 3). In the first case (Figure 3(a)), the reward probability was p = 0.3, and in
the second (Figure 3(b)), the reward probability was p’ =1 — p = 0.7. The steady
probability of each state was estimated by averaging over 1,000 experiments, each
consisting of 100,000 iterations. The reader will appreciate the confirmation of
Theorem 3.4 as illustrated by Figure 3. In fact, the steady distribution for p = 0.3
can be easily deduced from the steady distribution of p’ =1 — p = 0.7.

09
08
07
0,6
0,5

04

Stationary Distribution

0,3

02

01
o N | = l [ |
1 2 3 4 5 6

State Index

(b)

09 |
08 |
07 |
06 |
05 |
04 |

Stationary Distribution

03 |
02 |

0.1 1

. (=) || = -
2 3 4 5 6
State Index

(2)

Figure 3. (a) The stationary distribution for a reward probability p = 0.7 and (b) the
corresponding stationary distribution for a reward probability p = 0.3. (Figure is provided
in color online.)
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Figure 4. Ability of the scheme to track the target distribution with N = 3. (Figure is
provided in color online.)

4.4. Investigation of the MCJ for Nonstationary Environments

In this experiment, we were interested in understanding the characteristics of the
chain when interacting with a nonstationary environment (i.e., when p changed
with time). To do this, we modeled a nonstationary environment by altering the
reward probability, p, governing the state transitions at every 100th time slot. Then,
as before, P, was estimated by averaging over 1,000 experiments, each consisting
of 100,000 iterations. In particular, the reward probabilities that we used in the
experiments were drawn sequentially every 100 time instants from the reward vector
R =10.2,0.8,0.5,0.1,0.7,0.4,0.9,0.1]. To be more specific, between time instants
0 and 100 the reward probability was equal to 0.2, between instants 100 and 200
the reward probability was equal to 0.8, and so on. In Figure 4, we have plotted
the average value of P, over the set of experiments using a continuous line and the
target distribution of P, using a discontinuous (dashed) line, when N = 3, where the
specific target distribution of P, was explicitly calculated using equation (3.16), in
which we substituted p with the respective element of the reward vector, R, currently
used. For example, between instants 0 and 100, because the reward probability was
p = 0.2, the target distribution of P, was computed to be 0.9701. Similarly, between
instants 100 and 200, because the reward probability was p = 0.8, the corresponding
target distribution was seen to be P, = 0.029. In Figure 5, we have reported the
results of redoing the same experiment (as in Figure 4) but with a different memory
N = 5. From Figures 4 and 5 we observe that the instantaneous value of P, tracks
the target distribution drawn in discontinuous line in a in near-optimal manner,
which we believe is quite fascinating. The use of this to track the time-varying testing
of components is obvious.

4.5. Rate of Convergence

This set of experiments was conducted so that we could better understand the
transient behavior of the chain and thus perceive the rate of convergence of P, for
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Figure 5. Ability of the scheme to track the target distribution with N = 5. (Figure is
provided in color online.)

different memory configurations of a balanced memory setup. To do this we fixed
the reward probability, p, to be 0.8 while we increased the memory N from N = 3 to
N = 10. The quantity P, was then estimated by averaging it over 1,000 experiments.
In order to understand the effect of the internal memory of the RWIJ on the rate of
convergence, we report the number of required iterations to reach a value that 95%
of the final value of P,. In all of the following experiments, the initial state X(0) was
set to be state 1.

From Figure 6(a), we see that it took only 18 time instants to reach 95% of
P, for a memory N = 3. This, we believe, is remarkable. In Figure 6(b), 95% of P,
was attained within 55 iterations when we fixed N to 5. Similarly, in Figure 6(c), we
chose N to be 7 and it took 123 time instants to converge to 95% of P,. Finally, in
Figure 6(d), when we set N to 10, the required number of iterations was 326.

We remark that as we increased the memory, the RW took more time to
converge to the optimal value of P,. This is, of course, understandable.

4.6. Comparing HMM to RWJ

To compare our model with another existing solution for change-point detection,
we now include some simulation results in which we model real-life components
using an HMM, as proposed in Rabiner and Juang (1986). In the same vein as our
RWI, we assume that the component is either well-functioning or malfunctioning. The
reader should note that in this section, we consider the real state of the component,
which might differ from the one hypothesized by the RWJ—which could conjecture
that the component is in a malfunctioning mode or in well-functioning mode.

We consider an HMM as shown in Figure 7. The two-state Markov model
is used where the states correspond to the well-functioning state (W) and the
malfunctioning state (M), respectively. Within this framework, without loss of
generality, when the component is in the W state, the failure probability is within
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Figure 6. This figure depicts the transient behavior of the chain as a function of time,
where we plot (a) P,(r) for a memory size N =3, (b) P,(r) for a memory size N =5, (c)
P,(¢) for a memory size N = 7, and (d) P,(¢) for a memory size N = 10. (Figure is provided
in color online.)
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Figure 7. HMM model. (Figure is provided in color online.)
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an acceptable level (usually low), and when it is the M state, the component has a
high failure probability.
With this HMM model, the state transition probability is given by:

< P MM P MW )
P WM P ww ’
where P,,,, = P(current state is M | previous state is W), etc.

As reported in the classical literature about HMMs, we assume that the states
themselves are unobservable but that only the output, which is dependent on
the states, is visible. In our case, the output is either the event failure or the
event recovery. Given the parameters of the model, an HMM prediction algorithm,
namely, the Viterbi algorithm (explained in Rabiner and Juang, 1986), infers the
most likely sequence of states that produced a given output sequence. For the rest of

this article, in the interest of simplicity, we shall also refer to the HMM prediction
algorithm as HMM. The emission probabilities in the malfunctioning state are:

Pp;y = P(Failure | State is M), and
P, = P(Recovery | State is M),

where Pry, + Pgjy = 1. Similarly, the emission probabilities in the well-functioning
state are

Py = P(Failure | State is W), and
P, = P(Recovery | State is W),

where, obviously, Ppy + Py = 1.

Note that the HMM gives the optimal performance when the parameters of the
HMM are known. We now compare the performance of our RWJ with that of the
HMM, where for a performance metric we use the ratio of correct predictions of
the states of the component. In fact, both the HMM and our RWJ are allowed only
to observe, at discrete time instants, the events recovery or failure. Based on these
events, the HMM and the RWJ try to predict the state of the component.

In the experiments, we chose the following transition matrix:

09 0.1
< 0.1 09 ) ’

We report below the average values of the ratio of correct predictions for both
our RWJ and the HMM. Observe that both algorithms are fed with the same
sequence of observations of length 200, and the results obtained from an ensemble
average of 100 replicated experiments is reported Table 2 for different parameters
of the emission probabilities.

We tested the RWJ for different parameters of the internal memory, where we
empirically chose the value N = 2 because we experimentally observed that the RWJ
was able to achieve better performance than for other memory configurations. As
a primary observation, we remark that the RWJ yielded an acceptable performance
that approached the optimal performance achieved by the HMM. Further, as the
gap between Py, and Py, was reduced, one observes that it is increasingly difficult
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Table 2. Ratio of correct predictions for
the RWIJ studied here and the HMM for
different emission probabilities

(Prjass Pryw) RWJ HMM
(0.1,0.9) 0.813 0.932
(0.15,0.9) 0.788 0.92
(0.2,0.8) 0.748 0.86
(0.25,0.8) 0.72 0.85
(0.3,0.7) 0.67 0.76
(0.4,0.7) 0.622 0.698
(0.4,0.6) 0.6 0.62
(0.5,0.5) 0.5 0.52

for both the HMM and the RWJ to infer the correct states of the component,
resulting in a decline in the performance of both algorithms. For example, when
(Prjam»> Pryw) = (0.4, 0.6), the RWJ yielded a ratio of right prediction of 0.6 and the
HMM achieved the index of 0.62.

4.6.1. Degrading the Parameters of the HMM

We now consider the cases when the the parameters of the HMM are degraded. In
this experiment, we fixed the memory size to be N =2 and gradually altered the
underlying transitions probability of the HMM, namely, the emission probability
Pr/y- With regard to settings, the HMM was initially configured with Py, = 0.1
and Py, = 0.9. Thereafter, at every 50th time instant, we increased Py, by 0.05.
The total number of iterations that we considered was 200. We observe that as
we altered the parameters of the HMM with time, the optimal HMM prediction
algorithm was actually operating under inaccurate parameters. As depicted in
Figure 8, at around instant 150, our RWIJ prediction ratio outperformed the HMM.

These results demonstrate that, under dynamic environments where the
parameters of the HMM change over time, the optimal performance of the HMM is
dependent on tracking the correct transitions probabilities between the states, which
has to be achieved by continuously training the HMM. As opposed to this, our
RWI does not require a knowledge and/or estimation of the underlying transition
probabilities. Rather, the RWJ is able to adapt to changes brought about by the
dynamic nature of the environment.

4.6.2. Improving Performance via Biased Memory

We now consider the effect of improving the performance of both schemes by
adding a bias to their memory requirements. To do this, we performed experiments
where the component was more likely to be in the well-functioning state. In other
words, the values of the transition probabilities were chosen in such a way that
P(W) > P(M) or, equivalently, Py, /(Pyw + Pwu) > Pwi/(Puw + Pyar)- In this case,
the component will spend most of its time in the well-functioning state. Note
that this setting leads to experiments that are different from the above where the
transition matrix was chosen to satisfy P(W) = P(M). Given this fact, we observe
that the performance of the RWJ can be drastically improved when compared to
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Figure 8. Plot of the performance of the HMM and the RWJ when the transition
probabilities between the states are changing. (Figure is provided in color online.)

Table 3. Ratio of correct predictions for both the
RWIJ and the HMM for different values of P(W)

P(W) (N, ) RWJ HMM
0.95 (1,4) 0.92 0.95
0.9 (1,3) 0.84 0.87
0.85 (1,2) 0.81 0.83
0.8 2,3) 0.78 0.81
0.75 (2,3) 0.71 0.76
0.7 (2,3) 0.672 0.69

the previous case where the P(W) = P(M). In fact, we can modify the memory
parameters N, and N, in such a way that N, + 1 > N,, thus rendering the predictions
of the RWJ to be biased toward the hypothesis of being in the well-functioning mode.
Indeed, experimentally we observed that the RWJ approaches the optimal values of
the HMM. In Table 3, we report some of the results of the ratio of predictions for
different values of P(W) and for different settings of the memory (N;, N,), where the
values of (N, N,) were chosen empirically.

As an overall observation, we see that our RWJ achieves a near optimal
prediction ratio while using a small memory trace. In addition, the RWJ does not
need to maintain the history of the observation or require a training phase to infer
the right values of the transitions probabilities. We thus assert that the RWJ is a
viable alternative for predicting the state of the component, even though in some
situations we may have to sacrifice the prediction accuracy marginally.

5. CONCLUSIONS

In this article, we have analyzed a novel random walk with interleaving steps and
jumps, which has potential applications in the area of component testing. Although,
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as explained in Feller (1968), RWs with single-step transitions have been extensively
studied for almost a century, problems involving the analysis of RWs that contain
interleaving random steps and random ‘jumps’ are intrinsically hard. In this article,
we have considered the analysis of one such fascinating RW, where every step is
paired with its counterpart random jump. As mentioned, the RW has applications
in the testing of entities (components or personnel), because we can constrain the
entity to never be allowed to make more than a prespecified number of consecutive
failures. The article contains and detailed analysis of the chain, some fascinating
limiting properties, a numerous simulations that justify the analytic results. The
article also includes some simulation results for the chain’s transient behavior.
Finally, we have also conducted a comparative testing against a hidden Markov
model, which demonstrated that within the testing framework, the results of our
model are competitive if not superior.

We believe that the entire field of RWs with interleaving steps and jumps is
novel, and we believe that this is a pioneering article in this field.
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A New Family of Stochastic Discretized Weak Estimators Operating

in Non-Stationary Environments*

Anis Yazidi! B. John Oommen?Ole-Christoffer Granmo®

Abstract

The task of designing estimators that are able to track time-varying distributions has found
promising applications in many real-life problems. A particularly interesting family of distribu-
tions are the binomial/multiomial distributions. Existing approaches resort to sliding windows
that track changes by discarding old observations. In this paper, we report a novel estimator
referred to as the Stochastic Discretized Weak Estimator (SDWE), that is based on the prin-
ciples of Learning Automata (LA). In brief, the estimator is able to estimate the parameters
of a time varying binomial distribution using finite memory. The estimator tracks changes in
the distribution by operating on a controlled random walk in a discretized probability space.
The steps of the estimator are discretized so that the updates are done in jumps, and thus the
convergence speed is increased. The analogous results for binomial distribution have also been
extended for the multinomial case. Interestingly, the estimator possesses a low computational
complexity that is independent of the number of parameters of the multinomial distribution.
The paper briefly reports conclusive experimental results that demonstrate the ability of the

SDWE to cope with non-stationary environments with high adaptation rate and accuracy.

Keywords : Weak Estimators, Learning Automata, Non-Stationary Environments

1 Introduction

Estimation is a fundamental and substantial issue in statistical problems. Estimators generally fall

into various categories including the Maximum Likelihood Estimates (MLE) and the Bayesian family

*The first author gratefully acknowledges the financial support of the Ericsson Research, Aachen, Germany, and
the third author is grateful for the partial support provided by NSERC, the Natural Sciences and Engineering Re-
search Council of Canada. A preliminary version of this paper will be presented at ICNC’12, the 2012 International
Conference on Computing, Networking and Communications, Hawaii, USA, in February 2012.

fThis author can be contacted at: Department of ICT, University of Agder, Grimstad, Norway. E-mail address:
anis.yazidi@Quia.no.

¥ Chancellor’s Professor ; Fellow: IEEE and Fellow: IAPR. This author can be contacted at: School of Computer
Science, Carleton University, Ottawa, Canada : K1S 5B6. This author is also an Adjunct Professor with the University
of Agder in Grimstad, Norway. E-mail address: oommen@scs.carleton.ca.

$This author can also be contacted at: Department of ICT, University of Agder, Grimstad, Norway. E-mail
address: ole.granmo@uia.no.



of estimates. The MLE and Bayesian estimates are well-known for having good computational and
statistical properties. However, the basic premise for establishing the quality of estimates is based on
the assumption that the parameters being estimated do not change with time, i.e, the distribution
is assumed to be stationary. Thus, it is desirable that the estimate converges to the true underlying
parameter with probability 1, as the number of samples increases.

Consider, however, the scenario when the parameter being estimated changes with time. Thus,
for example, let us suppose that the Bernoulli trials leading to binomially distributed random vari-
able were done in a time-varying manner, where the parameter switched, for example, periodically,
to possibly a new random value. In the binomial case, this implies that the parameter of the
binomial distribution switches periodically. Such a scenario demonstrates the behavior of a non-
stationary environment. Thus, in this case, the goal of an estimator scheme would be to estimate
the parameter, and to be able to adapt to any changes occurring in the environment. In other
words, the algorithm must be able to detect the changes and estimate the new parameter after a
switch has occurred in the environment. If one uses strong estimators (i.e., estimators that converge
w.p. 1), it is impossible for the learned parameter to change rapidly from the value to which it has
converged, resulting in poor time-varying estimates.

As opposed to the traditional MLE and Bayesian estimators, we propose a novel discretized weak
estimator, referred to as the Stochastic Discretized Weak Estimator (SDWE), that can be shown to
converge to the true value fairly quickly, and “unlearn” what it has learned so far to adapt to the
new, “switched” environment. The convergence of the estimate is weak, i.e., with regard to the first
and second moments. The analytic results derived and the empirical results obtained demonstrate
that the SDWE estimator is able cope with non-stationary environments with high adaptation rate
and accuracy.

With regard to their applicability, apart from the problem being of importance in its own right,
weak estimators admit a growing list of applications in various areas such as intrusion detection sys-
tems in computer networks [19], spam filtering [23], ubiquitous computing [9], fault tolerant routing

[14], adaptive encoding [16], and topic detection and tracking in multilingual online discussions [18].

2 State-of-the-Art

Traditionally available methods that cope with non-stationary distributions resort to the so-called
sliding window approach, which is a limited-time variant of the well-known MLE scheme. The
latter model is useful for discounting stale data in data stream observations. Data samples arrive
continuously and only the most recent observations are used to compute the current estimates. Any
data occurring outside the current window is forgotten and replaced by the new data. The problem

with using sliding windows is the following: If the time window is too small the corresponding



estimates tend to be poor. As opposed to this, if time window is too large, the estimates prior
to the change of the parameter have too much influence on the new estimates. Moreover, the
observations during the entire window width must be maintained and updated during the process
of estimation.

Apart from the sliding window approach, many other methods have been proposed, which deal
with the problem of detecting change points during estimation. In general, there are two major
competitive sequential change-point detection algorithms: Page’s cumulative sum (CUSUM) [2]
detection procedure and the Shiryaev-Roberts-Pollak detection procedure. In [17], Shiryayev used
a Bayesian approach to detect changes in the parameters distribution, where the change points were
assumed to obey a geometric distribution. CUMSUM is motivated by a maximum likelihood ratio
test for the hypotheses that a change occurred. Both approaches utilize the log-likelihood ratio
for the hypotheses that the change occurred at the point, and that there is no change. Inherent
limitations of CUMSUM and the Shiryaev-Roberts-Pollak approaches for on-line implementation
are the demanding computational and memory requirements. In contrast to the CUMSU and the
Shiryaev—Roberts—Pollak approaches, our SDWE avoids the intensive computations of ratios, and
does not invoke hypothesis testing.

In earlier works [5, 6, 7], Koychev et al. introduced the concept of Gradual Forgetting (GF).
The GF process relies on assigning weights that decrease over time to the observations. In this
sense, the GF approach assigns most weight to the more recent observations, and a lower weight to
the more-distant observations. Hence, the influence of old observations (on the running estimates)
decreases with time. It was shown in [7] that the GF can be an enhancement to the sliding window
paradigm. In this sense, observations within each sliding window are weighted using a GF function.

Recently, Oommen and Rueda [15] presented a strategy by which the parameters of a bino-
mial/multinomial distribution can be estimated when the underlying distribution is non-stationary.
The method has been referred to as the Stochastic Learning Weak Estimator (SLWE), and is based
on the principles of continuous stochastic Learning Automata (LA). As opposed to this, our scheme
resorts to discretizing the probability space [1, 8, 13, 20], and performing a controlled random walk
on this discretized space. It is well known in the field of LA that discretized schemes achieve faster
convergence speed than continuous schemes [1, 12]. By virtue of discretization, our estimator re-
alizes fast adjustments of the running estimates by jumps, and thus it is able to robustly track
changes in the parameters of the distribution after a switch has occurred in the environment. It is
worth noting that the concept of discretizing the probability space was pioneered by Thathachar
and Oommen in their study on reward-inaction LA [20], and since then that it has catalyzed a sig-
nificant research in the design of discretized LA [1, 3, 4, 8, 13]. Recently, there has been an upsurge
of research interest in solving resource allocation problems based on novel discretized LA [3, 4].

In [3, 4], the authors proposed a solution to the class of Stochastic Nonlinear Fractional Knapsack



problems where resources had to be allocated based on incomplete and noisy information. The
latter solution was applied to resolve the web-polling problem, and to the problem of determining
the optimal size required for estimation.

To the best of our knowledge, our SDWE is the first reported discretized counterpart of the
continuous SLWE [15]. The numerous successful applications of the continuous SLWE reported
in [14, 16, 18, 23] motivates our SDWE, and elucidates its relevance for tracking non-stationary

distributions in real-life problems.

2.1 Contributions of the Paper

In this paper, we provide a novel discretized estimator based on the principles of LA. The scheme

presents a number of notable contributions that can be summed up as follows:

e To the best of our knowledge, the SDWE is the first reported discretized estimator that is

able to track a time varying binomial /multnimoial distribution.

e The scheme uses the discretizing principle of LA, and operates by means of a controlled
random walk on the probability space. Indeed, by virtue of discretization, our SDWE yields

faster convergence speed than analogous continuous weak estimators.

e The SDWE also possesses a low computational complexity, measured in terms of the number
of updates per time step to the estimates vector. Interestingly, this index is independent of
the number of parameters of the multinomial distribution to be estimated. In fact, the SDWE
makes at most two updates per time step, thus rendering the worst case complexity to be
constant or O(1). To the best of our knowledge, this characteristic is unique when compared
to the other estimators including the acclaimed SLWE which possesses a complexity of O(r),

where r is the number of parameters of the multinomial variable.

e Apart from being computationally efficient, the scheme is memory efficient and can be imple-

mented using simple finite state machines.

e Finally, with regard to the design and analysis of Random Walks (RWs), we submit that a
fundamental contribution of this paper is the manner in which we have designed the estima-
tion process for the multinomial distribution, by reducing/projecting the latter onto multiple

binomial state spaces. This issue will be discussed, in detail, later.

3 Properties of the SDWE with Regard to LA

Our devised SDWE is based on the theory of LA [10, 22|, and in, particular, on the family of

ergodic and discretized LA. In fact, according to their Markovian representation, automata fall



into two categories: ergodic automata and automata possessing absorbing barriers. Such automata
are locked into a barrier state after a finite number of iterations. Many families of automata that
posses absorbing barriers have been reported [10]. Ergodic automata have also been investigated
in [10, 12]. These automata converge in distribution and thus, the asymptotic distribution of
the action probability vector has a value that is independent of the corresponding initial vector.
While ergodic LA are suitable for non-stationary environments, absorbing automata are preferred
in stationary environments. In fact, ergodic automata are known to better adapt to non-stationary
environments where the reward probabilities are time dependent. In the next section, we shall
present how our automata is ergodic. In a parallel vein, with respect to the values that the action
probabilities can take, the LA typically fall into one of the two categories, namely, Continuous and
Discretized. Continuous LA permit the action probabilities to take any value in the interval [0, 1].
In practice, the relatively slow rate of convergence of these algorithms constituted a limiting factor
in their applicability. In order to increase their speed of convergence, the concept of discretizing
the probability space was introduced in [12, 20]. This concept is implemented by restricting the
probability of choosing an action to be one of finite number of values in the interval [0, 1]. If the
values allowed are equally spaced in this interval, the discretization is said to be linear, otherwise,
the discretization is called non-linear. Following the discretization concept, many of the continuous
Variable Structure Stochastic Automata (VSSA) have been discretized; indeed, discretized versions
of almost all continuous automata have been reported [12, 11]. Families of Pursuit and Estimator-
based LA have been shown to be faster than VSSA [21]. As a matter of a fact, even faster discretized
versions of these schemes have been reported [1, 12].

We shall presently argue how our automata is linearly discretized. In brief, our estimator relies
on the principle of discretization in order to hasten the convergence speed, and on the phenomenon

of ergodicity to be able to cope with non-stationary distributions.

4 The Estimator for Binomial Distributions

We assume that we are estimating the parameters of a binomial distribution. The binomial distri-
bution is characterized by two parameters, namely the number of trials and the parameter charac-
terizing each Bernoulli trial. We assume that the number of observations is the number of trials.
We seek to estimate the Bernoulli parameter for each trial.

Let X be a binomially distributed random variable, which takes on the value either “1” or “2”.
We choose to use these values instead of the more common used notation “0” or “1” to make the
notation consistent when we consider the multinomial case. It is assumed that the distribution of
X is characterized by the parameter S = [s, SQ]T. In other words,

X = “1” with probability s;



X = “2” with probability so, where s1 + so = 1.

Let z(t) be a concrete realization of X at time ‘¢’. We intend to estimate S, i.e, s; for i = 1,2. We
achieve this by maintaining a running estimate of P(t) = [p1(t), p2(t)]* of S where p;(t) represents
the estimate of s; at time n, for 7 = 1,2. Our proposed SDWE works in a discretized manner. In fact,
we enforce the condition that p;(t) takes values from a finite set, i.e, p;(t) € {0,1/N,2/N,... 1},
where N is a user-defined integer parameter. N is called resolution parameter and determines the
stepsize A (A = 1/N) relevant to the updating of the estimates. A larger value of N will ultimately
imply a more accurate convergence to the unknown parameter S. However, a small value of N will
hasten the convergence rate but sacrificing some accuracy.

Initially, we assign p1(0) = p2(0) = N/2, where N is assumed to be an even integer. Thereafter,
the value of p1(n), is updated as follows:

If (t) = “1” and rand() <1 —p1(t) and 0 < p1(t) < 1

2|~
—~
—_
~—

pi(t+1):=pi(t) +

If x(t) = “2” and rand() < 1 —po(t) and 0 < p1(t) <1

Pt +1) = pi0) - @

p1(t + 1) := p1(t) Otherwise, (3)

where po(t+1) =1 —pi(t + 1) and rand() is a uniform random number generator function. In the
interest of simplicity, we omit the time index ¢, whenever there is no confusion and thus, P implies
P(t).

We state below two fundamental theorems concerning our scheme. The first theorem is about
the distribution of the vector P which estimates S as per Equations (1), (2) and (3). We affirm
that P converges in distribution. The mean of P is shown to converge exactly to the mean of S.
The second theorem is about the variance of the estimate, describing the rate of convergence in
relation to the variance, and its dependence on N. We will show that a small N results in fast
convergence and a large variance, and that a large value of NV will lead to slow convergence and a
small variance. As we will see, the choice of this user-defined learning parameter, N, summarizes
the trade off between the speed and the corresponding accuracy.

Since the proofs of the theorems are rather intertwined, we shall prove them together.

Theorem 1 Let X be a binomially distributed random variable, and P(t) be the estimate of S at
time t obtained by Equation (1), (2) and (3). Then E[P(c0)] = S.



Theorem 2 Let X be a binomially distributed random variable, and P(t) be the estimate of S at

time t. Then the algebraic expression for the variance of P(co) is fully determined by N. Moreover,

when N — 0o the variance tends to zero, implying mean square convergence.

Proof:

We now present the proofs of Theorems 1 and 2.
In Theorem 1, our aim is to prove that as the index t is increased indefinitely, the expected
value of the pq(t) converges towards s1, implying that: lim;_, o E[p1(t)] — s1.

We shall prove the above by analyzing the properties of the underlying Markov chain, which is

specified by the rules (1), (2) and (3). In brief, rules (1), (2) and (3) obey the Markov chain with

transition matrix H = [hsj], where.
hjj—1=s3% ,0<j<N,
hjjn=s11—4%),0<j<N,
hjj=1—hjj1—hjj,0<j<DN,
and, accordingly
hoo =1—hoa

hnyn=1-hNnnN_1.

We shall now compute 7y, the stationary (or equilibrium) probability of the chain being in state

k. Clearly H represents a single closed communicating class whose periodicity is unity. The chain

is ergodic, and the limiting probability vector is given by the eigenvector of H' corresponding to

the eigenvalue unity.

The vector of steady state probabilities I = [y, ... ,7TN]T can be computed using H'TI = II as:
hoo hio O 0 [ ] B
hio higx hig 0 0 T S|
0  hox hao g 0 0 T 2
(4)
k-1 hir  higsr
hn-1N—2 hn-1N-1 hN-1N TN-1 TN-1
0 . . . . 0 hN,N—l hN,N i TN ] i h7TN ]

Consider first the stationary probability of being in state 0, .

Equation (4) yields:

Expanding the first row of

o (5)

mohoo + mhio =T = ™ = Ty = ——T0



Expanding the second row of Equation (4) and substituting (5) yields:

hi2
moho,1 +T1ihi1 +mho 1 =M = M = Em (6)

Arguing in the same manner, and after some algebraic simplifications, we obtain the recurrence:

Pge—1k
— (7)

Tk = Thk—1-
P le—1

Using Equation (7) and substituting hjy_; , and hy ,_1 gives:

- i—1,1
e = 7TOl_Ih

i,0—1

= 7T0H$11__

82N

_ 7TOH —’L+1 )k

82
- (e §

Consider the sum Z]kV:O 7. Using Equation (8) and applying the Binomial theorem gives:

N

81
S - woz< )y
k=0
= 7T0(1+S—2)
_ T

Using the fact that Z]kvzo ) sums to unity, we obtain:
T = Sév. (9)

Replacing Equation (9) in Equation (8), we obtain a closed form expression for the stationary

probability 7 as:

mo= () st (10

Let X* be the limiting index of the state of the random walker. From the above, clearly X™ is



binomially distributed, with parameters s; and V.
Hence, E[X*| = Ns; and var[X*] = Ns;s.
Consequently, E[p1(c0)] = +E[X*] = 51, and var[pi(00)] = szvar[X*] = %5152
Thus, Theorem 1 is proved. Using the fact that limy_,o var[pi(co)] = limy 0 %3132 =0, we

see that Theorem 2 is also proved.

5 The Estimator for Multinomial Distributions

In this section, we shall consider the problem of estimating the parameters of a multinomial distribu-
tion, which is a generalization of the binomial case introduced earlier. The multinomial distribution
is characterized by two parameters, namely, the number of trials, and a probability vector which
determines the probability of a specific event. In this regard, we assume that the number of obser-
vations is the number of trials. Thus, we deal with the problem of estimating the latter probability
vector associated with the set of possible outcomes.

Let X be a multinomially distributed random variable, taking values from the set {“17,“2” ... “”}.
Again, we assume that X is governed by the distribution S = [s; ... s,]T as follows:

X = “” with probability s;, where >, ; s; = 1.

Let x(t) be a concrete realization of X at time “t”. The task at hand is to estimate 9, i.e., s;
for i = 1...7. We achieve this by maintaining a running estimate P(t) = [p1(t), ..., pr(t)]* of S,
where p;(t) is the estimate of s; at time ¢. Again we omit the time reference ¢ in P(t) whenever this
does not lead to confusion.

We assume that the resolution is a multiple of the number of parameters r, i.e, N = r§ where
0 is an integer. Therefore, for all 7, we initialize p;(0) as per the following p;(0) = % = %

Generalizing the update scheme used in the binomial case, we get the following update scheme

for the multinomial case:

If (t) = “¢” and rand() <1 —p;(t) and 0 < p;(t) <1

. 1
(i) pi(t+1) = pi(t) + N (11)
Randomly choose pj, j # i, according to the normalized probability ij]fz)( 0 and update p; as:
ki
. 1
(i) p(t +1):=p;(t) -+ (12)
P(t+ 1) := P(t) Otherwise. (13)

As before, we shall state two theorems about the properties of the estimate first and prove them



together.

Theorem 3 Let X be a multinomially distributed random variable, and P(t) be the estimate of S
at time t obtained by Equations (11), (12) and (13). Then E[P(c0)] = S.

Theorem 4 Let X be a multinomially distributed random variable, and P(t) be the estimate of S
at time t obtained by Equations (11), (12) and (13). Then algebraic expression for the variance of
P(00) is fully determined by N. Moreover, when N — oo the variance tends to zero, implying mean

square convergence.

Having stated the theorems, we shall now present the proofs of Theorems 3 and 4.

Proof: Our aim is to prove that as the index ¢ is increased indefinitely, the expected value of
the p;(t) converges towards s;, for all 1 <14 <r implying that: lim; o E[p;(t)] — s;.

The proof is analogous to the proof of the binomial case.

Let us consider p;(t) for the index i throughout the argument. Indeed, we shall prove the above
by analyzing the properties of the underlying Markov chain associated to p;(t), which is specified
by the rules (11), (12) and (13).

In brief, rules (11), (12) and (13) obey the Markov chain with transition matrix H®. Let us
consider p;(t), in order to specify the exact expression of H', its Markov chain. Consider the
transitions that the discretized running estimate p;(¢) exhibits. Note that the transitions happen
between adjacent states. We can easily remark that: h;,jﬂ =s;(1— %) ,0< 5 <N.

The transition from state j to j — 1, for 0 < j < N, is more complicated to compute. The
latter happens with a certain probability at time ¢ if 2:(¢) = “k” takes place, for i # k, and pg(t) is
increased at time instant ¢. In this sense, if pi(t) is incremented at time ¢, then p;(t), i # k, will

be possibly decremented with a probability equal to % which corresponds to the normalized

probability of the selection of p;(t) among {p;(t),l # kl}#k

In the following, we show that Markov chain is time-homogeneous by demonstrating that the
terms of the transition matrix H’ do not depend on time! In addition, we shall show that the matrix
H' does not depend on the state of random walk p;(t) described by H7, for i # j. In other words,
the transitions of the random walk attached to p;(t) are “decoupled” from those of p;(t), for i # j.

Therefore:

Wi = Z%g s (1 —pk)ﬁ,o < j<N.

I#k .
We note that, > j—; p; = 1 — pg. Moreover, whenever the random walker i is in state j, p; = -
I#k

i
Therefore hj’ =1

for 0 < 7 < N is expressed as:
. A .
R = k=156l = pr) 5?0 = D k1 Sk
7,0—1 Zk;ﬁz ( )z%;llgpl Zk#z N
We note too that, > j_;sp =1 —s;.
ki

10



Therefore, h§.7j71 =(1- SZ)%
We now resume our argument by seeing that H® is defined by:
Wij=si(1—%),0<j <N,
i =(1=s)%. 0<j<N,
hjj=1=hjj1—hjji1,0<j <N,
and, accordingly
6,0 =1- h6,1

hl}v,N =1- hl]'\/,Nfl'

Therefore, H* does not depend on time.

We shall now compute 7r,i the stationary (or equilibrium) probability of the chain being in state
k. Clearly H® represents a single closed communicating class whose periodicity is unity. The chain
is ergodic, and the limiting probability vector is given by the eigenvector of H i corresponding to
the eigenvalue unity.

Let II? denote the vector of steady state probabilities. This vector, ITI* = [77%, . ,WfV]T, can be
computed using H T = 11,

Using the results from the binomial case, we can easily deduce that:

= (]Z)sf(l — s;)N 7k,

Let X% be the limiting index of the state of the random walker i. From the above, clearly X*"
is binomially distributed, with parameters s; and V.

Hence, E[X""] = Ns; and var[X*"] = Ns;(1 — s;).

Consequently, E[p;(c0)] = %E[XZ*] = s; and var[p;(co)] = %var[Xi*] = +si(1— ;).

Note too that, amazingly enough, the convergence does not involve the number of states.

Thus, Theorem 3 is proved. Using the fact that limy_,oc var|p;(c0)] = limy_ 0 %Si(l —s;) =0,

we prove Theorem 4.

Remarks:

A few remarks regarding our method for updating the estimates are not out of place. Indeed:

e The philosophy behind the form of the update defined by Equations (11), (12) and (13) is to,
eventually, increase one component of the vector of running estimates by a quantity equal to
the stepsize A while decreasing another component by the same quantity A. This is done in

order to ensure the sum of the components equals unity.

e The SDWE makes at most 2 updates per time step, thus rendering the worst case to be
constant or O(1). Interestingly, the estimator possesses a low computational complexity that

is independent of the number of the parameters of the multinomial distribution.

11



e [t is pertinent to mention that although the rationale for updating is similar to that used for
the Stochastic Nonlinear Fractional Knapsack algorithm [4], there are fundamental differences.
Unlike the latter, where the LA was made artificially ergodic by excluding the end-states
from the set of possible probability values, our estimator is truly ergodic'. The reason for
excluding the the end states in [4] was because the LA in [4] uses its “estimates” to select
“actions” with frequencies proportional to the estimates. Consequently, enforcing an absorbing
condition for the end states in [4] would imply always selecting the same action from that time
instant onwards, and never selecting the alternate one again. As opposed to this, our current
automaton does not perform/choose actions (events) with frequencies proportional to the
estimate vector. Rather, since this present LA is intended for estimation, it is, indeed, the
environment which “produces” events independent of the LA, and which informs the LA about
these events. The LA then, in turn, estimates S based on the observed events. In other words,
the difference between the two LA is that the one in [4] performs actions in the environment
in order to maximize the number of rewards it receives, while the present LA observes the

environment to estimate its properties.

e Apart from the above, it is pertinent to mention that the purpose of introducing the hierarchy
in the knapsack problem was, first and foremost, to achieve better scalability when it concerns
the learning speed. The hierarchy proposed in [4] improved the learning speed dramatically
compared to the approach presented in [3] because of the hierarchical configuration of the
underlying LA. The question of introducing a hierarchical philosophy in the setting of the

current paper remains unsolved.

e One of the most significant contributions of the paper, in our opinion, is the rather elegant
manner by which we have designed the RW for the estimation process in the multinomial
case. By intelligently designing the RW transitions in the discretized probability space, we
have succeeded in deriving and analyzing the multinomial estimates in a manner identical
to what was involved for solving the binomial estimation case. To further explain this, we
mention that if the transitions of the RW associated with p; were directly dependent on the
RW associated with p; for 7 # j, the state space would have been unmanageable, namely of
the order of O(N?). However, the effect of our specific design and representation helped in
reducing the magnitude of the state space of the RW for the multinomial case from O(N?) to
O(N). This further assisted in decoupling the transition matrices for each component of the
multinomial vector, which in fact, is an elegant alternative to the concept of using a team of

normalized binomial estimators for solving multionomial estimation problems?. In addition,

@i
1

'If the LA in the present paper would have observed the event
i =1,2), the present LA would have also been absorbing]!
2The reader can easily see that this is also an alternate, although more cumbersome, way to decouple the updates

with probability p; instead of probability s; (for

12



we believe that the unique RW transitions used here for multinomial estimates, can inspire the

design of novel ways for generalizing two-action learning machines into multiaction machines!

6 Experimental Results

In this section, we evaluate the new family of discretzied estimators in non-stationary environments
and compare this approach to traditional Maximum Likelihood estimation methods which use the
sliding window (MLEW) and the SLWE. In order to confirm the superiority of our scheme, we
have conducted extensive simulations results under different parameter settings. In the interest of

brevity, we merely cite a few specific experimental results.

6.1 Comparison with the MLEW for the Case of Binomial Random Variables

The estimation of the parameters for binomial random variables has been extensively tested for
numerous binomial distributions. However, in the interest of brevity, we include only the results
from two of these experiments here. We adopt the same simulation methodology as in [15], using
randomly generated values of N. To assess the efficiency of the estimation methods in a fair way,
we randomly chose values for the resolution N and for the window width from the intervals [6, 16]
and [20,80], respectively. To get a smooth result, we performed ensembles of 1,000 simulations
each consisting of 400 time steps. The true underlying value of was randomly changed every 50
time steps. The plots from each experiment are presented in Figures 1 and 2 where the values for
N are 6 and 8 respectively, and the sizes of the windows are 32 and 57, respectively. The results
we show here are typical. The reason for operating with larger window sizes than 50 is that we
generally have no knowledge about the environment with regard to the frequency or magnitude
of the changes. We observe that when the window size of the MLEW becomes larger, e.g., 57,
the estimation algorithm is unable to track the changes in the environment, yielding poor overall
accuracy. In Figure 2, we see that the MLEW approximates the true value fairly well for the first
50 time steps, but is thereafter unable to track the variations. In Figure 1, when the window size
is smaller, the MLEW is capable of tracking the changes, but not nearly as fast nor as accurate as
the SDWE. Even when the SDWE uses a resolution parameter as low as 6, it clearly outperforms

the MLEW with regard to the convergence speed.

of the different components of vector of multinomial estimates.
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Figure 1: The expected value of the estimates of p;(t), obtained from the SDWE and MLEW, using
N =6 and w = 29.

1
——SDWE
0.8 1 —— MLEW
0,8 q —— True Value
0,7 4
0,6 1
g 0,5 4
0,4 4
0,3 1
0,2 4
0,14
0 T
0 50 100 150 200 250 300 350 400
t

Figure 2: The expected value of the estimates of p;(t), obtained from the SDWE and MLEW, using
N =8 and w = 57.

6.2 Comparison with MLWE for the Case of Multinomial Random Variables

We have also performed simulations for multinomial random variables, where the parameters were
estimated by following the SDWE and the MLEW. We considered a multinomial random variable,
X, which can take any of three different values, namely 1, 2, or 3, whose probability values change
(randomly) every 50 steps. As in the binomial case, we ran the estimators for 400 steps, repeated
this 1,000 times, and then took the ensemble average of P. We computed ||P — S||, the Euclidean
distance between P and S, which was intended to be a measure of how good our estimate, P, was
of S. The plots of the latter distance obtained from the SDWE and the MLEW are depicted in
Figures 3 and 4, where the values for N are 6 and 12, and the sizes of the windows are 67 and

34, respectively. The values for N and the window size were obtained randomly from a uniform
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distribution in [6, 15] and [20, 80].

It is clear from both figures that the SDWE is faster in tracking the changes than the MLEW.
Note that the MLEW converges faster than the SDWE only during the first 50 time instants (before
the first environment switch). However, this behavior is not present in successive epochs. In Figure
3, we remark that a window size as large as 67 slows down the convergence speed of the MLEW.
This is due to the fact that the larger the window size, the greater is the effect of the stale data to
jeopardize the running estimate. From both Figures 3 and 4, we observe that a large value of N
yields low variance, i.e., the accuracy is high. The problem is that the rate of convergence is slower
than when we are using a lower value of N. A low value of N results in a faster convergence, but it
yields a higher variance from the true underlying parameter. This confirms that the choice of the
user-defined learning parameter, N, reduces to a trade off between the speed and the corresponding
accuracy. Similar results are observed for the window width parameter of the MLEW as well. We
notice that the MLEW is capable of tracking the changes of the parameters when the size of the
window is small, or at least smaller than the intervals of constant probabilities. The latter, however,
is not able to track the changes properly when the window size is relatively large. Since neither
the magnitude nor the frequency of the changes is known a priori, this scenario demonstrates the
weakness of the MLEW, and its dependence on the knowledge of the input parameters. Such

observations are typical.

07
06 —__SDWE
— MLEW
05
% 0,4
£o03
0,2 1
01 4\
0 :
0 50 100 150 200 250 300 350 400
t

Figure 3: Plot of the Euclidean norm P-S (or the Euclidean distance between P and S), for both
the SDWE and MLEW, where N is 6 and the window size is 67 respectively.
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Figure 4: Plot of the Euclidean norm P-S (or the Euclidean distance between P and S), for both
the SDWE and MLEW, where N is 12 and the window size is 34 respectively.

6.3 Comparison with SLWE for the case of Binomial random variables

We considered a binomial random variable, X, which can take any of two different values, namely
1, 2 where the probability changes (randomly) every 50 steps. In order to compare the performance
SDWE and the performance of the SLWE in a fair way, we adopted the same method as in the
case of the SDWE and the MLEW reported in [15]. We randomly chose values for the resolution
N and for the parameter A of the SLWE [15] from the intervals [8,16] and [0.9, 1], respectively. It
was reported in [15] that using values of A for the SLWE drawn from [0.9, 1] yields fast convergence
speed and good accuracy. Again, we conducted an ensemble of 1,000 simulations, each consisting of
400 time steps. In the interest of brevity, we include only the results from two of these experiments
here. The expected value of the estimates of p;(t), obtained from the SDWE and SLWE, using
N = 8 and A = 0.938 is depicted in Figure 5. Similarly, the estimates of p;(t), obtained from the
SDWE and SLWE, using N = 12 and A = 0.9623 is depicted in Figure 6. Clearly, the SDWE is
significantly faster than the SLWE. This is parallel to the results known in the field of LA where

discretized LA have been reported to outperform their continuous counterparts.
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Figure 5: The expected value of the estimates of p;(t), obtained from the SDWE and SLWE, using
N =8 and A = 0.938 respectively.
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Figure 6: The expected value of the estimates of py(t), obtained from the SDWE and SLWE, using
N =12 and A = 0.9623 respectively.

6.4 Comparison with SLWE for the Case of Multinomial Random Variables

For the multinomial case, we again performed ensembles of 1,000 simulations each consisting of
400 time steps. The true underlying value of S was randomly changed every 50 time steps. We
computed ||[P — S||, the Euclidean distance between P and S, and include here only the results
from two experiments. We randomly chose values for the resolution N and for the parameter A of
the SLWE [15] from the intervals [6,15] and [0.9, 1], respectively. Figure 7 illustrates the case of
N = 12 for the SDWE and A = 0.931 for the SLWE, whereas Figure 8 depicts the results for N =9
and A = 0.942.
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Figure 7: Plot of the Euclidean norm P-S (or the Euclidean distance between P and 5), for both
the SDWE and SLWE, where NV is 12 and the A = 0.931 respectively.
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Figure 8: Plot of the Euclidean norm P-S (or the Euclidean distance between P and 5), for both
the SDWE and SLWE, where N is 9 and A = 0.942 respectively.

From both figures 7 and 8, we observe that the SDWE outperforms the SLWE in the multinon-
mial case both in speed and accuracy. In the case of the SLWE, we note that a small value for A,
yields less accuracy, but faster convergence. Similarly, for the SDWE, large values of IV yield more

accuracy but slower convergence speed.

7 Conclusion

This paper has presented a novel discretized estimator that is able to cope with non-stationary
binomial/multinomial distributions using finite memory. To the best of our knowledge, our SDWE
is the first reported discretized counterpart of the SLWE. Through this paper, it was shown that
discretizing the probability space offers a new promising approach for the design of weak estimators.
In fact, comprehensive simulation results demonstrate that the new estimator is able to cope with
non-stationary environments with both a high adaptation rate and accuracy. In addition, the results
suggest that the SDWE outperforms the MLEW as well as the SLWE. As a future work, we propose
to study the performance of the estimator in real-life applications. Indeed, the possible application

of the SDWE for classification and language detection is currently being investigated.

18



References

1]

[10]

[11]

M. Agache and B. J. Oommen, “Generalized pursuit learning schemes: New families of continu-
ous and discretized learning automata,” IFEFE Transactions on Systems, Man, and Cybernetics-

Part B: Cybernetics, vol. 32, no. 6, pp. 738749, December 2002.

M. Basseville and 1. V. Nikiforov, Detection of abrupt changes: theory and application.
Prentice-Hall, Inc., 1993.

0.-C. Granmo, B. Oommen, S. Myrer, and M. Olsen, “Learning automata-based solutions to
the nonlinear fractional knapsack problem with applications to optimal resource allocation,”
Systems, Man, and Cybernetics, Part B: Cybernetics, IEEE Transactions on, vol. 37, no. 1,
pp- 166 —175, feb. 2007.

0.-C. Granmo and B. J. Oommen, “Solving stochastic nonlinear resource allocation problems
using a hierarchy of twofold resource allocation automata,” IEEE Transactions on Computers,

vol. 59, pp. 545-560, 2009.

I. Koychev, “Gradual forgetting for adaptation to concept drift,” in Proceedings of ECAI 2000
Workshop Current Issues in Spatio-Temporal Reasoning, 2000, pp. 101-106.

I. Koychev and R. Lothian, “Tracking drifting concepts by time window optimisation,” in
Research and Development in Intelligent Systems XXII, M. Bramer, F. Coenen, and T. Allen,
Eds. Springer London, 2006, pp. 46—59.

I. Koychev and I. Schwab, “Adaptation to drifting user’s interests,” in Proceedings of

ECML2000 Workshop: Machine Learning in New Information Age, 2000, pp. 39-46.

J. K. Lanctot and B. J. Oommen, “Discretized estimator learning automata,” IFEE Trans-
actions on Systems, Man, and Cybernetics, vol. SMC-22, no. 6, pp. 1473-1483, Novem-
ber /December 1992.

M. May, B. Berendt, A. Cornujols, J. Gama, F. Giannotti, A. Hotho, D. Malerba, E. Mene-
salvas, K. Morik, R. Pedersen, L. Saitta, Y. Saygin, A. Schuster, and K. Vanhoof, “Research
challenges in ubiquitous knowledge discovery,” in Next Generation of Data Mining (Chapman

Hall Cre Data Mining and Knowledge Discovery Series), 1st ed. Chapman Hall CRC, 2008.

K. S. Narendra and M. A. L. Thathachar, Learning Automata: An Introduction. New Jersey:
Prentice-Hall, 1989.

B. J. Oommen, “Absorbing and ergodic discretized two-action learning automata,” [FEE

Transactions on Systems, Man, and Cybernetics, vol. SMC-16, pp. 282-293, March /April 1986.

19



[12]

[13]

[14]

[16]

[19]

[22]

B. J. Oommen and M. Agache, “Continuous and discretized pursuit learning schemes: Various
algorithms and their comparison,” IEEE Transactions on Systems, Man, and Cybernetics-Part

B: Cybernetics, vol. 31, pp. 277-287, 2001.

B. J. Oommen and E. Hansen, “The asymptotic optimality of discretized linear reward-inaction
learning automata,” IEEE Transactions on Systems, Man, and Cybernetics, vol. SMC-14, no. 3,

May/June 1986.

B. J. Oommen and S. Misra, “Fault-tolerant routing in adversarial mobile ad hoc networks: an
efficient route estimation scheme for non-stationary environments,” Telecommunication Sys-

tems, vol. 44, pp. 159-169, 2010.

B. J. Oommen and L. Rueda, “Stochastic learning-based weak estimation of multinomial ran-
dom variables and its applications to pattern recognition in non-stationary environments,”

Pattern Recogn., vol. 39, no. 3, pp. 328-341, 2006.

L. Rueda and B. J. Oommen, “Stochastic automata-based estimators for adaptively compress-
ing files with nonstationary distributions,” Systems, Man, and Cybernetics, Part B: Cybernet-

ics, IEEE Transactions on, vol. 36, no. 5, pp. 1196 —1200, 2006.
A. N. Shiryayev, Optimal Stopping Rules. Springer, 1978.

A. Stensby, B. J. Oommen, and O.-C. Granmo, “Language detection and tracking in multilin-
gual documents using weak estimators,” in Proceedings of the 2010 joint IAPR international
conference on Structural, syntactic, and statistical pattern recognition.  Berlin, Heidelberg:

Springer-Verlag, 2010, pp. 600-609.

A. G. Tartakovsky, B. L. Rozovskii, R. B. Blazek, and H. Kim, “A novel approach to detection
of intrusions in computer networks via adaptive sequential and batch-sequential change-point

detection methods,” IFEFE Transactions on Signal Processing, vol. 54, pp. 3372-3382, 2006.

M. A. L. Thathachar and B. J. Oommen, “Discretized reward-inaction learning automata,”

Journal of Cybernetics and Information Science, pp. 24-29, Spring 1979.

M. A. L. Thathachar and P. S. Sastry, “Varieties of learning automata: An overview,” IEFE
Transactions on Systems, Man, and Cybernetics-Part B: Cybernetics, vol. 32, no. 6, pp. 711—
722, December 2002.

——, Networks of Learning Automata: Techniques for Online Stochastic Optimization. Boston:

Kluwer Academic, 2003.

20



[23] J. Zhan, B. J. Oommen, and J. Crisostomo, “Anomaly detection in dynamic systems using

weak estimators,” ACM Trans. Internet Technol., vol. 11, pp. 3:1-3:16, July 2011.

21



	Thesis_Final_Uten ISSN.pdf
	A_RS.pdf
	Service selection in stochastic environments: a learning-automaton based solution
	Abstract
	Introduction
	Problem formulation
	Reputation systems: state of the art
	Overview of our solution
	Contributions of this paper
	Paper Organization

	Modeling the problem
	Stochastic learning automata
	Fundamentals of FSSA
	Object migrating automaton (OMA)
	Similarities between the ATPP and the EPP
	Limitations of the OMA in the ATPP context

	A LA-based solution to the ATPP
	Inputs, outputs and goals
	Formal definition of the LA-based ATPP solution
	Reward and penalty transitions
	Transitions for rewards
	Transitions for penalties

	The window of observations
	The decision making phase
	Example

	Experimental results
	Performance in static environments
	Immunity to the proportion of deceptive agents
	Varying the spread between deceptive and fair agents
	Periodically changing service performance
	Immunity to the ratio of low performance services
	Varying the spread between high/low performance services
	Effect of changing the memory size
	Experimental comparison
	Evaluation of computational efficiency
	Utilizing the ATPP to real-world applications

	Conclusions
	References




