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Summary

The vision of pervasive environments is being realized morethan ever with the

proliferation of services and computing resources locatedin our surrounding envi-

ronments. Identifying those services that deserve the attention of the user is becom-

ing an increasingly challenging task due to the fact that:

• The increasing number of services can overwhelm the attention of even the

most educated user. It is, rather, plausible that an arbitrary user is not even

aware of the services at his disposal.

• The changes of a user’s preferences and needs, over time, renders the task of

predicting his current services/interests extremely difficult.

• The result of the interaction of the user with any specific service is usually

uncertain. It surely depends on the performance of the latter. As low per-

formance services can provoke his dissatisfaction, it is mandatory that an ex-

pedient system must be capable of identifying reputable (and disreputable)

services.

The complexity of understanding what services could be interesting and im-

portant enough to justify disturbing the user is one of the main challenges of our

research.

One major aim of this thesis is to demonstrate that the fields of ubiquitous,

unobtrusive and pervasive Computing can substantially benefit from the advances

in the area Learning Automata (LA). In fact, LA can provide adaptive learning

capabilities to a wide range of applications in Pervasive Computing. The success

of the integration of LA and Pervasive Computing in the thesis would pave the way

towards more research interest in this direction.

From this perspective, in this thesis, we present an adaptive multi-criteria de-

cision making mechanism for recommending relevant services to the mobile user.

In this context, “Relevance” is determined based on a user-centric approach that

combines both the reputation of the service, the user’s current context, the user’s

profile, as well as a record of the history of recommendations. Our decision making

xi



mechanism is adaptive in the sense that it is able to cope withusers’ contexts that

are changing and drifts in the users’ interests, while it simultaneously can track the

reputations of services, and suppress repetitive notifications based on the history of

the recommendations. In accordance with the multiple dimensions that affect the

decision making process, we have identified a set of enablersthat constitute the core

modules of our hybrid service provisioning architecture. Each of these modules, in

itself, is a contribution in its own right.

In brief, we have devised a Reputation Manager that identifies reputable ser-

vices in the presence of a significant ratio of deceptive referrals. While most of

the legacy approaches are vulnerable to the ratio of inaccurate recommenders, the

Reputation System (RS) that we have proposed has been shown to be robust to the

undermining effect of inaccurate recommenders. In addition, it utilizes the power of

Word of Mouth (WoM) communications in an optimal way in the absence of direct

experience.

Designing a Novelty Checker for suppressing redundant notifications involves

solving a fascinating problem of on-line discovery and tracking of noisy Spatio-

Temporal Patterns. In this regard, we have presented a novelsolution to this problem

using the principles of LA. The solution is based on a new family of RWs with

interleaving jumps. Beside the application domain, in a separate study, we have

also examined the properties of this RW with interleaving jumps. The results that

we have obtained constitute a significant contribution to the field of Random Walks

(RWs).

With regard to users profiling, we have proposed a method by which we can use

a family of Stochastic Learning Weak Estimators (SLWEs) forlearning and tracking

a user’s time varying interests. Since increasing the learning speed of the SLWE is a

problem in itself, we have tackled this issue and reported the first discretized version

of the SLWE. This discretized weak estimator has the property that it can provide

significant benefits to the Learning Preferences Manager.

Apart from all the above, we have presented an instantiationof our architecture

for a real-life, day-to-day scenario involving a proactivelocation-based application

which provides an ensemble of services. In order to evaluatethe efficiency of our

design, we have devised an overall simulation framework that simulates the func-

xii



tioning of the whole system when all the components are working together. The

obtained simulation results confirm that our hybrid architecture avoids flooding the

user with irrelevant information.
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Chapter 1

Introduction

1.1 Introduction

The growing number of ambient services in Pervasive Environments threatens to

overwhelm the human’s attention, raising new challenges for the task of service

selection. Garlan writes: “Increasingly, the bottleneck in computing is not its disk

capacity, processor speed, or communication bandwidth, but rather the limited re-

source of human attention” [1]. Filtering out irrelevant information has been a focal

concern in a number of studies. The main issue of the researchundertaken in this

doctoral thesis is to reduce the cognitive load on the user when it comes to selecting

services.

The Pervasive Computing paradigm envisages an explosion ofresources, in-

formation and services that fall outside the boundary of thecapacity of the user’s

attention. It is rational to say that today’s computers distract the user, and that they

can easily be an overwhelming source of interruption and distraction. For example,

how can a user find an “interesting” restaurant from a large list of candidate restau-

rants? The increasing number of services can overwhelm the attention of even the

most educated user. It is, rather, plausible that an arbitrary user isnot even awareof

the services at his disposal.

We submit that the user needs to be supported in order to deal with the almost-

infinite amount of information and services latent in his ambient Pervasive Environ-

ment. We thus foresee that the overload of information can beavoided by means

1



of the design ofunobtrusiveapplications that are capable of operating in perva-

sive environments. The reader must observe that avoiding overload puts stringent

constraints on the system to present to the user only the skeletal pieces of informa-

tion that are needed and useful in his current context. Pervasive systems should also

work towards reducing the interruptions to the human attention in the case of proac-

tive applications. The user does not have an unlimited attention capacity, and so

should not have to give it to things that do not matter! Simon [2], expresses it along

the line of Garlan: “What information consumes is rather obvious: it consumes the

attention of its recipients. Hence a wealth of information creates a poverty of atten-

tion, and a need to allocate that attention efficiently amongthe overabundance of

information sources that might consume it.”

According to the user-centric paradigm proposed by the Wireless World Re-

search Forum (WWRF), the service provision should be tailored to the actual needs

of the user [3]. The I-centric vision promotes personalization, ambient awareness

and adaptability as the core requirements of future services.

In the context of service provisioning, since September 2001, the WWRF has

mobilized a significant effort in order to carry out the vision of I-centric communi-

cation. According to the WWRF’s vision, ambient services should be able to adapt

to the needs of the user, so that the user is the center, instead of having rigid and

inflexible services that “are unaware of actual customer needs or situations.” From

this perspective, the WWRF presents visions for building services based on ana-

lyzing the user’s needs. The system acts on behalf of the user, and autonomously

reasons about his needs and interprets his intentions. Pervasive Computing environ-

ments have to recognize opportunities and take the initiative of notifying the user

if there is a belief that an ambient service is relevant in theuser’s current situation.

Environment monitoring and event notification are therefore essential elements. For

example, instead of the user having to manually figure out which services are avail-

able when he moves across different geographical domains, the system can make

autonomous decisions, thus relieving him of the burden of “manual” service selec-

tion. Another example of this is the multimodal adaption of content while driving,

such as the automatic reading of received SMS messages.

A number of research studies have focused providing context-aware service rec-
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ommendations for mobile users. Context awareness permits the system to reason

about the user’s current tasks, and to infer his needs in a personalized fashion. While

these studies are enlightening, one of the shortcoming of these studies is that they

merely rely on the user’s context, combined with astatically-defined user’s interest,

in order to personalize the service recommendation. Examples of these techniques

are various nomadic context-aware applications such as tourist guide applications

[4] and mobile marketing and advertising applications [5] as explained in Chapter

2.

The user-centric vision promoted by the WWRF has become the center of grow-

ing interest in the research arena. A pioneering recent workwas reported by Hossain

et al. [6] in which the authors proposed a gain-based media selection mechanism.

In this regard, the gains obtained by ambient media serviceswere estimated by

combining the media’s reputation, the user’s context and the user’s profile. As a

result of such a modeling process, the service selection problem was formulated as

a gain maximization problem. Thereafter, a combination of adynamic and a greedy

approach was used to solve the problem.

A pertinent study that falls in the same class as our current work is theDynamos

project [7]. TheDynamosapproach is an example of a context-aware mobile appli-

cation that can be used for recommending relevant services to the user. In [7], the

authors designed a hybrid recommender system for notifyingusers about relevant

services in a context-aware manner. The model is based on a peer-to-peer social

functionality model, where the users can generate contextual notes and ratings, and

attach them to services, or to the environments. They are also permitted to share

these with their peers. The attached notes to the environment are delivered to other

users whenever they are in the spatial vicinity of the entities associated with the

notes.

A comprehensive study for providing personalized serviceshas been performed

by Naudetet al. from Bell Labs [8]. In [8], Naudetet al. designed an application for

filtering the TV content provided to users’ mobiles based on their learned profiles.

The application is based on the use of ontologies to capture content descriptions

as well as the users’ interests. The latter interests are, inturn, mined using a ded-

icated profiling engine presented in [9], which leveraged Machine Learning (ML)

3



techniques for user profiling. The work reported in [10] presented a system that rec-

ommends vendors’ web pages by measuring the similarity between the user’s profile

and the vendor’s web page when the user is in the vicinity of the vendor (seller).

The user’s profile is constructed through mining the historyof his web log. Another

example of a mobility-aware application is thePLIGRIM system that makes use of

the user’s location to recommend relevant web links [11]. Inthe same vein, the

SMMARTframework dynamically locates products that match the shopping prefer-

ences of the mobile user [5]. Another example is theMycampus[12] product, which

is a system developed and implemented by Carnegie Mellon University.Mycampus

offers several different types of services including context-aware recommender ser-

vices, context-aware message filtering services, context-aware reminder services,

applications collaboration applications, and community applications. For example,

apart from the system being able to recommend nearby services such as restaurants

or movies, it can remind users about things they need to purchase when they are

close to a store. It can also send messages to the user when he is not busy. The

Daidalosproject [13] is an example of Hybrid Service RecommendationSystem.

The platform is composed of two layers which are tightly connected namely, the

Service and Identity management layer, and the user-experience management layer.

The service and identity management is responsible for service discovery and com-

position as well as for the privacy-aware service access viathe use of virtual identi-

ties, so as to protect the user’s identity from being revealed to the service provider.

The layer also performs a ranking of the discovered servicesas per the main param-

eters which are the context and the user’s preferences. The choice of the service can

be made by the user from the ranked list, or, in turn, theDaidalossystem can itself

choose, for the user, the service possessing the highest ranking score.

1.2 Motivations and Objectives

1.2.1 Motivations

The thesis focuses on designing an unobtrusive architecture for service provisioning

in pervasive environments. In order to motivate our thesis,we list the following:
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1. From a high level design perspective, we would like to identify a set of en-

ablers that constitute the core components of our hybrid service provisioning

architecture. The latter task involves identifying the multiple criteria that the

system should consider in order to autonomously decide, on behalf of the

user, if an ambient service in the user’s environment deserves his attention.

We intend to separate the architecture into a set of core logical components

that correspond to the identified multi-decision based criteria.

2. The identified components of the architecture should be able to seamlessly

inter-operate in order to guarantee that the service provisioning is “unobtru-

sive” and that it minimizes the distraction of the user’s attention. In this sense,

through the thesis, we will study how we can realize the synergy between the

devised architecture components.

3. Most of the reported context-aware recommendation systems do not consider

the reputation of the services when issuing recommendations. In order to

ensure that our hybrid recommender system is unobtrusive, we need to locate

reputable services. The success of reputation systems (such asEbay) suggests

that there are significant latent benefits in the convergenceof these ideas in

pervasive environments.

4. In order to ensure minimal user distraction, the system should be able to track

the changes in a user’s interests, over time. In fact, staticapproaches, where

the user manually defines his interest’s domains, are usually not expedient as

the user’s needs and interests change over time. Therefore,appropriate ML

techniques are needed for adapting to changing interests byinconspicuously

monitoring service usage.

5. Repetitively reissuing the same notification regarding the same service or

event is usually regarded as a nuisance to the user’s attention. With regard to

recommender systems, to the best of our knowledge, the question of suppress-

ing repetitive notifications has not been addressed before in the literature. We

would like to probe into this issue.

6. Most of the reported work in the approaches relevant to service provisioning
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and RSs rely on uni-dimensional filtering paradigms i.e., onsingle-criterion

based methods. In this sense, the latter approaches usuallyutilize a unique

feature or dimension, (such as the reputation of the service, the similarity

between the service description and the user’s interests, or the context of the

user such as geographical proximity to the service as in caseof LBS), to assist

it in recommending services to the user from the set of available services. As

opposed to this, only few studies have been reported designing hybrid Service

Provisioning Systems which combine multiple aspects and criteria in order to

recommend relevant services to the user. In this thesis our intention is to fill

the gap in this area by designing a comprehensive multi-dimensional decision

maker for recommending services to mobile users – one that isnot only multi-

dimensional but also adaptive by virtue of it utilizing the powerful AI tool,

namely LA.

1.2.2 Objectives

The objective of the thesis are the following:

1. The result of the interaction of the user with any specific service is usually

uncertain. It surely depends on the performance of the latter. As low per-

formance services can provoke his dissatisfaction, it is mandatory that an ex-

pedient system must be capable of identifying reputable (and disreputable)

services. We would like to investigate how the principles ofLearning Au-

tomata (LA) can be used to design robust Reputation Systems (RSs). The

legacy RSs suffer from many disadvantages that limit their efficiency, includ-

ing their sensitivity to inaccurate information that mightmislead the RS, as

well as an excessive computational complexity. Integrating LA would lead to

novel contributions in the study of RSs. To the best of our knowledge, there

is no existing work in the field of RSs for which the basis is fixed or variable

structure LA. Indeed, our aim is to find a strategy by which we can merge the

rich fields of LA and RS. In Appendix A, we have addressed the objective

discussed here in greater detail.

2. In an Event Notification System, one can appreciate that repeatedly reissuing
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the same notification over time could have the effect of overwhelming the

user’s attention with alerts that do not convey new information. As a moti-

vating scenario, we focus on an application called the “Friend Notification

Service”, where the design requirement imposes the constraint of alerting the

user of novel events, and of suppressing notifications for regular meetings.

The problem can be modeled as one which involves the on-line discovery and

tracking of noisy Spatio-Temporal Patterns. To tackle thisproblem we intend

to devise an approach based on a new family of Random Walks (RWs). The

state space of the latter RW includes some interleaving jumps that pose key

challenges when it concerns the analysis of its properties.The theoretical

analysis of this RW has been shown to be a contribution in its own right to the

field of Markov Chains. Therefore, we will attempt, in the thesis, to derive

the properties of one such novel RW, and investigate if it admits some pos-

sible applications. In Appendices B and E, we have addressedthe objective

discussed here in greater detail.

3. The changes of a user’s preferences and needs over time, renders the task of

predicting his current services/interests extremely difficult. Most existing ap-

proaches resort to sliding windows in order to track the user’s interests. The

Stochastic Learning Weak Estimation (SLWE) [14] seems a promising ap-

proach to adapt to changes in the distribution of the user’s preferences over

time. We would like to investigate the design of a Learning Preferences Man-

ager based on the SLWE. As far as we know, there is no existing work in the

field of learning user’s preferences for which the main computational tool is

LA. This objective has been addressed in Appendix D.

4. From a theoretical perspective, we would like to attempt to hasten the speed

of convergence of the SLWE and its ability to “unlearn” what it has learned so

far. Such a contribution, would be simultaneously beneficial for the design of

even faster techniques for profiling which are able to track the time-varying

distribution of the user’s interests. Following the discretization concept, many

of the continuous Variable Structure Stochastic Automata (VSSA) have been

discretized; indeed, discretized versions of almost all continuous automata
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have been reported [15]. In the same vein, we would like to study the design

of a counterpart discretized version of the SLWE which is able to attain a

faster convergence rate. This objective has been addressedin Appendix F.

5. A major aim of the thesis is to demonstrate that the fields ofubiquitous, unob-

trusive and pervasive Computing can substantially benefit from the advances

in the area LA. In fact, LA can provide adaptive learning capabilities to a wide

range of applications in Pervasive Computing. The success of the integration

of LA and Pervasive Computing in the thesis would pave the waytowards

more research interest in this direction.

6. At the final stages of the Thesis, we would like to integratethe different com-

ponents of the architecture into a single functioning system. The assessment

of the efficiency of the proposed design will be done using some well defined

simulation scenarios. In Appendix C, we have addressed thisobjective.

1.3 Research Approach

Stemming from these objectives and motivations, we shall construct a hybrid rec-

ommender system that minimizes the distraction to a user’s attention while, simul-

taneously, maximizing the hit ratio of the service notifications. In this section, we

present the applied research approach used in the thesis.

In accordance with the multiple dimensions that affect the decision making pro-

cess, we have defined a set of core components following a bottom-up approach

[16]. As per the bottom-up approach, the system is divided into a set of fundamen-

tal components, which are first specified in great detail. Thereafter, these initially

separate and distinct components are linked together to form the overall holistic

system. Following this research approach, we shall first commence by detailing

each fundamental or primitive component of our architecture in a separate manner.

These main components that are defined separately are: the Reputation Manager,

the Learning Preferences Manager, and the Novelty Checker.At a subsequent stage,

we shall demonstrate how all the components are merged together into a final com-

plete system.
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In order to evaluate the efficiency of our design including each core component

as well as of the whole architecture, we shall make use of the art and science of

simulation. Simulation represents a discipline in its own rights. We shall conduct

simulations at two levels, namely at a macroscopic level, and at a microscopic level.

At the microscopic level, the functionalities of each core component will be rigor-

ously tested on synthetic data sets. The results obtained will then be compared with

the results obtained by standard benchmark methods. Thequantitativeanalysis of

the simulation data will permit us to highlight somequalitativeproperties of each

core component. On the other hand, at a macroscopic level, wehave devised an

overall simulation framework that simulates the functioning of the whole system

when all components are working together. Such a framework,permits the reader

to understand the dynamics of the general architecture, to evaluate our design, and

to verify the synergy between the different components.

Considering now the thesis from the aspect of the various “disciplines” that are

involved, we can state the following:

• From an overall perspective, we are dealing with problems inthe fields of

ubiquitous, unobtrusive and pervasive computing. The problems and tech-

niques used also provide fundamental solutions to pertinent issues in social

networking and mobile computing.

• The basic tools which we use fall within the family of AI and ML, and in

particular, the algorithms that are involved in stochasticlearning and LA.

• The primary mathematical science that we shall employ involves the design

and analysis of Markov chains.

• Finally, from the perspective of experimental computing, we shall resort to the

principles of discrete event simulation to both justify andverify the models

and solutions that we have proposed.

This concludes our discussion on the research approach thatwe have resorted

to.
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1.4 Organization of the Thesis

In this section, we present the overall organization of thisdoctoral dissertation:

• Chapter 2: Background:

This chapter presents the background material needed for the thesis. We first

introduce the concept of RSs and then proceed to describe a representative

sampling of the state-of-the-art approaches. We do this by providing insight

into the concept of I-centricity vision as promoted by Pervasive Computing.

At this juncture, we shall endeavor to place emphasis on the importance of

the user’s attention as a “precious resource” fundamental to the field of Per-

vasive Computing. Additionally, we shall also summarize the research stud-

ies that relate information novelty to the design of unobtrusive applications.

Thereafter, we shall review the different state-of-the-art approaches that deal

with tracking and estimating the user’s preferences. Finally, we conclude this

chapter by submitting a fairly comprehensive overview of the field of LA -

which constitutes the main computational tool used in this thesis.

• Chapter 3: Contributions:

This chapter summarizes the main contributions of the Thesis which can be

categorized into six complementary areas that fall under the same umbrella

of designing an unobtrusive intelligent architecture for service provisioning.

These areas are:

– Enhancing RSs using LA

– On-line Discovery and Tracking of Spatio-Temporal Event Patterns

– Designing User-centric Architectures for Personalized Service Provi-

sioning in Pervasive Environments

– Learning the Preferences of Users

– Analysing Random Walk-Jump Process with their relevant applications

in this architecture, and

– Investigating and utilizing Stochastic Discretized Weak Estimators in

various time-varying learning domains.
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In each of theses cases, we have catalogued our contributions and mentioned

the salient aspects of the solutions proposed.

• Chapter 4: Conclusion and Future Research:

This chapter summarizes the work done in the thesis, gives the final conclu-

sions, and presents suggestions for future research that can be pursued.

• Appendix A:

In Appendix A, we present a paper which explains how we have designed

a Reputation Service Manager for selecting high quality service providers,

which, in turn, is a cornerstone component of our architecture. Finding ways

to solve the Agent-Type Partitioning Problem and thus counter the detrimental

influence of unfair ratings on a RS, has been a focal concern ofa number

of studies. Our LA-based adaptive approach gradually learns the identity

and characteristics of the users which provide fair ratings, and of those who

provide unfair ratings, even when these are a consequence ofthem making

unintentional mistakes.

• Appendix B:

Appendix B summarizes the work done in recognizing and signaling Spatio-

Temporal Patterns. In these works, we introduce a new schemefor discover-

ing and tracking noisy Spatio-Temporal Event Patterns, with the purpose of

suppressing reoccurring patterns, while discerning novelevents. To the best

of our knowledge, the work reports the firston-lineapproach for discovering

and tracking of Spatio-Temporal Patterns in noisy sequences of events.

• Appendix C:

Appendix C summarizes the work done to integrate the overallarchitecture of

the system. In this paper, we present an instantiation of ourarchitecture for a

real-life, day-to-day scenario involving a proactive location-based application

which provides an ensemble of services. More specifically, we report that we

have succeeded in building a personalized context-aware decision maker that

delivers narrowly-targeted notifications to the user aboutrelevant services in

his environment. It is worth mentioning that by the expression “proactive”
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architecture, we imply an architecture that pushes notifications to the user
1. This is in contrast to the pull-based service selection approaches where

the user controls when the services should be retrieved fromthe repository of

services. In this case, the reputation and relevance of the services to the user’s

profile, and the relevance to the user’s context could serve as criteria to limit

the list of the services that are returned to the user.

• Appendix D:

Appendix D summarizes the work done in Learning Preferences. In the paper

included in this Appendix, we propose a method by which we canuse a family

of stochastic-learning basedWeakestimators for learning and tracking a user’s

time varying interests. The objective of the work in this paper is to present

a personalizedLearning Preferences Manager, i.e, amodus operandusfor

capturing user’s preferences. The latter will be able to cope with changes

brought about by variations in the distribution of the user’s interests, which

will be where the SLWE plays a prominent part.

• Appendix E:

Appendix E summarizes the work done in RWs with interleavingjumps. In

this paper, we have considered the analysis of one such fascinating RW, where

every step is paired with its counterpart random jump. Apartfrom this RW

being conceptually interesting, it also has applications in the testing of en-

tities (components or personnel), where the entity is neverallowed to make

more than a pre-specified number ofconsecutivefailures. The paper in this

appendix contains the analysis of the chain and some fascinating limiting

properties.

• Appendix F:

Appendix F summarizes the work done in designing and implementing Dis-

cretized Weak Estimators. In Appendix F, we report a novel estimator, re-

ferred to as the Stochastic Discretized Weak Estimator (SDWE), that is based

on the principles of LA and which builds on the theory of [14].The first

estimator introduced is able to estimate the parameters of atime-varying bi-

1The Friend notification system developed in Appendix B is onesuch proactive system.
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nomial distribution using only finite memory. The estimatortracks changes

in the distribution by operating a controlled RW on a discretized space. The

steps of the estimator are discretized so that the updates are done in jumps,

and thus the convergence speed is increased. The analogous results for the

binomial distribution have also been extended for the multinomial case.
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Chapter 2

Background

In the introductory chapter, Chapter 1, we stressed the multi-faceted nature of the

thesis. Considering the various fields of research involvedin this study, it is pru-

dent for us to initiate discussions about the relevant state-of-the-art discussed in this

chapter by pictorially presenting the overall landscape inwhich the topics of re-

search reside. This is best described by Figure 2.1 which canhelp guide the reader

through this chapter, and assist in the understanding of theinter-dependencies be-

tween its different sections.
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Figure 2.1: A pictorial representation of the different state-of-the-art areas included

in this chapter.

2.1 Reputation Systems

In a competitive service provisioning environment,reputationis a distinctive fea-

ture that helps end users to identify high quality services.While traditional security

mechanisms, such as access control, protect resources fromillegitimate access by

unauthorized users, interestingly, the role of a Reputation System (RS) is totally

the opposite. In fact, the role of reputation systems is to protect the user from the

services themselves, namely, those that present the risk oflow performance. Low

performance services result in the user’s dissatisfaction, and therefore a reliable RS

shall be able to single them out. In his seminal survey paper of trust and reputation

systems in online service provisioning, Jøsang writes [17]: “Online service provi-

sion commonly takes place between parties who have never transacted with each

other before, in an environment where the service consumer often has insufficient

information about the service provider, and about the goodsand services offered”.
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In this section, we will review a representative sampling ofthe state-of-the-

art approaches for service selection that leverage the power of the Word of Mouth

(WoM) strategies. Filtering out low quality services basedon their reputation is a

cornerstone dimension in realizing our distraction free service provisioning archi-

tecture, which is the objective of the thesis.

The reputation of a service is usually represented by numeric value in the unit

interval – an estimate of the service quality. The reputation can possess either a

discrete or continuous value which allows the system to differentiate between low

and high quality service providers.

A viable way to acquire knowledge about a service provider’squality is through

direct interactions. Such direct experience is often referred to asfirst hand informa-

tion. However, in many cases, the user lacks direct experience tojudge the service

provider. The need to resort to the power of WoM is thus mandatory. The dissemi-

nation of information obtained from other users regarding the reputation of a service

is referred as “second hand information sharing”. Relying on second hand infor-

mation is a remedy to the lack of direct experience. The abovepremise is true if the

second hand information communicated by other users in the system is up-to-date

and fair. Unless a person is naive, he must accept the fact that every user may not

communicate his experiences truthfully. In fact, the social network and the system

itself might contain misinformed/deceptive users who provide either unfair positive

ratings about a subject or service, or who unfairly submit negative ratings. Such

“deceptive” users, who may even submit their inaccurate ratings innocently, have

the effect that they mislead a reputation system that is based on blindly aggregating

users’ experiences.

From this perspective, we can state a fundamental weakness about using RSs

by virtue of the fact that they are prone to “ballot stuffing” and “badmouthing”

in a competitive marketplace. Users who want to promote a particular product or

service can flood the domain (i.e., the social network) with sympathetic votes, while

those who want to get a competitive edge over a specific product or service can

“badmouth” it unfairly, thus lowering its reputation.

In the absence of appropriate countermeasures, the RS becomes unreliable.

Therefore, it is paramount to filter out and mitigate the effect of unfair reports.
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2.1.1 Centralized and Decentralized Reputation Systems

Reputation systems fall into two categories: centralized RSs and decentralized RSs

[17]. In a centralized RS, each service provider has a uniqueglobal reputation

value known to all other participants. A reputation center aggregates all the results

of interactions between users and services and computes a resulting global trust

value which it thereafter makes available to all the agents1 in the system. After

an interaction with a service provider, the user submits hisrating to the central

authority, which in this case, is the reputation center. Therefore, untrustworthy

service providers are identified by their low reputation value.

In the case of decentralized RSs, the computation of the reputation values are

performed by the agent instead of the reputation center. In fact, each agent performs

the task of aggregating ratings from other participants andthen forms a subjective

reputation value based on the combination of these ratings,possibly combining this

with his own experience. The reputation is then subjective,instead of global, and

will vary from one agent to another. The distributed nature of the environment

makes it sometimes impossible for an agent to aggregate ratings from all agents.

Consequently, the agent creates a local view of the reputation of the service based

on the partial information he collected from reliable parties or his neighbors. In

other words, the agent consults a subset of the ratings in order to form his opinion.

2.1.2 Trust Models

In this subsection, we describe a representative sample of computational trust mod-

els that represent the state-of-the-art in RSs.

2.1.2.1 Eigentrust

Eigentrust [18] is a well known RS that was devised for peer-to-peer networks.

Eigentrust runs on the top of peer networks in order to limit the propagation of

inauthentic, corrupted or malicious files by identifying their sources. Each peer

is assigned a global trust value that reflects its trustworthiness as perceived from

1In this survey chapter, we use the generic terminology of an “agent” to denote an intelligent
entity that can represent either a human user or an “artificially intelligent” machine that acts on
behalf of the user.
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the rest of the peer network. This global value is made publicly available to the

whole peer network. Whenever a peeri interacts with a peerj, a local trust value

si j is updated.si j reflects the opinion of peeri about peerj based on the history

of the interactions, namely the number of satisfactory responses and the number of

unsatisfactory responses as below:

si j = sat(i, j)−unsat(i, j),

wheresat(i, j) is the number of satisfactory responses when peeri interacted with

j, andunsat(i, j) is the number of unsatisfactory responses.

si j is normalized using the following formula:

ci j =
max(si j ,0)

∑
j

max(si j ,0)
.

Using the principle of transitive trust, peeri asks its acquaintances for their

opinions about other peers and weighs the opinion by the trust it places in his friends

as:

ti j = ∑
k

cikck j (1)

Thus,ti j represents the trust that peeri puts in peerj based on the opinion of his

set of acquaintances which are the peers that he has directlyinteracted with in the

past.

LetC denote the matrix defined byC= [cik]. In that case, the latter equation can

be written in its matrix form as:

~Ti =CT~ci (2)

T2 = (CT)2ci is used to signify that peeri is soliciting the opinion of the friends

of his friends, andT3 = (CT)3ci for the case when opinions of their friends is also

considered.

A friend is reached through repetitive multiplication and aggregation of trust

values until all the peers attain to the same stable value. Therefore, aftern iterations,

wheren is the rank of the matrix one obtains the transitive trust. Observe that,T
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should converge to the same vector for every peeri. Obviously, the computation of

a peer’s reputation relies on solving the stationary distribution of a Markov Chain.

Interestingly enough, the Eigentrust model bears similarity with the PageRank

algorithm [19]. The latter algorithm is used by the famous web search engine

Google to rank web pages according to their importance basedon their connec-

tivity. The intuitive idea of PageRank is simple: ingoing links pointing to a given

web page increase its Pagerank, while outgoing links decrease the rank.

Both PageRank and Eigentrust possess the probabilistic interpretation of the

Random Surfer model [19]. Without loss of generality, the Random Surfer model

is a random walk on the graph where the stationary probability of staying at a given

node is assimilated into the reputation of a peer in case of Eigentrust, and to the

rank of the page in the case of the PageRank algorithm.

2.1.2.2 Tidal Trust Algorithm

The Tidal Trust algorithm is due to Golbeck [20]. It should bementioned that it

was applied in Film Trust, an online social network for rating movies. The Tidal

algorithm belongs to the class of webtrust algorithms and its philosophy is based on

the existence of a chain of trust between the user and the movie. In Tidal Trust, each

user assesses the confidence that he has in each of his acquaintances using a score

between 1 and 10. The participants of the RS and their relationships are modeled

in terms of a graph, with each node being a participant (such asT1 in Figure 2.2) or

an object being rated (such as the moviem in the same graph). An edge describes

a relationship between two nodes, in turn signifying the level of trust or rating,

depending on the kind of nodes being involved. The algorithmworks as follows:

• If a nodes has rated the moviemdirectly, it returns its rating form.

• Else, the node asks its neighbors in the graph for their recommendations.

Assume that a nodes is related to a set of neighbor nodesS in the graph. Then

the ratingrsm inferred bys for the moviem is defined using a simple recursive

formula:

rsm=
∑i∈Stsir im

∑i∈Stsi
, (3)
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where the neighbor nodes are indexed byi, tsi describes the trust ofs in i, andr im is

the rating of the moviem assigned byi. The formula is applied recursively starting

from the source, until the sink (movie) is reached.
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Figure 2.2: An example of Tidal Webtrust graph.

Later, Golbeck [20] introduced two improvements to the original Tidal Trust

algorithm as follows:

• The first enhancement was to consider only short paths from the source to the

sink by specifying a maximum length of the trust chain. This improvement

was motivated by the observation that trust values inferredthrough shorter

paths tended to be more accurate.

• The second enhancement was to discard the paths that involved untrustworthy

agents, whose trust falls below a user-specified threshold.In this manner, the

system maintains only the paths with strong trust values.

2.1.2.3 Online Websites

Ebay is an example of a well known online e-commerce website.Buyers are al-

lowed to rate sellers with either a positive rating, a negative or a neutral rating. A

positive rating reflects the user’s satisfaction about the transaction, while the nega-

tive reflects his dissatisfaction. Ebay belongs to the classof centralized RSs. The

reputation of a seller is expressed as the difference between the number of positive

and negative ratings. Ebay also provides the ability to track the reputation of the

seller over time by offering the possibility to view the seller’s most recent behavior

as for three time windows: past 6 months, past month, and past7 days.
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2.1.2.4 Sporas

The idea motivating the Sporas [21] trust model is that the users start with a minimal

value of trust, and thereafter they build up their reputation over time via interactions

with the system. A fundamental principle in Sporas is that asa user’s reputation

increases, the effect of ratingsdiminishes. In other terms, a high reputable user

will not witness a significant change as a result of an interaction with another entity

in the RS. Sporas borrowed ideas from the method used in the Elo and the Glicko

system [22], which are the pairwise ratings methods devisedto measure the skills

of players in pairwise games such as Chess. Each user has a single reputation value,

which is updated using the following formula:

Rt+1(n+1) = 1/θ
t

∑
i=1

Φ(Ri)R
other
i+1 (Wi+1−E(Ri+1))

Φ(R) = 1−
1

1+exp(−R−D
σ )

E(Rt+1) = Rt/D

where,

• t is the number of ratings that the user has received so far,

• θ is a constant integer greater than 1,

• Wi represents the rating given by the useri,

• Rother
i is the reputation value of the user giving the rating,

• D is the range of the reputation values,

• σ is the acceleration factor of the dumping function,Φ.

A new user starts with reputation equal to 0, and can reach a maximum value of

3.000, while the ratings themselves vary from 0.1 to 1.
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2.1.2.5 Subjective Logic

Jøsang devised a belief theory called subjective logic thathandles the concept of

uncertainty [23]. In traditional probability theory, the sum of of probabilities over

all possible outcomes sums to unity. In belief theory, the sum is less than unity and

the rest of the probability space is considered as uncertainty.

Jøsang proposed a belief/trust metric calledopiniondenoted bywA
x = (b,d,u)

which denotes the belief ofA in the truth of statementx. b denotes the belief,d

denotes the disbelief andu denotes the uncertainty, whereb+d+u = 1. Subjec-

tive logic framework is doted with many operators for combining beliefs; however,

the most notable of them are the Discounting operator for transitive trust, and the

Consensus operator for the cumulative fusioning of trust.

2.1.2.6 Abdul Rahman and Hailes’s Approach

In their seminal paper, Abdul-Rahman and Hailes [24] considered trust ratings as

discrete values. According to [24], humans can better express their trust in discrete

values rather than by using a continuous number. The discrete values correspond to:

Very Trustworthy, Trustworthy, Untrustworthy and Very Untrustworthy. Whenever

a participant interacts with a service provider (or any other entity), he will update

his trust level in the referrals. This referral possesses a reputation that reflects the

trustworthiness of his respective recommendations.

The model is also based on the assumption that the direct experience of a partic-

ipant with a service provider reflects the real trustworthiness of the service provider

and therefore trustworthiness obtained by a referral can bededuced. In this sense,

they suggest that the trust in the referrals that either overate or underate a service

provider can be reduced.

2.1.3 Fighting Unfair Ratings

As alluded to previously, unfair ratings are an inherent problem for RSs. In this sub-

section, we present the state-of-the-art approaches related to filtering unfair ratings.

In spite of the fact that the reliability of RSs is crucial to functioning ideally, very

little work has been conducted in devising schemes that are resilient to unfair rat-
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ings that introduce bias into the RS. Indeed, the lack of suchmechanisms typically

implies compromising the RS itself because the reputation becomes misleading and

it fails to reflect the true performance of the service.

2.1.3.1 Endogenous and Exogenous Discounting of Unfair Ratings

Jøsang and his coauthors [17] divided the approaches for handling unfair ratings

into two categories, endogenous and exogenous. Endogenousapproaches rely on

the assumption that unfair feedback can be identified via itsstatistical properties.

Therefore, endogenous approaches assign low weights or filter out the presumed

unfair ratings. The idea behind endogenous approaches is tocompare the ratings

between themselves. For example, Bayesian RSs relies on themajority of the rat-

ings of a seller to judge whether a new rating is fair or unfair. Therefore a rating is

considered unfair if it is inconsistent with the majority ofthe ratings. The funda-

mental assumption is that unfair raters are the minority among the raters, and thus

those advisors whose opinions deviate from the mainstream opinion are likely to be

unfair.

The exogenous approaches rely on a rather different assumption than the en-

dogenous approaches. The main assumption that they rely on is that the untrust-

worthiness of the inaccurate advisors can be determined viadirect experience of the

entity soliciting advices. The advisors should have a consistent experience about

the service providers that is akin that of the entity soliciting advice. The TRAVOS

model [25] and Yu and Singh’s Weighted Majority Algorithm [26] fall into this

category.

2.1.3.2 Dellarocas’ Approach

Dellarocas [27] used elements from collaborative filteringto determine the nearest

neighbors of an agent that exhibited similar ratings on commonly-rated subjects.

He then applied a cluster filtering algorithm [28] to separate between honest ratings

and dishonest ratings. Thus, the ratings data is separated into two clusters, i.e, the

lower ratings cluster and the higher ratings cluster. Subsequently, the dishonest

ratings were excluded from the reputation computation to eliminate the bias in the

reputation score. It is worth noting that Dellarocas only considered the case of
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unfairly high ratings as those providing dishonest feedback. He did not consider the

case of symmetric unfairly low ratings. Nevertheless, as iswell known RSs may

contain both unfairly positive and unfairly negative ratings.

2.1.3.3 Chen and Singh’s Approach

Chen and Singh proposed a hierarchical RS that resorts to theconcept of collab-

orative filtering for grouping raters according to the ratings they give to the same

objects. The rationale behind proposing a hierarchy is to characterize each rater by

an expertise that varies from one expertise domain to another. Each domain is, in

turn, described by a node in the hierarchy.

A global reputation of a rater is computed as a combination ofhis local repu-

tations in each expertise domain, where the local reputation is computed based on

the similarity of the agent with the ratings provided by other agents. This approach

mainly suffers from two problems. First, the model does not consider the direct ex-

perience of the agent with his advisors, even though that such information is crucial

for determining the trustworthiness of the advisors. Secondly, the model possesses

a heavy computational overhead.

2.1.3.4 TRAVOS Model

TRAVOS [25] is a RS that uses the foundations of Bayesian theory. In TRAVOS,

an agent forms an opinion on the trustworthiness of an advicewhich is based on the

history of the previous pieces of advice he was given. This opinion is characterized

in terms of a Beta distribution.

When an agent aspires to interact with a service provider, hefirst checks whether

he can predict the service provider’s performance based solely on his own direct

experience. If the confidence of the agent in his own experience is high, he relies

solely on his own experience. Otherwise he solicits reportsfrom other advisors who

might have interacted with the service provider. The reportfrom the correspond-

ing advisors are combined together to yield a prediction of the service provider’s

performance, while assigning a low weight to inaccurate advisors. An interesting

functionality in TRAVOS involves adjusting the ratings of the inaccurate advisors,

so that the unfair effect can be mitigated.
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2.1.3.5 Yu and Singh’s Approach

Yu and Singh [26] used a version of the Weighted Majority Algorithm to detect

and reduce the effect of deceptive and inaccurate ratings. The mechanism works by

comparing the result of the actual interaction result with the information provided

by the rater. The main idea of the algorithm in [26] is to assign a weight to every wit-

ness that reflects how credible he is. Before accessing a service the agent requests

the predictions of the individual witnesses concerning theperformance of service.

The witnesses convey their predictions in the form of belieffunctions [26]. After

accessing the service, the agent in question updates the weight of every witness

based on the result of the interaction with the service. These weights are initialized

with a value of unity and this value can be assimilated with the trustworthiness of

the corresponding advisor. Deceptive agents will tend to submit inaccurate predic-

tions, and thus their relative weights will decrease over time. Similarly, the weights

of fair agents will increase over time. An aggregated prediction is computed by the

agent in question as a weighted combination of the witnesses’ predictions.

2.1.3.6 Deviation Test Method

Buchegger and Le Boudec [29] proposed a Bayesian reputationmechanism in which

each node isolates malicious nodes by applying a deviation test methodology. Ac-

cording to the deviation test, each agent accepts second-hand information from

other witnesses if the information does not deviate much from his own experience.

Their approach requires the agent to have enoughdirect experience with the

services so that he can evaluate the trustworthiness of the reports of the witnesses.

While this is a desirable option, unfortunately, in real life, such an assumption does

not always hold, especially when the number of possible services is large.

2.1.3.7 Sen and Sajja’s Approach

Sen and Sajja [30] proposed an algorithm to select a service provider to process

a task by querying other user agents about their ratings of the available service

providers. The main idea motivating their work is to select asubset of agents,

who when queried, provide a minimum probabilistic guarantee that the majority of
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the queried agents provide correct reputation estimates. However, comprehensive

experimental tests show that their approach is prone to the variation of the ratio of

deceptive agents.

2.1.3.8 Iterated Filtering Approach

In [31], Witby and Jøsang presented a Bayesian approach to filter out dishonest

feedback based on an iterated filtering approach. In their approach, the authors

extended the so-called “Beta” RS earlier presented by Jøsang and Ismail [17].

In order to filter out dishonest feedback, the authors used anIterated Filtering

approach to exclude those ratings that are not in the majority.

The reputation of a service provider is expressed as a Beta distribution which is

a probabilistic model to represent the probability of a binary event. In this vein, the

reputation of a service provider is expressed in terms of a Beta distribution of which

parameters are the number of positive ratings supporting a good performance and

the number of negative ratings supporting a low performance, as cumulated from

all witnesses.

The trustworthiness of a seller is then represented by the expected value of the

beta function, which is the most likely probability value that the seller will act hon-

estly in the future if all feedback is honest. In order to eliminate the bias introduced

by the unfair agents, a feedback from a witness is consideredas honest if it falls

between the lower and upper boundaries of the cumulated reputation of the service

provider.

2.1.3.9 Zoran and Aberer’s Appproach

Zoran And Aberer [32] proposed a probabilistic model to assess peer trustworthi-

ness in peer-to-peer networks. In [32], they assumed that a peer can deduce the trust-

worthiness of other peers by comparing its own performance with reports of other

peers about itself. Although such an assumption permits a feedback-evaluating

mechanism, it is based on the fact that peers provide services to one another, thus

permitting every party the right to play the role of a serviceprovider and the service

consumer (a reporting agent).
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2.1.4 Collaborative Filtering Vs. Reputation Systems

The premise of Collaborative Filtering [33] is that the tastes and preferences of users

might vary from one user to another, which consequently leads to differences in rat-

ings. Therefore, the common approach is to find, for a given user, the like-minded

users, based on the commonly-rated services. Similarity between users is often

computed using the Pearson correlation, which correspondsto the conventional co-

sine similarity rule. A major difference between RSs and Collaborative Filtering

is that the former supposes that the difference in ratings isdue to unfair feedback,

while the latter supposes that the difference can be explained by the difference in

the tastes and preferences of the users.

Collaborative Filtering functions best in centralized systems, such as movies

recommendation websites, or for books such as Amazon, wherea huge amount of

data is collected. It is not viable in small social networks,where the user is con-

nected to a few direct friends from which he solicits advice because of the sparsity

data problem [33]. Another inherent problem with Collaborative Filtering involves

the so-calledcold startwhich is what occurs when a user is new to the system and

has not yet rated a sufficient number of items that can reveal his preferences. For an

extensive review about Collaborative Filtering, the reader can refer to [33].

2.2 User Centric Vision In Pervasive Environment

In this subsection, we present some insight into the conceptof Pervasive Computing

pioneered by Mark Weiser, and we stress the importance of treating user’s attention

as a scarce resource in realizing unobtrusive applications.

In his seminal paper [34] titled “The Computer for the 21st Century”, Weiser

coined the term “Ubiquitous Computing” (also referred to asPervasive Comput-

ing) to describe a new wave of computation that seamlessly supports the end user

in the course of his daily activities, while disappearing into the fabric of our lives.

According to Weiser: “The most profound technologies are those that disappear.

They weave themselves into the fabric of everyday life untilthey are indistinguish-

able from it.” According to this vision, the pervasive system should fadeinto the

background, and the user will interact with it in a manner that does not require him
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to give his thoughts or much of his attention. In this sense, the user should focus

on his current tasks instead of tediously spending time interacting with the system.

Pervasive Computing defines a new interaction model betweenthe user and his im-

mediate daily environment.

Pervasive computing was boosted by the development in processing power,

memory, miniaturization of devices, communication and distributed computing [35].

It depicts a picture of the future of computing for the next generation where environ-

ments of our daily-life are saturated with an abundance of devices, services, each of

them possessing significant communication capabilities and computational power.

These devices are connected forming an indistinguishable part of the environment.

The multitude of devices are considered as being enabling technologies. Weiser

[34] stressed the importance of a seamless technology that should create calm, and

that should disappear into the fabric of our lives. Such a calm can be realized if

the massive number of devices and associated computationalpower are enhanced

with so-calledAmbient Intelligence[36]. In fact, the intention is that the computers

should be able to interpret the user’s intentions, anticipate his behavior, while being

silent and permitting him to focus on main tasks. For instance, an intelligent perva-

sive system could automatically switch on the heater in the house during winter as

soon as the user is driving back home from work so that he can find his home warm

and save energy at the same time. Another example is a system that, for a user,

automatically books a hotel that meets his learned preferences, as soon as the user’s

calendar plans a business trip abroad. Such an adaptive behavior can be achieved

by learning and observing the user’s behavior or through precompiled forms.

Pervasive Computing stresses the importance of the conceptof I-centricity, i.e,

that of putting the user in the middle of the computation. Today, we are operating

within the era of Computer-centric paradigm, and are movingtowards the I-centric

paradigm. Pervasive computing is all about putting the user, rather than a particular

computing device, in the center of the computing activities.

According to the I-centric paradigm proposed by Wireless World Research Fo-

rum (WWRF), the service provision should be tailored to the actual needs of the

user [3]. The I-centric vision promotes personalization, ambient awareness and

adaptability as the core requirements of future services.
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In the context of service provisioning, since September 2001, the WWRF has

mobilized a significant effort in order to carry out the vision of I-centric commu-

nication. According to the WWWRF’s vision, ambient services should be able to

adapt to the needs of the user, so that the user is the center, instead of rigid and

inflexible services that “are unaware of actual customer needs or situations”. From

this perspective, the WWRF presents visions for building services based on ana-

lyzing the user’s needs. The system acts on behalf of the user, and autonomously

reasons about his needs and interprets his intentions. Pervasive Computing environ-

ments have to recognize opportunities and take the initiative of notifying the user

if there is a belief that an ambient service is relevant in theuser’s current situation.

Environment monitoring and event notification are therefore essential elements. For

example, instead of the user having to manually figure out which services are avail-

able when he moves across different domains, the system can make autonomous

decisions, thus relieving him of the burden of “manual” service selection. Another

example of this is the multimodal adapting of content while driving, such as the

automatic reading of received SMS messages.

As Garlan writes: “Increasingly, the bottleneck in computing is not its disk ca-

pacity, processor speed, or communication bandwidth, but rather the limited re-

source of human attention” [1]. Filtering out irrelevant information has been a focal

concern in Pervasive Computing. The main issue has been to reduce the cognitive

load on the user when it comes to selecting services.

It is worth noting that Pervasive Computing is a multidisciplinary research arena

that can benefit from a panoply of areas, including: Mobile Computing, Artificial

Intelligence, Machine Learning, Communication Network, Social Science, Human

Machine Interfaces, etc.

2.2.1 User’s Attention as a Precious Resource

According to Garlan [1], the most precious resource in a computer system is no

longer its processor, memory, disk, or network, but rather human attention. Ac-

cording to Moore’s Law, processing capacity doubles almostevery two years. As

opposed to this, our attention does not follow Moore’s Law. Human attention seems

to be a bottleneck in this new era of computing.
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In fact, the vision of Pervasive Computing envisages an explosion of resources,

information and services that fall outside the boundary of the capacity of the user’s

attention. It is rational to say that today’s computers distract the user, and they can

easily be an overwhelming source of interruption and distraction. For example, how

can a user find an interesting restaurant from an enormous number of candidates?

The user needs to be supported in order to deal with the overwhelming quantity

of information and services latent in his ambient PervasiveEnvironment. Informa-

tion overload is to be avoided by means of the design of unobtrusive applications

able to operate in pervasive environments. The overload puts stringent constraints

of the system to present to the user only information that is needed and useful in his

current context. Pervasive systems should also reduce interruptions to the human

attention in case of proactive applications. The user have limited attention, therefore

he should not have to give it to things that do not matter! Simon [2], expresses along

the line of Garlan, “What information consumes is rather obvious: it consumes the

attention of its recipients. Hence a wealth of information creates a poverty of atten-

tion, and a need to allocate that attention efficiently amongthe overabundance of

information sources that might consume it”.

A whole body of research has been devoted to designing distraction-free appli-

cations and to the area of preserving the user’s attention inhuman-computer inter-

actions.

In [37], cost and utility were considered in order to decide whether issuing a

notification was beneficial. The cost of the notification was measured in terms of

the perceived distraction of the user’s current particularactivity, and was compared

to the utility. The latter, in turn, depends on the content ofthe message. This frame-

work permits the system to compute the optimal timing for issuing the notification.

The conclusion of the study was that the acceptability of non-urgent messages can

be improved by taking into account the user’s mental activity load at the time of

notification.

In [38], the authors considered the user’s acceptability ofautomatic notifications

in a home environment. They differentiated between urgent messages that had to be

delivered to the end user as soon as possible, and non-urgentmessages that could be

differed and postponed until the importance of the message had increased beyond a
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certain threshold.

A significant amount of research has been put into estimatingthe cost of inter-

rupting the user. Some researchers express the cost of interruptions and notifications

in terms of task performance. For example, traditional mobile devices available in

the market issue a low battery warning sound whenever the battery is drained so

that the user is alerted to charge it. Nevertheless, such warnings do not take into

account the context of the user. For instance, the warning might result in annoy-

ing disturbance when the user is sleeping in the night. Thus,taking into account

the user’s situation is crucial in this context. For instance, Horvitzet al. from Mi-

crosoft [39] formulated notification issuing as a decision making problem under

uncertainty, and resorted to inference using Bayesian Networks to reason about the

user’s attention. In their framework, the notification manager is an intelligent deci-

sion making engine that issues messages if the benefit of alerting the user exceeds

the expected cost expressed in terms of disruption. Their probabilistic attentional

model also permits the system to reason not only about the most appropriate time of

notification but also about the modality and the best device to employ for alerting.

The model integrates diverse sources of information as inputs, namely, sensor data

that infers the attention level of the user, the user’s location and situation, and it uses

a module called “Context Server” to achieve this. From this perspective, the Con-

text Server is responsible for gathering and analyzing datacoming from the user’s

Microsfot Outlook calendar, infer the user’s current activity, and invoke a Bayesian

head tracking mechanism to get a clue about the user’s attention level.

Another work along the same direction is reported in [40]. Inthis work, the

authors employed data mining techniques to mine the user’s primary activities and

decide on the convenient time for interrupting the user by means of of a notifica-

tion. In [41], the authors considered the availability of the user to deduce the call

distraction.

In order to reduce the information load due to notifying the user about the re-

ception of a new incoming e-mail, the results of [42] resort to assigning priorities

to incoming e-mails. There are mainly two ways by which the priorities of received

e-mail can be inferred: The first method is to learn theses priorities via a training

phase, where the classifier is trained using some sample data. The second method
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is to infer the priorities by observing the user’s interaction with the e-mail browser.

The study in [43] concluded that messages that are deliveredduring activity

transitions are less distractive than those in the middle ofthe activities. The author

of [43] claims that in an ubiquitous environment many heterogenous devices are

competing for the user attentions. Thus, the vision of Ubiquitous Computing can

result in disruption and information overload if countermeasures are not taken. To

solve this, they used accelerometers to detect when the user’s activities switched

through postural and ambulatory activity transitions. Thus, the messages are deliv-

ered to the user during these inferred transitions, which was experimentally shown

to augment the acceptability of the interruptions comparedto the case where the

message are delivered during other instants. The authors therefore suggested the

development of similar systems that would postpone messagedelivery to instants

of activity transitions.

2.2.2 Context Aware Service Provisioning

A fundamental element of personalization is context awareness. In this regard,

“Context” includes any information that can be used to characterize the situation

of a mobile user requesting a service. It could include numerous pieces of infor-

mation such as the user’s location (where), the time of presence (when), his current

activity, his “mood” etc. The description of the concept of the “context” follows the

pioneering works of [44, 45]. Indeed, Schmidtet al. [45] define context as: “knowl-

edge about the user’s and IT device’s state, including surroundings, situation, and

to a less extent, location”. Dey, on the other hand, [44] defines context as: “any

information that can be used to characterize the situation of an entity. An entity is a

person, place, or object that is considered relevant to the interaction between a user

and an application, including the user and applications themselves”. The author of

[44] identifies three main streams of information to characterize context: spatial

information such as location, speed, direction, physiological information such as

heart rate, and environmental information such as noise andlight level.

The user’s location is the most-used contextual data in today’s ambient aware

applications. The context-aware application should be able to respond to different

situations and to adapt to them. For example, as the user moves, the quality of
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streaming a video may degrade, and a context-aware system should be able to make

an autonomous decision so as to maintain the quality of experience and to avoid

the user from the burden of interruption. For example, the system might switch to

another network that provides better quality or might provide the user with a lower

fidelity of the quality of the video. In addition, context awareness facilitates trigging

the execution of useful services or the issuing of relevant notifications in a proactive

manner. Distractions pose even more of a problem in mobile environments than in

desktop environments because mobile users must often continue walking, driving,

or taking part in other real-world interactions [46].

In this vein, Smailagic and Siewiorek [46] write: “A ubiquitous computing envi-

ronment that minimizes distraction should therefore include a context-aware system

able to read its users state and surroundings and modify its behavior on the ba-

sis of this information. The system can also act as a proactive assistant by linking

information such as location and schedule derived from manycontexts, making de-

cisions, and anticipating users needs. Mobile computers that can exploit contextual

information will significantly reduce demands on human attention”.

In pervasive computing, the environment is endowed with a multitude of sensors

and computing entities that are able to sense the user’s environment, analyze the

stream of signals, and infer the activity and situation of the user. Understanding the

user’s context, helps the pervasive applications to adapt their behavior according to

the situation of the user, enabling the invisibility of the pervasive system.

Inferring high-level context, such as the user’s current activity, from low-level

context data (for example, from sensor data) has been an active field of research.

In order to infer context, usually, diverse pieces of information have to be acquired

from distributed devices. The complexity of gathering and interpreting the con-

textual data is hidden from the applications and services. In this vein, it is worth

noting that there are many pieces of middleware available inthe marketplace, such

as Contory, that can achieve the latter task. For a review of such context-aware

middleware, we refer the reader to [47].
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2.2.2.1 Context Aware Recommendations

Traditional Recommender System rely solely on the user’s profile and the meta-

description of the services to perform matchmaking and to present the user with the

list of relevant services. As the recommendation process goes mobile, the user’s

traditional recommendation is no longer associated with his desktop. A number

of research studies have been interested in providing context-aware service recom-

mendations for mobile users. The most-used piece of contextual information used

so far is the user’s location, around which it articulates a class of context-aware

services called Location Base Services (LBS). However, LBSrely mainly on the

user’location, and do not encompass more context clues intothe services recom-

mendation process.

Context awareness permits the system to reason about the user’s current tasks,

and to infer his needs in a personalized fashion. The shortcoming of these studies is

that they merely rely on the user’s context combined with astatically-defined user’s

profile, in order to personalize the service recommendation. Examples of these

techniques are various nomadic context-aware applications such as tourist guide

applications [4] and mobile marketing and advertising applications [5].

A recent trend in devising context-aware applications is tointegrate more con-

textual information, such as time and the companion, etc. This leads to an important

general remark: We should emphasize that, in general, a user’s interests arecontext-

dependent. For example, recommendations about restaurants might be of interest to

a certain user during weekends, when he is both close to the restaurant in question,

and when he is not busy. Also, data related to tourist attractions can be of use in

the context of tourism. Such contexts can be inferred from the fact that the user

is on holidays (for example, from the user’s calendar) and traveling. Therefore, a

viable approach is to provide the user with the ability to specify that certain kinds

of services (those of interest) are active in a particular context. The idea is relatively

novel and has been recently applied in theDynamosframework [7] where a user

is permitted to specify several types of activities and their associated status, and to

associate multiple interests to each of them.

The essence of this idea has also been utilized in theMobilife project, where the

user has different context-dependent sub-profiles [48]. IntheMobilife project [48],
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a user’s profile can be separated into different sections that include personalized

information relevant to different applications. The appropriate sub-profiles are then

activated as a result of the changes to the context. By modeling these issues in this

manner, the profile and context information are treated as meta-data that describe

the user’s specific instance.

The work reported in [10] presented a system that recommendsvendors’ web

pages by measuring the similarity between the user’s profileand the vendor’s web

page when the user is in the vicinity of the vendor (seller). The user’s profile is con-

structed through mining the history of his web log. Another example of a mobility-

aware application is thePLIGRIM system which makes use of the user’s location to

recommend relevant web links [11]. In the same vein, theSMMARTframework dy-

namically locates products that match the shopping preferences of the mobile user

[5]. Another example is theMycampus[12] product, which is a system developed

and implemented by Carnegie Mellon University.Mycampusoffers several differ-

ent types of services including context-aware recommenderservices, context-aware

message filtering services, context-aware reminder services, collaboration applica-

tions, and community applications. For example, apart fromthe system being able

to recommend nearby services such as restaurants or movies,it can remind users

about things they need to purchase when they are close to a store. Mycampuscan

also send messages to the user when he is not busy.

We argue that relevant contextual information is truly pertinent and crucial in

Recommender Systems and that it is important to take this information into account

when providing recommendations.

2.2.3 Hybrid Service Provisioning System

The term Hybrid Service Provisioning System was coined in [7] to describe a ser-

vice provisioning system which combines multiple aspects in order to recommend

relevant services to the user. Theses aspects include:

• Context awareness: This takes into account the situation ofthe user by ana-

lyzing the different pieces of context information.

• Reputation Systems or Collaborative Filtering: A substantial amount of re-
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search has already been performed in the area of RecommenderSystems,

most existing approaches focus on recommending the most relevant items to

users without taking into account any contextual information, such as time,

location etc. Examples include applications that recommend interesting doc-

uments or interesting news to a user based only on his profile,and an online

website that learns a user’s video preferences so as to recommend to him

videos similar to the ones he likes.

A Hybrid Recommender System for mobile devices goes beyond the issues re-

lated to context; rather it integrates other “dimensions”,such as reputation, to ren-

der the recommendation more tailored to the user. Hybrid Recommender Systems

leverage advantages from traditional recommenders, namely taking the benefits of

RSs and Collaborative Filtering that are designed to work for desktop environments,

and those of Context Aware applications that take into account the mobility of the

user and his current situation and surrounding environment, so as to recommend

services in a real time manner.

A pertinent study that falls in the class of Hybrid Recommender Systems is the

Dynamosproject [7]. TheDynamosapproach is an example of a context-aware

mobile application that can be used for recommending relevant services to the user.

In [7], the authors designed a Hybrid Recommender System fornotifying users

about relevant services in a context-aware manner. The model is based on a peer-

to-peer social functionality model, where the users can generate contextual notes

and ratings, and attach them to services, or to the environments. They are also

permitted to share these with their peers. The attached notes to the environment

are delivered to other users whenever they are in the geographical vicinity of the

entities associated with the notes. This research, however, assumed that the user was

expected to explicitly describe his preferences by manually entering them. In this

sense, the profile is defined by the user by explicitly specifying types of activities,

and by associating multiple interests to them. Such an approach can be considered

to be of a more “primitive” sort – it is not viable in pervasiveenvironments where

preferences change over time.

A concept akin to Hybrid Recommender System, is referred to as Mobile Mul-

tidimensional Recommender Systems [49]. The work reportedin [49] provides a
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Recommender System incorporating contextual information. Their model is mul-

tidimensional recommendation model that makes recommendations based on multi-

ple dimensions and, therefore, extends the classical two-dimensional<Users, Items>

paradigm. An important research question involves determining how one can esti-

mate unknown ratings in such multidimensional recommendation space.

An example to illustrate this concept is a smart shopping application, designed

in [49], where the authors bridged the advances in Collaborative Filtering algo-

rithms and contextual information (such as time, location within the store etc.) in

order to recommend products in a real-time manner to the customer during his shop-

ping experience. For example, a movie Recommender System would take into ac-

count the preferences deduced from the history of the moviesrated by the user, as

well as whether his companions (the companion of the user is apiece of the contex-

tual information) are his parents or his friends in order to recommend a movie for

the weekend.

The need of such pervasively intelligent recommendations is even more per-

tinent in the case of proactive Recommender Systems, where the information is

pushed to the user causing interruptions. In this case, there is a benefit in having

such a system where the reputation is taken into account so asto further reduce the

cognitive load, and the distraction and irritability that can be caused by the risk of

spamming.

A number of studies have been performed to design Hybrid Recommender Sys-

tems. A pioneering recent work was reported by Hossainet al. [6]. In this work,

the authors proposed a gain-based media selection mechanism. In this regard, the

gains obtained by ambient media services were estimated by combining the media’s

reputation, the user’s context and the user’s profile. As a result of such a modeling

process, the service selection problem was formulated as a gain maximization prob-

lem. Thereafter, a combination of a dynamic and a greedy approach was used to

solve the service selection problem. The authors of [6] did not present mechanisms

to compute the reputation of the media services, thus, in effect, assuming that it is

merely static. We argue that this assumption is not always valid, and that it is of

paramount importance that the system tracks the variationsin the reputation of the

services since they, almost certainly, change over time.
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In the results reported in [50], the authors presented a media content recommen-

dation framework for smart phones that handles multiple dimensions, namely user’s

preferences, situation context and capability of the device in order to recommend

media content to the user. The output of the recommendation is, interestingly, mul-

tidimensional such as format, frame rate, frame size, score, quality-of-service di-

mensions. A content-based approach was used to evaluate wether the user liked the

media item or not in general. First, they used the content-based approach to measure

the similarity between a media item and the preference of theuser. The second step

was to evaluate whether the media item was relevant in the user’s current context.

In order to perform the latter task, they adopted the Nave Bayes classifier approach

to evaluate media items against the situation context whilea rule-based approach

was used to evaluate media items against the capability of the terminal. The items

with the highest score were chosen to be presented to the user.

TheDaidalosproject [13] is an example of Hybrid Recommender System. The

system is intended to operate“everywhere”, and to provide access to services “any-

time”. This means that the “users will constantly be exposed to services through

different network-enabled channels. In such a world, service providers will be con-

cerned mainly with getting users attention, and network providers will be concerned

mainly with increased network use. Pervasive computing inDaidalosaddresses an

important piece of this puzzle supporting ordinary users.Daidalospresents a plat-

form for personalized service delivery in pervasive environment” [13]. The plat-

form is composed of two layers which are tightly connected namely, the Service

and Identity management layer, and the user experience management layer. The

service and identity management is responsible for servicediscovery and composi-

tion as well as for the privacy-aware service access via the use of virtual identities,

so as to protect the user’s identity from being revealed to the service provider. The

layer also performs a ranking of the discovered services as per the main parameters

which are the context and the user’s preferences. The choiceof the service can be

made by the user from the ranked list, or, in turn theDaidalossystem can itself

choose, for the user, the service possessing the highest ranking score. The user ex-

perience management layer includes two main components which are the Context

management component and the Learning management component. The Context
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component is responsible for collecting contextual information. In fact, it collects

raw contextual data and delivers inferred high level contextual data to the services

and the applications requesting it. The second functionality involves maintaining

an updated user profile through learning from the history of the interactions of the

user with the services.

In the same vein, Moon Heeet al. [51], provided music recommendation con-

sidering the change of context as inferred from a combination of a fuzzy system,

Bayesian networks, and utility theory.

2.2.4 Novelty of Information in Unobtrusive Applications

In this section, we will survey the state-of-the-art that relates to preserving user’s at-

tention while he is appraised of novel information. It is known that, we, as humans

are interested in novel information that conveys new knowledge, and are simultane-

ously stressed and irritated by repetitive information.

Designing unobtrusive applications that are based on the concept of information

novelty is an emerging research topic in information retrieval system and notifica-

tion engines. Further, detecting novelty of information isa new frontier direction of

research that, to the best of our knowledge, has not gained a significant amount of

attention in the research community.

In the area of information retrieval systems, most of the legacy work relies solely

on the user’s profile in order to recommend services or information that match it to

thus avoid overload of information. Few research studies take into account whether

the information presented to the user as a result of the recommendation process is

redundant. Since attention is an important resource, clearly, redundancy of infor-

mation should be avoided.

The idea which we pursue is to not present the same information to the user

unless the information entails novelty. The essence of thisidea can be applied to

information retrieval systems, such as document recommendation. The question

is whether the content is similar to that possessed by previously observed docu-

ments. A whole body of research in document retrieval that incorporates the notion

of novelty in text documents, for instance the work reportedin [52] has employed

detecting novelty in text documents for recommending novelblogs.
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The research that is most closely related to novelty or redundancy detection

in adaptive information filtering is perhaps the “First Story Detection” (FSD) task

found in the research associated with Topic Detection and Tracking (TDT) [53].

A TDT system monitors a stream of chronologically-ordered documents, usually

news stories. The FSD task is defined as detecting the first story that discusses a

previously unknown event, where an event is defined as something that happens at

some specific time and place. Online clustering approaches have been a common

solution to the FSD task [54, 55, 56]. New stories are compared to clusters of

stories about previously-known events. If the new story matches an existing cluster,

it, supposedly, describes a known event; otherwise, it describes a new event.

One such system that includes traditional document filtering (for relevance) as

well as a second stage novelty/redundancy detection is reported in [57]. Besides,

novelty detection has previously been performed on text documents [58, 59] as well

as to detect novel blog documents [52].Newsjunkie[60] examines detecting novel

information in a stream of news items dealing with the same story. Newsjunkie

monitors a stream of news articles evolving over time on a common story, with

the goal of highlighting truly informative updates, and of filtering out a large mass

of articles that largely “relay more of the same”. The authors of [60] used, for

this purpose, a sliding window covering a number of preceding articles to estimate

the novelty of the current one. Estimating distances between articles and those

processed within preceding window of fixed-length, facilitates the comparison of

scores.

In their paper on the nature of novelty detection, the authors [61] state that nov-

elty detection proved helpful in personalized informationfiltering and that it was

potentially helpful for other tasks that could return redundancies to the users. Sup-

pressing repetitive notifications in the case of proactive-based applications based

on Publish/Subscribe has been recognized to be a significantfunctionality. Among

the few studies that dealt with this issue, we cite the work reported in [62] where

the authors present a state persistence Publish/Subcrsribe model. In state-persistent

models, notifications are delivered to the end-user only upon state transitions where

the latter occurs only when a subject enters a given geographical region or leaves it.

As opposed to this, stateless models create redundant notifications.
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2.2.5 Learning Preferences

The problem of estimating the user’s preferences is becoming increasingly essential

for personalized applications which range from service recommender systems to

the targeted advertising of services.

Utilizing the power of the Internet to affect marketing, business and politicsvia

strategies applicable for social networking, is becoming increasingly important, es-

pecially in a user-driven universe. Over the last few years,the issue of maintaining

users’ profiles has become more crucial for designing and streamlining personal-

ized applications ranging from service recommender systems to the advertising of

targeted services.

Mastering and optimally utilizing the knowledge about a user’s interests has led

to promising applications in filtering and recommending documents [63], multi-

media [6] and TV programs [8], based on their respective contents. For instance,

a comprehensive study for personalized service provisioning was performed by

Naudetet al. from Bell Labs [8], where the authors designed an application for

filtering the TV content provided to users’ mobile devices based on their learned

profiles. The application is based on the use of ontologies tocapture content de-

scriptions as well as the users’ interests. The latter interests are, in turn, mined using

a dedicated profiling engine presented in [9], which leveraged Machine Learning

(ML) techniques for user profiling. The work reported in [10]presented a “prod-

uct” that recommends vendors’ web pages by measuring the similarity between the

user’s profile and the vendor’s web page when the user is in thevicinity of the ven-

dor (seller). The user’s profile is constructed through mining the history of his web

log. Another example that falls in the class of mobility-aware applications is the

PLIGRIM system, which makes use of the user’s location to recommend relevant

web links [11]. In the same vein, theSMMARTframework dynamically locates

products that match the shopping preferences of a mobile user [5].

Usually, constructing a user’s profile involves applying estimation techniques

to leverage the knowledge about his interests, which, in turn, is gleaned from the

history of the services that he utilizes [6, 64]. A number of previous studies [65]

have shown that a user’s interests are not constant over time, and consequently,

paradigms which are to be promising, should take into account the drift of these
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interests. The time varying nature of the distribution of the user’s interests renders

the problem of estimating them both difficult and non-trivial.

Thus, unlike traditional estimation problems where the underlying target distri-

bution is stationary, estimating a user’s interests, typically, involves non-stationary

distributions. The consequent time varying nature of the distribution to be tracked

imposes stringent constraints on the “unlearning” capabilities of the estimator used.

Therefore, resorting to strong estimators that converge with probability 1 is ineffi-

cient since they rely on the assumption that the distribution of the user’s preferences

is stationary.

Tracking the dynamics of a user’s interests is akin to a well-known problem in

statisticalPattern Recognition(PR), namely that of estimating non-stationary distri-

butions. Traditionally available methods that cope with non-stationary distributions

resort to the so-calledsliding windowapproach, which is a limited-time variant of

the well-known Maximum Likelihood Estimation (MLE) scheme. The latter model

is useful for discounting stale data in a stream of observations. Data samples arrive

continually and only the most recent observations are used to compute the current

estimates. Any data occurring outside the current window isforgotten and replaced

by the new data. The problem with using sliding windows is thefollowing: If the

time window is too small the corresponding estimates tend tobe poor. As opposed

to this, if the time window is too large, the estimates prior to the change of the pa-

rameter have too much influence on the new estimates. Moreover, the observations

during the entire window width must be maintained and updated during the process

of estimation.

In earlier works [66, 67, 65], Koychevet al. introduced the concept of Gradual

Forgetting (GF). The GF process relies on assigning weightsthat decrease over time

to the observations. In this sense, the GF approach assigns most weight to the more

recent observations, and a lower weight to the more-distantobservations. Hence,

the influence of old observations (on the running estimates)decreases with time. It

was shown in [65] that GF can be an enhancement to the sliding window paradigm.

In this sense, observations within each sliding window are weighted using a GF

function.

Recently, Oommen and Rueda [14] proposed a strategy by whichthe parameters
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of a binomial/multinomial distribution can be estimated when the underlying dis-

tribution is non-stationary. The method is referred to as Stochastic Learning Weak

Estimation (SLWE), and is based on the principles of stochastic Learning Automata

(LA) [68, 69]. The SLWE has found successful applications inmany real-life prob-

lems that involve estimating distributions in non-stationary environments such as in

adaptive encoding [70], route selection in mobile ad-hoc networks [71], and topic

detection and tracking in multilingual online discussions[72]. Motivated by these

successful applications of the SLWE in various areas, in thecourse of this study,

we consider employing the SLWE for solving the intriguing problem of tracking

user’s interests. One objective of the work (described later) is to present a person-

alizedLearning Preferences Manager, which will involve themodus operandusfor

capturing user’s preferences. The latter will be able to cope with changes brought

about by variations in the distribution of the user’s interests, which will be where

the SLWE plays a prominent part.

The core function of a personalizedLearning Preferences Manageris to update

the user’s profile in a dynamic and incremental way. This is done so that the Learn-

ing Preferences Manager can closely follow the real-time evolution of the user’s

interests. In fact, user’s interests are in general not constant over time, and therefore

it is imperative that the system takes the profile’s drift into account. In this sense,

whenever one attempts to represent the user’scurrent interests, the most recent ob-

servations are more reliable than older ones. From a more general perspective, the

task of learning the drifts in the user’s interests corresponds to the problem of learn-

ing evolving concepts [73]. There are several studies that have dealt with the task

of learning a user’s interests. These include the use of a sliding window [74], aging

examples [75], and a Gradual Forgetting (GF) function [66, 67, 65]. However, of all

these, a sliding window approach is the most popular one. It consists of learning the

description of the user’s interests from the most recent observations, and thereafter,

of discarding the observations that fall outside the window.

A substantial shortcoming of the sliding window approach isthe choice of the

window size. In [74], the authors adopted a fixed-size time window in order to learn

a user’s scheduling preferences. They empirically determined that a window size of

180 was a proper choice for their particular scheduling application. The GF, on the
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other hand, relies on assigning weights to the observationsthat decrease over time.

Hence, the influence of older observations on the running estimates, decreases with

time. The authors of [65] suggested a linearly-decreasing function,w = f (t), for

decaying the relative weights of the GF as follows:

wi =
−2k
n−1

(i −1)+1+k, (4)

wherei denotes a counter of observations starting from the most recent one,n is

the number of observations,k ∈ [0,1] is a parameter that represents the percentage

by which the weight of any subsequent observation is decreased, and consequently

the percentage by which the weight of the most recent one, in comparison to the

average, is increased. Thusk is a parameter that controls the slope of the forgetting

function.

In order to achieve a synergy between the two approaches, namely GF and slid-

ing window, Koychev in [65], proposed to apply the GFwithin each sliding window.

Thus, in this case, the parametern (i.e., the length of the observation sequence) in

Equation (4) was set to be equal toL, whereL denotes the length of the window.

Apart from the sliding window and GF schemes, other approaches, which also

deal withchange detection, have also emerged. In general, there are two major

competitive sequential change-point detection algorithms: Page’s cumulative sum

(CUSUM) [76] detection procedure and the Shiryaev−Roberts−Pollak detection

procedure. In [77], Shiryayev used a Bayesian approach to detect changes in the

parameters distribution, where the change points were assumed to obey a geometric

distribution. CUMSUM is motivated by a maximum likelihood ratio test for the hy-

potheses that a change occurred. Both approaches utilize the log-likelihood ratio for

the hypotheses that the change occurred at the point, and that there is no change. In-

herent limitations of CUMSUM and the Shiryaev−Roberts−Pollak approaches for

on-line implementation are their demanding computationaland memory require-

ments. In contrast to the CUMSU and the Shiryaev−Roberts−Pollak, the SLWE

avoids the intensive computations of ratios, and do not invoke hypothesis testing.

A particularly interesting recent study for learning user’s interests in ambient

media services (and in, consequently, locating relevant services) was reported in
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[64]. Hossainet al. devised the so-called Ambient Media Score Update method,

which we shall refer to as SU for the rest of the thesis. The SU method was used to

learn a user’s changing interests [6, 64] by recording the so-called “scores”, which

represented his/her affinity of interests. In order to follow closely the evolution

of the scores, the authors of [64] refined their proposed updating method defined

earlier in [6] and updated the scores of the services at everytime instant whenever

the service was used. This was done instead of performing updates in a batch mode

[6].

2.3 Learning Automata

The fundamental tool which we shall use in most of our research involves Learning

Automata. Learning Automata2 (LA) have been used in systems that have incom-

plete knowledge about the Environment in which they operate[79, 80, 81, 68, 82,

83, 84]. The learning mechanism attempts to learn from astochastic Teacherwhich

models the Environment. In his pioneering work, Tsetlin [85] attempted to use LA

to model biological learning. In general, a random action isselected based on a

probability vector, and these action probabilities are updated based on the observa-

tion of the Environment’s response, after which the procedure is repeated.

The term “Learning Automata” was first publicized and rendered popular in the

survey paper by Narendra and Thathachar. The goal of LA is to “determine the opti-

mal action out of a set of allowable actions” [79]. The distinguishing characteristic

of automata-based learning is that the search for the optimizing parameter vector is

conducted in the space of probability distributions definedover the parameter space,

rather than in the parameter space itself [86].

With regard to applications, the entire field of LA and stochastic learning has

had a myriad of applications [80, 81, 68, 83, 84], which (apart from the many

applications listed in these books) include solutions for problems in network and

communications [87, 88, 89, 90], network call admission, traffic control, quality of

2A part of the review on LA included here is incorporated from asection of a preliminary version
of a paper [78] published in this thesis, although the final published version did not include it for
space consideration. The paper [78] was co-authored with Dr. Granmo and Dr. Oommen, where the
LA review section in that paper is due to Dr. Oommen.
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service routing, [91, 92, 93], distributed scheduling [94], training hidden Markov

models [95], neural network adaptation [96], intelligent vehicle control [97], and

even fairly theoretical problems such as graph partitioning [98]. Besides these fairly

generic applications, with a little insight, LA can be used to assist in solving (by,

indeed, learning the associated parameters) the stochastic resonance problem [99],

the stochastic sampling problem in computer graphics [100], the problem of de-

termining roads in aerial images by using geometric-stochastic models [101], and

various location problems [102]. Similar learning solutions can also be used to

analyze the stochastic properties of the random waypoint mobility model in wire-

less communication networks [103], to achieve spatial point pattern analysis codes

for GISs [104], to digitally simulate wind field velocities [105], to interrogate the

experimental measurements of global dynamics in magneto-mechanical oscillators

[106], and to analyze spatial point patterns [107]. LA-based schemes have already

been utilized to learn the best parameters for neural networks [96], optimizing QoS

routing [93], and bus arbitration [88] – to mention a few other applications.

In the field of Automata Theory, an automaton [80, 81, 68, 83, 84] is defined

as a quintuple composed of a set of states, a set of outputs or actions, an input, a

function that maps the current state and input to the next state, and a function that

maps a current state (and input) into the current output.

Definition 1: A LA is defined by a quintuple〈A,B,Q,F(., .),G(.)〉, where:

1. A= {α1,α2, . . . ,αr} is the set of outputs or actions that the LA must choose

from, andα(t) is the action chosen by the automaton at any instantt.

2. B= {β1,β2, . . . ,βm} is the set of inputs to the automaton.β (t) is the input at

any instantt. The setB can be finite or infinite. The most common LA input

is B= {0,1}, whereβ = 0 represents reward, andβ = 1 represents penalty.

3. Q= {q1,q2, . . . ,qs} is the set of finite states, whereQ(t) denotes the state of

the automaton at any instantt.

4. F(., .) : Q×B 7→ Q is a mapping in terms of the state and input at the instant

t, such that,q(t + 1) = F [q(t),β (t)]. It is called atransition function, i.e.,
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a function that determines the state of the automaton at any subsequent time

instantt +1. This mapping can either be deterministic or stochastic.

5. G(.): is a mappingG : Q 7→A, and is called theoutput function. G determines

the action taken by the automaton if it is in a given state as:α(t) = G[q(t)].

With no loss of generality,G is deterministic.

If the setsQ, B andA are all finite, the automaton is said befinite.

The Environment,E, typically, refers to the medium in which the automaton

functions. The Environment possesses all the external factors that affect the actions

of the automaton. Mathematically, an Environment can be abstracted by a triple

〈A,C,B〉. A, C, andB are defined as follows:

1. A= {α1,α2, . . . ,αr} is the set of actions.

2. B = {β1,β2, . . . ,βm} is the is the output set of the Environment. Again, we

consider the case whenm= 2, i.e., withβ = 0 representing a “Reward”, and

β = 1 representing a “Penalty”.

3. C = {c1,c2, . . . ,cr} is a set of penalty probabilities, where elementci ∈ C

corresponds to an input actionαi .

The process of learning is based on a learning loop involvingthe two entities:

the Random Environment (RE), and the LA, as described in Figure 2.3. In the pro-

cess of learning, the LA continuously interacts with the Environment to process

responses to its various actions (i.e., its choices). Finally, through sufficient inter-

actions, the LA attempts to learn the optimal action offeredby the RE. The actual

process of learning is represented as a set of interactions between the RE and the

LA.

The automaton is offered a set of actions, and it is constrained to choose one of

them. When an action is chosen, the Environment gives out a responseβ (t) at a time

“t”. The automaton is either penalized or rewarded with an unknown probabilityci

or 1−ci , respectively. On the basis of the responseβ (t), the state of the automaton

φ(t) is updated and a new action is chosen at (t+1). The penalty probability ci

satisfies:

ci = Pr[β (t) = 1|α(t) = αi] (i = 1,2, . . . ,R).
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Figure 2.3: Feedback Loop of LA.

We now provide a few important definitions used in the field.P(t) is referred

to as the action probability vector, where,P(t) = [p1(t), p2(t), . . . , pr(t)]T, in which

each element of the vector.

pi(t) = Pr[α(t) = αi ], i = 1, . . . , r, such that
r

∑
i=1

pi(t) = 1 ∀t. (5)

Given an action probability vector,P(t) at timet, theaverage penaltyis:

M(t) = E[β (t)|P(t)] = Pr[β (t) = 1|P(t)]

=
r

∑
i=1

Pr[β (t) = 1|α(t) = αi ] Pr[α(t) = αi ] (6)

=
r

∑
i=1

ci pi(t).

The average penalty for the “pure-chance” automaton is given by:

M0 =
1
r

r

∑
i=1

ci . (7)

As t 7→ ∞, if the average penaltyM(t)< M0, at least asymptotically, the automaton

is generally considered to be better than the pure-chance automaton. E[M(t)] is

given by:

E[M(t)] = E{E[β (t)|P(t)]}= E[β (t)]. (8)

A LA that performs better than by pure-chance is said to beexpedient.
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Definition 2: A LA is consideredexpedientif:

limt 7→∞E[M(t)]< M0.

Definition 3: A LA is said to beabsolutely expedientif E[M(t +1)|P(t)]< M(t),

implying thatE[M(t+1)]< E[M(t)].

Definition 4: A LA is consideredoptimalif lim t 7→∞E[M(t)] = cl ,wherecl =mini{ci}.

It should be noted that no optimal LA exist. Marginally sub-optimal performance,

also termed above asε-optimal performance, is what LA researchers attempt to

attain.Definition 5: A LA is consideredε-optimal if:

limn7→∞E[M(t)]< cl + ε, (9)

whereε > 0, and can be arbitrarily small, by a suitable choice of some parameter

of the LA.

2.3.1 Classification of Learning Automata

2.3.1.1 Deterministic Learning Automata

An automaton is termed as adeterministic automaton, if both the transition func-

tion F(., .) and the output functionG(.) are deterministic. Thus, in a deterministic

automaton, the subsequent state and action can be uniquely specified, provided the

present state and input are given.

2.3.1.2 Stochastic Learning Automata

If, however, either the transition functionF(., .), or the output functionG(.) are

stochastic, the automaton is termed to be astochastic automaton. In such an au-

tomaton, if the current state and input are specified, the subsequent states and ac-

tions cannot be specified uniquely. In such a case,F(., .) only provides the proba-

bilities of reaching the various states from a given state.
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In the first LA designs, the transition and the output functions were time in-

variant, and for this reason these LA were considered “FixedStructure Stochastic

Automata” (FSSA). Tsetlin, Krylov, and Krinsky [85] presented notable examples

of this type of automata.

Later, Vorontsova and Varshavskii introduced a class of stochastic automata

known in the literature as Variable Structure Stochastic Automata (VSSA). In the

definition of a VSSA, the LA is completely defined by a set of actions (one of which

is the output of the automaton), a set of inputs (which is usually the response of the

Environment) and a learning algorithm,T. The learning algorithm [68] operates on

a vector (calledthe Action Probability vector).

Note that the algorithmT : [0,1]R × A × B → [0,1]R is an updating scheme

where A ={α1, α2, . . . ,αR}, 2≤ R< ∞, is the set of output actions of the automa-

ton, and B is the set of responses from the Environment. Thus,the updating is such

that

P(t+1) =T(P(t),α(t), β (t)),

where P(t) is the action probability vector,α(t) is the action chosen at time t, and

β (t) is the response it has obtained.

If the mappingT is chosen in such a manner that the Markov process has absorb-

ing states, the algorithm is referred to as an absorbing algorithm. Many families of

VSSA that posses absorbing barriers have been reported [68]. Ergodic VSSA have

also been investigated [68, 15]. These VSSA converge in distribution and thus,

the asymptotic distribution of the action probability vector has a value that is inde-

pendent of the corresponding initial vector. While ergodicVSSA are suitable for

non-stationary environments, absorbing VSSA are preferred in stationary environ-

ments.

Each distinct updating scheme,T, identifies a different type of learning algo-

rithm, as follows:

• Linear algorithmsare the ones in whichP(t+1) is a linear function ofP(t).

• Nonlinear algorithmsare the ones in whichP(t +1) is a non-linear function

of P(t).

In a VSSA, if a chosen actionαi is rewarded, the probability for the current action
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is increased, and the probabilities for all the other actions are decreased. On the

other hand, if the chosen actionαi is penalized, the probability of the current action

is decreased, whereas the probabilities for the rest of the actions could, typically,

be increased. This leads to the following different types oflearning schemes for

VSSA:

• Reward-Penalty (RP):In both the cases, when the automaton is rewarded as

well as penalized, the action probabilities are updated.

• Inaction-Penalty (IP): When the automaton is penalized, the action proba-

bility vector is updated, whereas when the automaton is rewarded, the action

probabilities are neither increased nor decreased.

• Reward-Inaction (RI): The action probability vector is updated whenever

the automaton is rewarded, and is unchanged whenever the automaton is pe-

nalized.

A LA is considered to be acontinuous automatonif the probability updating scheme

T is continuous, i.e., the probability of choosing an action can be any real number

in the closed interval[0,1].

In a VSSA, if there arer actions operating in a stationary environment withβ =

{0,1}, a general action probability updating scheme for a continuous automaton is

described below. We assume that the actionαi is chosen, and thus,α(t) = αi . The

updated action probabilities can be specified as:

For β (t) = 0, ∀ j 6= i , p j(t +1) = p j(t)−g j(P(t)) (10)

For β (t) = 1, ∀ j 6= i , p j(t +1) = p j(t)+h j(P(t))

SinceP(t) is a probability vector,
r
∑
j=1

p j(t) = 1. Therefore,

Whenβ (t) = 0, pi(t +1) = pi(t)+
r

∑
j=1, j 6=i

g j(P(t)), (11)

and whenβ (t) = 1, pi(t +1) = pi(t)−
r

∑
j=1, j 6=i

h j(P(t)).
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The functionsh j andg j arenonnegativeandcontinuousin [0,1], and obey:

∀i = 1,2, . . . , r, ∀P∈ (0,1)R, 0< g j(P)< p j , (12)

and 0<
r

∑
j=1, j 6=i

[p j +h j(P)]< 1.

For continuous linearVSSA, the following four learning schemes are extensively

studied in the literature. They are explained for the 2-action case; their extension to

ther-action case, wherer > 2, are straightforward, and can be found in [68].

For a 2-action LA, let

gi(P(t)) = a pj(t)

andh j(P(t)) = b (1− p j(t)) (13)

In Equation (13),a andb are called the reward and penalty parameters, and they

obey the following inequalities: 0< a< 1, 0≤ b< 1. Equation (13) will be used

further to develop the action probability updating equations.

• The Linear Reward-Inaction Scheme(LRI): In the case,a > 0 andb = 0.

TheLRI scheme isε-optimal asa 7→ 0. The two actionsLRI scheme has the

vectors[1,0]T and[0,1]T as two absorbing states. Indeed, with probability 1,

it gets absorbed into one of these absorbing states. TheLRI scheme is both

absolutely expedient, andε-optimal [68].

• The Linear Inaction-Penalty Scheme (LIP): It is characterized bya= 0,b> 0.

LIP is an ergodic scheme.

• The Symmetric Linear Reward-Penalty Scheme (LRP): a= b;a,b> 0. LRP is

Ergodic and is, at best, expedient.

• The Linear Reward-ε-Penalty Scheme (LR−εP): a > 0,b << a. LR−εP is ε-

optimal asa 7→ 0. In addition it is Ergodic. TheLR−εP is adequate for non-

statinary environments.
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2.3.2 Discretized Learning Automata

In practice, the relatively slow rate of convergence of these algorithms constituted a

limiting factor in their applicability. In order to increase their speed of convergence,

the concept of discretizing the probability space was introduced [15, 108]. This

concept is implemented by restricting the probability of choosing an action to a

finite number of values in the interval [0,1]. If the values allowed are equally spaced

in this interval, the discretization is said to be linear, otherwise, the discretization

is called non-linear. Following the discretization concept, many of the continuous

VSSA have been discretized; indeed, discrete versions of almost all continuous

automata have been reported [15].

2.3.3 Estimator Algorithms

Pursuit and Estimator-based LA were introduced to be fasterschemes, characterized

by the fact that they pursue what can be reckoned to be thecurrentoptimal action

or the set of current optimal schemes [15]. The updating algorithm improves its

convergence results by using the history to maintain an estimate of the probability of

each action being rewarded, in what is called thereward-estimatevector. While, in

non-estimator algorithms, the action probability vector is updated solely on the basis

of the Environment’s response, in a Pursuit or Estimator-based LA, the update is

based onboththe Environment’s response and thereward-estimatevector. Families

of Pursuit and Estimator-based LA have been shown to be faster than VSSA [86].

Indeed, even faster discretized versions of these schemes have been reported [79,

15].

2.3.4 Object Migrating Automaton (OMA)

As documented in the literature, the object partitioning problem involves partition-

ing a set of|P| objects into|N| groups or classes, where the main aim is to parti-

tion the objects into groups that mimic an underlying unknown grouping. In other

words, the objects which are accessed together must reside in the same group [109].

In the special case when all the groups are required to contain the same number

of objects, the problem is also referred to as the Equi-Partitioning Problem (EPP).
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Many solutions involvingLA have been proposed to solve theEPP, but the most

efficient algorithm is theObject Migrating Automaton(OMA) [109]. The latter was

first proposed by Oommen and Ma [109], and some modifications were added by

Galeet.al. [110] to create theAdaptive Clustering Algorithm(ACA).

The Object Migrating Automaton(OMA) is an ergodic automaton that hasR

actions{α1, . . . ,αR} representing the possible underlying classes. Each actionαi

has its own set of states{φi1,φi2 . . . ,φiM}, whereM is the depth of memory, and

1≤ i ≤ R represents the number of classes.φi1 is called the most internal state and

φiM is the boundary (or most external) state.

A set of W physical objects{A1,A2, . . . ,AW} is accessed by a random stream

of queries, and the objects are to be partitioned into groupsso that the frequently

jointly-accessed objects are clustered together. TheOMAutilizesW abstract objects

{O1,O2, . . . ,OW} instead of migrating the physical objects. Each abstract object is

assigned to a state belonging to an initial random group but in its boundary state.

The objects within the automaton move from one action to another, and so, in this

case, all theW abstract objects move around in the automaton. If the abstract ob-

jects Oi and O j are in the actionαh, and the request accesses< Ai ,A j >, then

the OMA will be rewarded by moving them towards the most internal state φh1.

But a penalty arises if the abstract objectsOi andO j are in different classes, say

αh andαg, respectively. AssumingOi is in ζi ε {φh1,φh2, . . . ,φhM} andO j is in

ζ j ε {φg1,φg2, . . . ,φgM}, they will be moved as follows:

• If ζi 6= φhM andζ j 6= φgM, Oi andO j are moved one state towardφhM and

φgM, respectively.

• If exactly one of them is in the boundary state, the object which is not in the

boundary state is moved towardsits boundary state.

• If both of them are in their boundary states, one of them, sayOi is moved to

the boundary state of the other objectφgM. In addition, the closest object to

them is moved to the boundary stateφhM, so as to preserve an equal number

of objects in each group.

It is important to point out that the random stream of queriescontains infor-

mation about an optimal partition, and theOMA attempts to converge to it. The
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automaton is said to have converged when all the objects in a class are in the deep-

est (or second deepest) most-internal state.

The OMA can be improved by the following: Assume that a pair of objects

< Ai ,A j > is accessed, whereOi is in the boundary state, whileO j is in a non-

boundary state. In this case, a general check should be made to locate another

object in the boundary state of the partition containingO j . If there is an object,

then swapping is done between this object andOi in order to bring the two accessed

objects into the same partition. In turn, instead of waitingfor a long time to have

these accessed objects in the same partition, the convergence speed can be increased

by swapping the objects into the right partitions.

The formal algorithm for theOMA can be found in [110, 109]; it is shown in

Algorithm 1.
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Algorithm 1 Enhanced OMA [110]
Input: The abstract set of objects, a number of state per action, a sequence of
random queries in form(Oi ,O j)
Output: A periodic clustering of the objects into R partitions
Notation: ζi is the state of the abstract objectO j . It is an integer in the
range1. . .RN, where, if (h− 1)N+ 1 ≤ ζi ≤ hN, then the objectOi is assigned
to αh.
Method:

1: Initialize ζi for 1≤ i ≤W randomly among the boundary state of classes, each
class havingW/Robjects.

2: for a sequence of T queriesdo
3: Read query(Ai,A j)
4: if ((ζi div N)=(ζ j div N)) then
5: if (ζi mod N 6= 1) then
6: ζi = ζi −1
7: end if
8: if (ζ j mod N 6= 1) then
9: ζ j = ζ j −1

10: end if
11: else
12: if (((ζi mod N)6= 0) and ((ζ j mod N)6= 0)) then
13: ζi = ζi +1
14: ζ j = ζ j +1
15: else if(ζi mod N 6= 0 ) then
16: if (Ov: unaccessed object in group ofOi whereζv modN = 0) then
17: temp= ζ j

18: ζ j = ζv

19: ζv = temp
20: end if
21: ζi = ζi +1
22: else if(ζ j mod N 6= 0) then
23: if (Ov: unaccessed object in group ofO j whereζv modN = 0) then
24: temp= ζi

25: ζi = ζv

26: ζv = temp
27: end if
28: ζ j = ζ j +1
29: else
30: temp= ζi

31: ζi = ζ j

32: t = index of an unaccessed object in group ofO j whereOt is closest to
ζ j

33: ζt = temp
34: end if
35: end if
36: end for
37: return Partitions based on the states{ζi}
End Algorithm Enhanced OMA

57



58



Chapter 3

Contributions

Matchmaker

(Service 

Selection Logic)

Service Reputation

Manager

(based on OMA)

Notification Novelty

Verifier

(based on STPLA)

Preferences manager

(based on SLWE)

Context Management

Figure 3.1: A simplified panoramic view of the modules of the architecture with

reference to the LA tools that we have employed.

The figure above describes the main components of the architecture with reference

to the LA tools that we have employed in the thesis. To be more specific, the Ser-

vice Reputation Manager is based on the theory of OMA, and it has been described

in detail in Appendix A. The Preferences Manager makes use ofthe theory of the

SLWE, and its implementation details are documented in Appendix D. The Noti-
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fication Novelty Verifier was introduced in Appendix C as a part of the overall ar-

chitecture of the system. It is based on the theory of STPLA which was formulated

earlier in Appendix B.

3.1 Contributions in Reputation Systems

3.1.1 Overview of the Contributions

As explained in the introductory chapter, one of the aims of this thesis is to design an

unobtrusive User-Centric Service Provisioning System. Inorder to save the user’s

attention and to maximize the usefulness of the services accessed, the user needs to

build his opinion about these services in the absence of any direct experience, and

as a consequence, must rely on the experiences of his acquaintances.

In Appendix A, we present a paper which explains how we have designed a

Service Reputation Manager for selecting high quality service providers, which is a

cornerstone component of our architecture.

In the absence of direct experience, a user can rank the quality of the available

services by optimizing the power of Word-of-Mouth communications. By allowing

users to share their feedback in the form of ratings, it is possible for them to expedi-

ently obtain knowledge about the nature, quality and drawbacks of specific services

by considering the experiences of other users. TraditionalRSs, usually compute the

reputation of a service as the average of all provided ratings. This corresponds, for

instance, with the percentage of positive ratings in theeBayfeedback form [111].

Such a simplistic approach of just blindly aggregating users’ experiences may mis-

lead the RS if some of the user’s acquaintances are misinformed/deceptive users.

Misinformed/deceptive users attempt to collectively subvert the system by provid-

ing either unfair positive ratings about a service, or by unfairly submitting negative

ratings.

From this perspective, we can state a fundamental weakness about using RSs

by virtue of the fact that they are prone to “ballot stuffing” and “badmouthing” in

a competitive marketplace. Users who want to promote a particular product or ser-

vice can flood the domain (i.e., the social network) with sympathetic votes, while
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those who want to get a competitive edge over a specific product or service can

“badmouth” it unfairly. Thus, although these systems can offer generic recom-

mendations by aggregating user-provided opinions, unfairratings may degrade the

trustworthiness of such systems. Additionally, changes inthe quality of service,

over time, can render previous ratings unreliable. In general, unfair ratings may

degrade the trustworthiness of RSs, and changes in the quality of service, over time,

can render previous ratings unreliable.

It is reasonable to assume that the acquaintances of the usercan be divided into

two classes: trustworthy acquaintances that provide accurate ratings, and unreliable

acquaintances that provide unfair ratings. It follows thata good reputation manager

component would seek to classify the acquaintances into oneof these two classes so

as to counter the detrimental effect of unfair ratings. In the paper found in Appendix

A, we show how we have developed a Service Reputation Managerwhich is based

on a concept analogous to collaborative filtering in order toseparate between these

two classes. The premise of the scheme was to separate the users’ types by observ-

ing how they rate the same services. The latter scheme was designed in such a way

that “similar” users would be in the same group by maximizingthe “within-group”

similarities and minimizing the “between-group” similarities.

In Appendix A, the latter problem was formulated in terms of the so-called

Agent-Type Partitioning Problem, orATTPin brief. Further, we also formulated an

algorithm to solve the ATTP. The aim of the solution to theATTPis to incrementally

partition the users as being true/fair or deceptive, this isbeing done concurrently

with their experiences being communicated. Thus, our scheme can be divided into

two interleaving phases: A Partitioning Phase and a ServiceSelection Phase. The

inputs to the Agent Partitioning phase are the reports communicated by the other

agents, while the input to the Service Selection phase is thecurrent partitioning of

the agent. Decisions about whether the service is reliable or not are the output of the

overall procedure. The decision is based on intelligently combining the feedback of

deceptive and fair users. As the learning proceeds, we show that we can exclusively

rely on the feedback from the fair users.

By suitably modeling reports about direct experiences involving a specific ser-

vice as responses from the corresponding “Environment”, our scheme intelligently
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groups agents according to the rating that they give to the same service. To formal-

ize these responses, we define an agent to be “fair” (or “trustworthy”) if it reports

the service performance correctly with a probabilityp> 0.5. Similarly, an agent is

said to be “deceptive” if it reports the inverted service performance with a probabil-

ity q> 0.5. The beauty of our scheme is that although the identity of the reporting

agents is unknown, “fair” agents will end up in the same group, while “deceptive”

agents will converge to another group. In terms of LA terminology, in this case, the

input to the environment is the ratings of the agents relative to the same services,

while the action is a choice of the partition to which each agent belongs.

3.1.2 Related Work

Finding ways to solve theATTPand thus counter the detrimental influence of unfair

ratings on a RS has been a focal concern of a number of studies [29, 27, 112, 30,

26, 113]. Dellarocas [27] used elements from collaborativefiltering to determine

the nearest neighbors of an agent that exhibited similar ratings on commonly-rated

subjects. He then applied a cluster filtering approach to filter out the most likely

unfairly positive ratings. However, his approach handles only the case of extremely

positive ratings (i.e, “ballot stuffing”) while it does not tackle the case of extremely

negative ratings (i.e, “badmouthing”).

Sen and Sajja [30] proposed an algorithm to select a service provider to process

a task by querying other user agents about their ratings of the available service

providers. The main idea motivating their work is to select asubset of agents,

who when queried, gives a minimum probabilistic guarantee that the majority of

the queried agents provide correct reputation estimates. However, comprehensive

experimental tests show that their approach is prone to the variation of the ratio of

deceptive agents.

Buchegger and Le Boudec [29] tackled the latter issue as follows: They pro-

posed a Bayesian reputation mechanism in which each node isolates malicious

nodes by applying a deviation test methodology. Their solution requires the agent

to have enoughdirect experience with the services so that he can evaluate the trust-

worthiness of the reports of the witnesses. While this is a desirable option, unfor-

tunately, in real life, such an assumption does not always hold, specially when the
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number of possible services is large.

In [114], Chen and Singh evaluated the quality of feedbacks assuming that a

feedback is credible if it is consistent with the majority offeedbacks for a given

user. Their approach, though promising, unfortunately, suffers from a deterioration

in the performance when the ratio of deceptive agents is high.

In [26], Yu and Singh devised a modified weighted majority algorithm to com-

bine reports from several witnesses to determine the ratings of another agent. The

main shortcoming of the work reported in [26] is its relatively slow rate of conver-

gence.

In contrast, in [31], Witby and Jøsang presented a Bayesian approach to filter

out dishonest feedback based on an iterated filtering approach. In their approach,

the authors extended the so-called “Beta” RS presented by Jøsang and Ismail [17].

The authors of [32] proposed a probabilistic model to assesspeer trustworthi-

ness in P2P networks. Their model, which, in one sense, is similar to ours, dif-

fers from our work because the authors of [32] assume that a peer can deduce the

trustworthiness of other peers by comparing its own performance with reports of

other peers about itself. Though such an assumption permitsa feedback-evaluating

mechanism, it is based on the fact that peers provide services to one another, thus

permitting every party the right to play the role of a serviceprovider and the service

consumer (a reporting agent). Our approach makes a clear distinction between these

parties – the service provider and the reporting agent.

Reganet al. [115, 116] tackled the problem of RSs by responding to the behav-

ior of deceptive agents. The main idea of their work is that anagent can learn, over

time, the trustworthiness of the advices of other agents using a Bayesian framework.

Nevertheless, such an approach supposes that an agent has sufficient experience

with other agents so that he can determine its trustworthiness. In this direction, the

approach proposed by Reganet al. bears a marked similarity to the “slow learn-

ing” property of the trustworthiness of the recommending agents as in the Weighted

Majority Approach [26].
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3.1.3 Summary of our Contributions in RSs

In Appendix A, we proposed to solve the problem using tools provided by Learning

Automata (LA), which have proven properties capable of learning the optimal ac-

tion when operating in unknown stochastic environments. Furthermore, they com-

bine rapid and accurate convergence with low computationalcomplexity. In addi-

tion to its computational simplicity, unlike most reportedapproaches, our scheme

does not require prior knowledge of thedegreeof any of the above mentioned prob-

lems associated with RSs. Instead, it gradually learns the identity and characteristics

of the users which provide fair ratings, and of those who provide unfair ratings, even

when these are a consequence of them making unintentional mistakes.

Comprehensive empirical results show that our LA-based scheme efficiently

handles any degree of unfair ratings (as long as these ratings are binary). Further-

more, if the quality of services and/or the trustworthinessof the users change, our

scheme is able to robustly track such changes over time. In addition, the scheme

is ideal for decentralized processing. Accordingly, we believe that our LA-based

scheme forms a promising basis for improving the performance of RSs in general.

Apart from the above, we demonstrate the applicability of LAto RSs – thus

providing a promising real-time solution to the service selection problem. To our

knowledge, our work documented in Appendix A, presents the first reported LA-

based solution for any problem within the field of RSs. Since our solution is based

on LA, it is both computationally simple and memory efficient. Regarding compu-

tation (Please see [Appendix A, Fig. 14], [Appendix A, Fig. 15] and [Appendix A,

Fig. 16]) one can observe a mere linear increase in the computation as a function of

the underlying internal parameters of the scheme. Regarding memory, ([Appendix

A, Fig. 11]) we see that the scheme obtains a near-optimal performance with a

memory size as small as 5. This result demonstrates that our scheme is memory

efficient.

With regard to the field of LA itself, our scheme presents twofold contributions

to traditional LA-based partitioning algorithms [117, 118, 119]. First of all, we do

not impose the constraint that an equal number of agents mustreside in the same

partition. Secondly, we experimentally demonstrate that the partitioning still yields

accurate results when the environment is stochastic. In this sense, the parameter
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used here to decide whether two agents are reckoned “similar” is stochastic, while

the latter parameter was assumedconstantby the authors of [117, 118, 119].

Most importantly, however, our scheme maximizes the likelihood of selecting

high quality services in the presence of anunknownratio of deceptive agents. In-

deed, not only does the scheme not require thea priori knowledge of the ratio of the

deceptive agents, but it is also very robust to extremely high ratios of such deceptive

agents!

From Appendix A (see Fig. 6 ) we can observe how “immune” our system is

to the percentage of deceptive agents. The simulations results demonstrate that the

scheme is truly “immune” to varying the proportions of fair and deceptive agents.

In fact, even if all agents are deceptive, the average performance is stable and again

achieves near-optimal values that approach the index of thehigh performance ser-

vices. In our opinion, this is quite remarkable!

In addition, an experimental comparison with other approaches have been per-

formed. We have included a comparative evaluation with other popular approaches

for dealing with deceptive agents ratings, namely, with Yu and Singh’s weighted

majority method [26], and Sen and Sajja’s reinforcement learning approach [30].

In Appendix A, we remark from studying Fig. 12, that our proposed approach

exhibits a faster convergence speed than the weighted majority algorithm. The

slow convergence speed of the weighted majority algorithm can be explained by

the gradual reduction of the weight of deceptive agents. This gradual modification

of weights leads to the weighted average being “polluted” bythe deceptive agents

for a considerable amount of time, before their detrimentaleffect is filtered out.

Further from Fig. 13 of Appendix A, we observe that Sen and Sajja’s algorithm

suffers from a performance decline as the number of deceptive agents increases. As

opposed to this, the average performance of our scheme remains near-optimal in

every setting. This concludes our report on the contributions of this thesis in the

area of Reputation Systems.
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3.2 Contributions in On-line Discovery and Tracking

of Spatio-Temporal Event Patterns

3.2.1 Overview of the Contributions

From our literature survey, we state that designing unobtrusive application that are

based on the concept of information novelty is an emerging research topic in infor-

mation retrieval system and notification engines. In fact, an excessive number of

event notifications can quickly render the functionality ofevent-sharing to be obtru-

sive. Rather, any notification of events that provides redundant information to the

application/user can be seen to be an unnecessary distraction.

In Appendix B, we present a paper that we have published in this regard. In

that paper, we introduce a new scheme for discovering and tracking noisy spatio-

temporal event patterns, with the purpose of suppressing reoccurring patterns, while

discerning novel events. A scenario that we resort to isPresence Sharing. Presence

Sharing is a ubiquitous service in which distributed mobile devicesperiodically

broadcast their identity via short-range wireless technology such as BlueTooth or

WiFi [120]. Applications that utilizePresence Sharinghave been used in social

contexts to maintain an “in touch” feeling strengthening social relations [121], as

well as in work environments to enhance collaboration between colleagues [122].

It is worth noting that the contribution in question constitutes the basis for the No-

tification Novelty Checker component of our unobtrusive architecture presented in

greater detail in Appendix C.

The solution we propose is to try to discern the nature of the events encountered.

In fact, if we can discern that an event is repeating (even though this repetition is

non-periodic), then it must be given less weight, while non-repeating events must be

assigned a greater weight. In order to detect novel events wedevise a scheme that

is based on maintaining a collection of hypotheses, each oneconjecturing a specific

spatio-temporal event pattern. A dedicated LA – theSpatio-Temporal Pattern LA

(STPLA) – is associated with each hypothesis. The STPLA decides whether its

corresponding hypothesis is true by observing events as they unfold, processing

evidence for and/or against the correctness of the hypothesis. In this case, as far as
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the field of LA is concerned, the action is one of doing a Suppress or Notify task.

The input to the LA is a stream of events, namely the encounters. The response of

the environment is a Penalty or Reward according to whether the encounter could

be predicted or not by an hypothesized spatio-temporal pattern.

3.2.2 Related Work

A number of earlier studies have investigated various techniques for discovering

the periodicity of time patterns, such as the episode discovery algorithm found in

[123]. However, episode discovery, and other related approaches, suffer from the

limitation that they assume unperturbed patterns that exhibit an exactperiodicity.

Unfortunately, the real-life unfolding of events is typically noise ridden. On one

hand, regular events may get cancelled, introducing what wedefine asomission

noise, and on the other, events may arise spontaneously and unexpectedly, without

being part of a periodic pattern, introducinginclusion noise.

A pioneering work which was reported in [124], introduced the concept ofoff-

line mining of partially periodic events. Partially periodic events are characterized

by irregular periodicity that is disrupted by noise. Even though the concept of lo-

cating partially periodic events is common in many real-life applications, few re-

search studies have been reported in this direction. In [124], the authors introduced

a chi-squared test for discovering partially periodic patterns. Another interesting

study on mining partially periodic patterns has been recently reported in [125]. In

[125, 126], the Frequent and Periodic Activity Miner (FPAM)algorithm was intro-

duced for finding repetitive patterns in a resident’s activities in smart-environment

applications. FPAM is essentially anoff-line algorithm. However, in order to be

able to detect changes in the patterns of the resident activities, FPAM was applied

at scheduled regular mining sessions [125, 126]. A main shortcoming of the ap-

proaches discussed in [124, 125, 126] is that they operate inan off-line fashion.

This is in contrast to our application where deciding whether to suppress event noti-

fications is achieved “instantaneously”, in anon-linemanner, even as the events are

unfolding. Indeed, we argue that any realistic scheme should discover and adapt to

patterns as they appear and evolve in anon-linemanner, without relying on exten-

siveoff-linedata mining.
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3.2.3 Summary of the Contributions

To the best of our knowledge, in the paper included in Appendix B, we present the

first reportedon-lineapproach for discovering and tracking of spatio-temporal pat-

terns in noisy sequences of events. As mentioned above, a pioneering work which

was reported in [124], introduced the concept ofoff-line mining of partially peri-

odic events. Extensive simulations results confirm that ourscheme outperforms a

this state-of-the-art scheme, namely the FPAM [125]. The robustness of the STPLA

to inclusion and as well as to omission noise, constitutes a unique property when it

is compared to the FPAM.

Moreover, the simulations results reported in Appendix B show that our scheme

possesses an excellent ability to cope with non-stationaryenvironments. Interest-

ingly, we found that using a Balanced memory STPLA with memory depth as small

as 5 yields quite good results inalmost everyenvironment setting! Therefore, the

question of determining (or tuning) the proper internal configuration of the STPLA

does not constitute a critical issue to ensure adaptivity indynamic environments.

This is in contrast to the “modified” FPAM presented in [127],where the perfor-

mance is dependent on a judicious choice of the size of the sliding window.

Regarding computation and memory requirements, our schemeis based on a

teamof finite automata, rendering it computationally efficient with a minimal mem-

ory footprint.

To conclude, in the paper included in Appendix B, we present the first reported

approach to suppressing redundant notifications in applications related to pervasive

environments. We believe that our work paves the way towardsmore research av-

enues for devising unobtrusive application by making use ofthe potential offered

by machine learning techniques. The usefulness and feasibility of our application

was demonstrated through a working prototype.
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3.3 Contributions in Designing User-centric Architec-

ture for Personalized Service Provisioning in Per-

vasive Environments

3.3.1 Overview of the Contributions

Throughout this thesis, we have argued and demonstrated that identifying those ser-

vices that deserve the attention of the user is becoming an increasingly challenging

task1. To respond to this challenge, in the paper included in Appendix C, we ar-

gue that service recommendation should rely on a multi-criteria decision maker that

combines different aspects (dimensions) of the system/environment in order to de-

cide, on behalf of the user, whether a service is relevant or not. “Relevance”, we

propose in this paper should be determined based on a user-centric approach that

collectively combines the reputation of the service, the user’s current context, the

user’s profile, as well as a record of the history of recommendations. The decision

making mechanism should also be adaptive in the sense that itis able to cope with

users’ contexts that are changing, and the drifts in the users’ interests, while it simul-

taneously can track the reputations of services, and suppress repetitive notifications

based on the history of the recommendations.

In the paper presented in Appendix C, we present an instantiation of our ar-

chitecture for a real-life, day-to-day scenario involvinga proactive location-based

application which provides an ensemble of services. In the scenario, the goal is

to build a personalized and context-aware decision maker that delivers narrowly-

targeted notifications to the user about relevant services in his environment.

3.3.2 Related Work

The rich availability of services in pervasive environments has the effect of over-

burdening the system’s service selection task. From the perspective of Pervasive

Computing promoted by Mark Weiser, the intention of incorporating more advanced

1The reader will observe that in this section, we will repeat afew portions of text from the
previous chapter. This is done in the interest of permittingthe chapter to be a stand-alone unit, and
to avoid having the reader go back and forth. We believe that this is the ideal way to present this
material.

69



technology should be that it provides the user the possibility of operating in acalm

frame of mind [34]. Filtering out irrelevant information has been a focal concern in

a number of studies. The main issue has been to reduce the cognitive load on the

user when it comes to selecting services. It is well known that “pushing” (or down-

loading) notifications messages to users can cause interruptions and distractions.

Users who receive irrelevant notifications may become dissatisfied with their rec-

ommendation service. According to the I-centric paradigm proposed by the Wire-

less World Research Forum (WWRF), the service provision should be tailored to the

actual needs of the user [3]. The I-centric vision promotes personalization, ambient

awareness, and adaptability as the core requirements of future services.

A number of studies have been performed to realize this user-centric vision. A

pioneering recent work was performed by Hossainet al. [6]. In this work, the au-

thors proposed a gain-based media selection mechanism. In this regard, the gains

obtained by the ambient media services were estimated by combining the media’s

reputation, the user’s context and the user’s profile. As a result of such a model-

ing process, the service selection problem was formulated as a gain maximization

problem. Thereafter, a combination of a dynamic and a greedyapproach was used

to solve the problem. There are some fundamental differences between the study of

[6] and the approach that we have proposed in Appendix C. Froman architectural

point of view, our work is based on a Publish/Subscribe paradigm in order to realize

matchmaking between available services and the user’s preferences. Moreover, the

authors of [6] did not present mechanisms to compute the reputation of the media

services, thus, in effect, assuming that it is merely static.

A pertinent study that falls in the same class of our work is theDynamosproject

[7]. This approach is an example of a context-aware mobile application that can

be used for recommending relevant services to the user. In [7], the authors de-

signed a hybrid recommender system for notifying users about relevant services in

a context-aware manner. The model is based on a peer-to-peersocial functionality

model, where the users can generate contextual notes and ratings, and attach them

to services, or to the environments. They are also permittedto share these pieces of

information with their peers. The attached notes to the environment are delivered to

other users whenever they are in the spatial vicinity of the entities associated with
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the notes. A main difference between their work and what we propose is the way

by which preferences are described. Their work assumed thatthe user was expected

to explicitly describe his preferences by manually entering them. In this sense, the

profile is defined by the user by explicitly specifying the types of activities and asso-

ciating to them multiple interests. Such an approach can be considered to be a more

a “primitive” approach – it is not viable in pervasive environments where prefer-

ences change over time. Moreover, the issue of suppressing repetitive notifications

was not addressed in [7].

A comprehensive study for personalized service provision was performed by

Naudetet al. from Bell Labs [8]. In [8], Naudetet al. designed an application for

filtering the TV content provided to users’ mobiles based on their learned profiles.

The application is based on the use of ontologies to capture content descriptions as

well as the users’ interests. The latter interests are, in turn, mined using a dedicated

profiling engine presented in [9], which leveraged Machine Learning techniques for

user profiling.

3.3.3 Summary of the Contributions

In the paper included in Appendix C, we demonstrate how we construct a hybrid

recommender system that minimizes the distraction to a user’s attention while, si-

multaneously, maximizing the hit ratio of the service notifications. In accordance

with the multiple dimensions that affect the decision making process, we have also

defined a set of enabler components. The synergy between these enabler compo-

nents is ensured through a Publish/Subscribe architecture.

Through our architecture, we demonstrate that AI can be of great support in the

field of pervasive computing. In fact, our architecture paves the way towards more

integration of AI in unobtrusive applications that adapt their behavior to the user

needs.

Repetitively reissuing of the same notification regarding the same service is usu-

ally regarded as a nuisance to the user’s attention. We have addressed the issue of

suppressing repetitive notifications in a social mobile application. With regard to

recommender systems, to the best of our knowledge, the question of suppressing

repetitive notifications has not been addressed before in the literature.
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The paper in Appendix C report the results of simulations conducted. These

results demonstrate the efficiency of our design in reducingthe unobtrusiveness

that might be caused by traditional service recommendationsystems. The design

avoids flooding the user with irrelevant information.
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3.4 Contributions in Learning the Preferences of Users

3.4.1 Overview of the Contributions

The problem of estimating the preferences of users is fundamental for personal-

ized applications which range from service recommender systems to the targeted

advertising of services. However, unlike traditional estimation problems where the

underlying target distribution is stationary, estimatinga user’s interests, typically,

involves non-stationary distributions.Therefore, resorting to strong estimators that

converge with probability 1 is inefficient since they rely onthe assumption that

the distribution of the user’s preferences is stationary. In the paper included in Ap-

pendix D, we propose a method by which we can use a family of stochastic-learning

basedWeakestimators for learning and tracking user’s time varying interests.

Recently, Oommen and Rueda [14] have proposed a strategy by which the pa-

rameters of a binomial/multinomial distribution can be estimated when the underly-

ing distribution is non-stationary. The method is referredto as Stochastic Learning

Weak Estimation (SLWE), and is based on the principles of stochastic LA [68, 69].

The SLWE has found successful applications in many real-life problems that in-

volve estimating distributions in non-stationary environments such as in adaptive

encoding [70], route selection in mobile ad-hoc networks [71], and topic detection

and tracking in multilingual online discussions [72]. Motivated by these successful

applications of the SLWE in various areas, in Appendix D, we consider employing

it for solving the intriguing problem of tracking user’s interests.

The objective of the work in that paper included in Appendix Dis to present a

personalizedLearning Preferences Manager, i.e, amodus operandusfor capturing

user’s preferences. The latter will be able to cope with changes brought about by

variations in the distribution of the user’s interests, which will be where the SLWE

plays a prominent part. In the quest to learn the user’s dynamic profile, theLearning

Preferences Manageris guided by so-calledRelevance Feedback(RF) [128]. We

rely on theService Usage History(analogous to the history maintained by the au-

thors of [6, 64]) as the main source of the RF. In fact, a commonapproach towards

constructing a user’s profile is through non-intrusively monitoring the history of the

usage of his services. AService Usage History(also known as theInteraction His-

73



tory), contains the history of the services used by the user over time. For example,

when the user has used a certain service at a certain time instant, theLearning Pref-

erences Managerrefines and revises the user’s profile based on the current instance

of the usage history, which, in turn, is automatically and unobtrusively observed in

the background. To obtain an index to measure this, the sum ofthe scores of a data

item for a given attribute is made to be equal to unity. To now quantify this, we

have opted, in the paper included in Appendix D, to use the SLWE [14] to update

the score of the data item based on the usage history. Whenever a user selects a

service, the metadata describing the service is used to update the score of data item.

Thus, for example, if a user currently views a “action” movie, the scheme would

increase the weight associated with the data item “action”.

In the paper mentioned here, we distinguish two classes of data items that, in

turn, require two different forms of update mechanisms. In fact, the data items

related to a given attribute could be either semanticallydisjunctive or semantically

conjunctive. Both of these cases have been systematically studied and analyzed.

3.4.2 Related Work

The core function of a personalizedLearning Preferences Manageris to update the

user’s profile in a dynamic and incremental way. This is done so that the Learn-

ing Preferences Manager can closely follow the real-time evolution of the user’s

interests. In fact, any user’s interests are not constant over time, and therefore it

is imperative that the system takes the profile’s drift into account. In this sense,

whenever one attempts to represent the user’scurrent interests, the most recent ob-

servations are more reliable than older ones. From a more general perspective, the

task of learning the drifts in the user’s interests corresponds to the problem of learn-

ing evolving concepts [73]. There are several studies that have dealt with the task

of learning a user’s interests. These include the use of a sliding window [74], aging

examples [75], and a Gradual Forgetting (GF) function [66, 67, 65] etc. However,

of all these, a sliding window approach is the most popular one. It consists of learn-

ing the description of the user’s interests from the most recent observations, and

thereafter, of discarding the observations that fall outside the window.

A substantial shortcoming of the sliding window approach isthe choice of the
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window size. In [74], the authors adopted a fixed-size time window in order to learn

a user’s scheduling preferences. They empirically determined that a window size of

180 was a proper choice for their particular scheduling application. The GF, on the

other hand, relies on assigning weights to the observationsthat decrease over time.

Hence, the influence of older (more “stale”) observations onthe running estimates,

decreases with time. The authors of [65] suggested a linearly-decreasing function,

w= f (t), for decaying the relative weights of the GF. In order to achieve a synergy

between both the two approaches, namely GF and sliding window, Koychev, in

[65], proposed to apply the GFwithin each sliding window. Thus, in this case, the

parametern (i.e., the length of the observation sequence) was set to be equal toL,

whereL denotes the length of the window.

Apart from the sliding window and GF schemes, other approaches, which also

deal withchange detection, have also emerged. In general, there are two major

competitive sequential change-point detection algorithms: Page’s cumulative sum

(CUSUM) [76] detection procedure and the Shiryaev−Roberts−Pollak detection

procedure. In [77], Shiryayev used a Bayesian approach to detect changes in the

parameters distribution, where the change points were assumed to obey a geometric

distribution. CUMSUM is motivated by a maximum likelihood ratio test for the

hypotheses that a change occurred. Both approaches utilizethe log-likelihood ratio

for the hypotheses that the change occurred at the point, andthat there is no change.

Inherent limitations of CUMSUM and the Shiryaev−Roberts−Pollak approaches

for on-line implementation are the demanding computational and memory require-

ments. In contrast to the CUMSU and the Shiryaev−Roberts−Pollak, the SLWE

avoids the intensive computations of ratios, and do not invoke hypothesis testing.

It is worth noting that change detection techniques and those involving weak

estimators differ from a conceptual point of view. In fact, change detections tech-

niques are interested in determining the random instances when a change in the un-

derlying distribution occurs. As opposed to this, weak estimators aspire to compute

accurate estimates by unlearning old (stale) estimates without necessarily inferring

the instant of change. In this vein, in change detection techniques, a common ap-

proach to track the time-varying estimates is to relyonly on the data samples that

occurred after the inferred change instant in order to compute the estimates.
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A particularly interesting recent study for learning user’s interests in ambient

media services (and in, consequently, locating relevant services) was reported in

[64]. Hossainet al devised the so-called Ambient Media Score Update method.

The SU method was used to learn a user’s changing interests [6, 64] by recording

the so-called “scores”, which represented his/her affinityof interests. In order to

follow closely the evolution of the scores, the authors of [64] refined their proposed

updating method defined earlier in [6], and updated the scores of the services at

every time instant whenever the service was used. This was done instead of per-

forming updates in a batch mode [6].

3.4.3 Overview of the Contributions

To the best of our knowledge, our work documented in the paperincluded in Ap-

pendix D presents the first attempt to apply a LA-inspired approach, such as the

SLWE, to the real-life problem of tracking user’s interests.

Philosophically, our profile representation model is distantly related to the ap-

proach presented in [6, 64], where the authors utilized the history to update the affin-

ity of the user’s interests. However, a substantial difference from the latter studies is

our novel categorization of the data items that constitute aprofile, into its so-called

disjunctiveandconjunctivedata items. To the best of our knowledge, although pro-

file update approaches in which the data items which are disjunctive have received a

significant interest, the case of conjunctive data items remains largely unaddressed.

We propose an adequate update form based on the principles ofthe SLWE, for each

case of these two cases. It is worth noting that numerous applications of the SLWE

has already been reported in the literature. However, its use for conjunctive and

disjunctive data items is totally new.

The model which we have adopted, namely that of the user’s interests changing

“abruptly”, is, in itself, interesting. In fact, instead ofpresuming that the so-called

environment’s “switch” occurs with some fixed periodicity [14], we assume that

changes in the distribution of the user’s interests occur atunknown random time

instants. Furthermore, we suppose that the distribution changes to apossibly new

random distribution after the switch. Such a model of the distribution’s versatility

is more realistic than the one which possesses a fixed periodicity-based changing
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model, and this is thus more appropriate in the context of estimating the user’s

preferences. Clearly, the described settings represents aparticularly challenging

scenario for any approach which models and studies change detection! The exper-

iments conducted and the results reported, demonstrate that our approach exhibits

lower error and faster adaptivity than the state-of-the-art.
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3.5 Contributions in the field of Random Walk-Jump

Process

3.5.1 Overview of the Contributions

Although Random Walks (RWs) with single-step transitions have been extensively

studied for almost a century [129], problems involving the analysis of RWs that

contain interleaving random steps and random “jumps” are intrinsically hard. In the

paper presented in Appendix E, we have considered the analysis of one such fasci-

nating RW, where every step is paired with its counterpart random jump. Apart from

this RW being conceptually interesting, it also has applications in testing of entities

(components or personnel), where the entity is never allowed to make more than a

pre-specified number ofconsecutivefailures. The paper in this appendix contains

the analysis of the chain, some fascinating limiting properties, and simulations that

justify the analytic results.

In the paper included in Appendix E, we consider the scenariowhen we are

given the task of testing an error-prone component. At everytime step, the com-

ponent is subject to failure, where the event of failure occurs with a certain proba-

bility, q. The corresponding probability of the component not failing2 is p, where

p = 1−q. Further, like all real-life entities, the component can operate under two

modes, either in theWell-Functioningmode, or in theMal-Functioningmode. At

a given time step, we aim to determine if the component is behaving well, i.e, in

theWell-Functioningmode, or if it is in theMal-Functioningmode, which are the

two states of nature. It is not unreasonable to assume that both these hypotheses are

mutually exclusive, implying that only one of these describes the state of the com-

ponent at a given time step, thus excluding the alternative.Our paper considers a

possible strategy for determining the appropriate hypothesis for the state of nature.

To achieve this, suppose that the current maintained hypothesis conjectures

that the component is in aMal-Functioningmode. This hypothesis is undermined

and systematically replaced by the hypothesis that the component is in itsWell-

Functioningmode if it succeeds to realize a certain numberN1 of successive re-

2The latter quantity can also be perceived to be the probability of the componentrecovering
from a failure, i.e., if it, indeed, had failed at the previous time instant.
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coveries (or successes). In the same vein, suppose that the current hypothesis con-

jectures that the component is in itsWell-Functioningmode. This hypothesis, on

the other hand, is invalidated and systematically replacedby the hypothesis that the

component is in itsMal-Functioningmode if the component makes a certain num-

ber N2+ 1 of successive failures. In our paper, we argue that such a hypothesis

testing paradigm is most appropriately modeled by a RW in which the random steps

and jumps are interleaving.

3.5.2 Related Work

The theory of RWs and its applications have been central to the research of stochas-

tic processes since the start of the last century. From the recorded literature, one

perceives that the pioneering treatment of a one-dimensional RW was due to Karl

Pearson in 1905 [130].

It is pertinent to mention that the available results pertaining to RWs in which the

chain can move from any stateN tonon-neighboringstatesN+k or N−k are scanty.

Indeed, the analysis of the corresponding MCs is almost impossible in the most

general case,except when certain conditions like time reversibility canbe invoked.

Finally, such chains fall completely outside the scope of the so-called family of

“birth-and-death” processes, because even in these cases,the number of individuals

does not drastically fall or increase in a single time unit (except in the case when

one models catastrophes - but even here, MCs of this type are unreported).

3.5.3 Summary of the Contributions

In our work documented in Appendix E, we have analyzed a novelRW with in-

terleaving steps and jumps, whose applications domains have been linked above.

Also, as alluded to above, although RWs with single-step transitions have been ex-

tensively studied for almost a century [129], problems involving the analysis of

RWs that contain interleaving random steps and random “jumps” are intrinsically

hard. In our paper, every step is paired with its counterpartrandom jump. The

obtained theoretical results are novel and quantify the asymptotic behavior of the

chain. Morover, the paper also contains additional theoretical results regarding the
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symmetry properties of the chain.

The associated simulations results show that our scheme posseses an excellent

ability to cope with non-stationary environments.

The RW we devised has applications in the testing of entities(components or

personnel), because we can constrain the entity to never be allowed to make more

than a pre-specified number ofconsecutivefailures. The results also present avenues

for further research in issues related to exploration and exploitation in multi-arm

bandit type problems.
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3.6 Contributions in Designing a Novel Stochastic Dis-

cretized Weak Estimator

3.6.1 Overview of the Contributions

The task of designing estimators that are able to track time-varying distributions has

found promising applications in many real-life problems. Aparticularly interesting

family of distributions are binomial/multiomial distributions. Existing approaches

resort to sliding windows that track changes by discarding old observations. In

Appendix F, we report a novel estimator, referred to as the Stochastic Discretized

Weak Estimator (SDWE), that is based on the principles of LA.The estimator is

able to estimate the parameters of a time-varying binomial distribution using finite

memory. It tracks changes in the distribution by operating acontrolled random walk

on a discretized space. The steps of the estimator are discretized so that the updates

are done in jumps, and thus the convergence speed is increased. The analogous

results for the binomial distribution have also been extended for the multinomial

case. Interestingly, the estimator possesses a low computational complexity that

is independent of the number of the parameters of the multinomial distribution.

Our experimental results demonstrate that the new estimator is able cope with non-

stationary environments with high adaptation rate and accuracy.

As alluded to above, the devised SDWE is based on the theory ofLA [68, 84],

and in particular to the family ofergodicanddiscretizedLA. Ergodic automata are

known to better adapt to non-stationary environments wherethe reward probabili-

ties are time dependent. In a parallel vein, with respect to the set of values that the

action probabilities can take, LA typically fall into one oftwo categories, namely

Continuous and Discretized. Continuous LA permit the action probabilities to take

any value in the interval[0,1]. In practice, the relatively slow rate of convergence

of these algorithms constituted a limiting factor in their applicability. In order to in-

crease their speed of convergence, the concept of discretizing the probability space

was introduced in [15, 108]. This concept is implemented by restricting the prob-

ability of choosing an action to be one of a finite number of values in the interval

[0,1]. If the values allowed are equally spaced in this interval, the discretization
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is said to belinear, otherwise, the discretization is callednon-linear. Following

the discretization concept, many of the continuous VSSA have been discretized;

indeed, discretized versions of almost all continuous automata have been reported

[15]. Families of Pursuit and Estimator-based LA have been shown to be faster

than VSSA [86]. As a matter of a fact, even faster discretizedversions of these

schemes have been reported [79, 15]. In brief, our estimatorrelies on the principle

of discretization in order to hasten the convergence speed,and on the phenomenon

of ergodicity to be able to cope with non-stationary distributions.

3.6.2 Related Work

Estimation is a fundamental and substantial issue in statistical problems. Estimators

generally fall into various categories including the sort of Maximum Likelihood

Estimates (MLE) and the Bayesian family of estimates. The MLE and Bayesian

estimates are well-known for having good computational andstatistical properties.

However, the basic premise for establishing the quality of estimates is based on

the assumption that the parameters being estimated do not change with time, i.e,

the distribution is assumed to be stationary. Thus, it is desirable that the estimate

converges to the true underlying parameter with probability 1, as the number of

samples increases.

Consider, however, the scenario when the parameter being estimated changes

with time. Thus, for example, let us suppose that the Bernoulli trials leading to

binomially distributed random variable were done in a time-varying manner, where

the parameterswitched, for example periodically. In the binomial case, it implies

that theparameterof the binomial distributionswitches, for example periodically.

Such a scenario demonstrates the behavior of a non-stationary environment. Thus,

in this case, the goal of an estimator scheme would be to estimate the parameter, and

to be able to adapt to any changes occurring in the environment. In other words,

the algorithm must be able to detect the changes and estimatethe new parameter

after aswitchhas occurred in the environment. If one uses strong estimators (i.e.,

estimators that converge w.p. 1), it is impossible for the learned parameter to change

rapidly from the value to which it has converged to, and thus resulting in poor time

varying estimates.
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Recently, Oommen and Rueda [14] have presented a strategy bywhich the pa-

rameters of a binomial/multinomial distribution can be estimated when the underly-

ing distribution is non-stationary. The method has been referred to as the Stochastic

Learning Weak Estimator (SLWE), and is based on the principles of continuous

stochastic LA. A part from the SLWE, there is a number of continous estimators

such as moving average, but they are all continous. As opposed to this, our scheme

presented in Appendix F, uses the alluded to learning principles which resort to

discretizing the probability space [131, 132, 79, 108], andperforming a controlled

random walk on this discretized space. By virtue of this discretization, the conver-

gence rate has been shown to increase.

Apart from the SLWE and those described in [14], the literature also reports

estimators involving the families of moving average estimators. But as they essen-

tially work within the realm of continuoustime series analysis, they are outside of

the scope of this thesis, and we will thus not elaborate on them here.

3.6.3 Summary of the Contributions

To the best of our knowledge, the SDWE is the first reported discretized estimator

that is able to track a time varying binomial/multnimoial distribution.

The scheme uses the discretization principle of LA, and operates on a controlled

random walk on this space. Indeed, by virtue of discretization, our SDWE yields

faster convergence speed than the analogous continuous weak estimators. In fact,

comprehensive simulation results demonstrate that the newestimator is able to cope

with non-stationary environments with high adaptation rate and accuracy. In ad-

dition, the results suggest that the SDWE outperforms the MLEW as well as the

SLWE.

The SDWE also posseses a low computational complexity, measured in terms

of the number of updates per time step to the estimates vector. Interestingly, this

is independent of the number of parameters of the multinomial distribution to be

estimated. In fact, the SDWE makes at most 2 updates per time step, thus rendering

the worst case complexity to be constant orO(1). To the best of our knowledge, this

characteristic is unique when compared to other estimatorsincluding the acclaimed

SLWE which posseses a complexity ofO(r), wherer is the number of parameters
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of the multinomial variable.

A part from being computationally efficient, the scheme is also memory effi-

cient and can be implemented using simple finite state machines. The possible ap-

plications of the SDWE for classification and language detection is currently being

investigated.
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Chapter 4

Conclusion and Future Research

In this thesis, we presented a user-centric architecture for recommending relevant

services to the mobile user in pervasive environments. The aim of our architecture

was to reduce the cognitive load on the user when it concerns selecting services.

The architecture is adaptive in the sense that it is able to cope with users’ contexts

that are changing and with the drifts in the users’ interests, while it simultaneously

can track the reputations of services, and suppress repetitive notifications based on

the history of the recommendations.

In this vein, we devised a Reputation Manager that identifiesreputable services

in the presence of a significant ratio of deceptive referrals. While most of the legacy

approaches are vulnerable to the ratio of inaccurate recommenders, the RS that

we have proposed was shown to be robust to the undermining effect of inaccurate

recommenders. In addition, it utilized the power of Word of Mouth (WoM) com-

munications in an optimal way in the absence of direct experience.

Designing a Novelty Checker for suppressing redundant notifications involves

solving a fascinating problem of on-line discovery and tracking of noisy Spatio-

Temporal Patterns. In this regard, we presented a novel solution to this problem

using the principles of LA. The solution was based on a new family of RWs with

interleaving jumps. Beside the application domain, in a separate study, we also

examined the properties of this RW with interleaving jumps.The results that we

have obtained constitute a significant contribution to the field of RWs.

With regard to user’s profiling, we proposed a method by whichwe can use

a family of SLW estimators for learning and tracking user’s time varying inter-
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ests. Since increasing the learning speed of the SLWE is a problem in itself, we

tackled this issue and reported the first discretized version of the SLWE. This dis-

cretized weak estimator has the property that it can providesignificant benefits to

the Learning Preferences Manager. In addition, we presented an instantiation of our

architecture for a real-life, day-to-day scenario involving a proactive location-based

application which provides an ensemble of services.

As our overall conclusion, in the thesis, we have demonstrated that LA can be a

great support tool to the field of Pervasive Computing. We hope that the thesis can

be a key driver for more sophisticated integration of LA in the design of unobtrusive

applications that adapt their behavior to the user needs.

Several overall research directions for further investigation arise from this thesis.

They are discussed below.

4.1 Future work in RSs

1. In this thesis, we solved theATTPwith mutually exclusive and exhaustive

groups of agents. An intriguing future research direction involves solving the

ATTPfor severalgroups of deceptive and fair agents, where each individual

group is characterized by an unknown probability of truthfully communicat-

ing the reports. In addition, the question of fusing the experience of these

different “heterogenous” groups is an open research question.

2. In the proposed solution to theATTP, the parameter used to decide whether

two agents are reckoned “similar” is stochastic, while the latter parameter

was assumedconstantby the authors of [117, 118, 119]. We believe that such

a transformation can be integrated into the OMA in order to realize novel

adaptive clustering algorithms, where the similarity measure between two el-

ements is a stochastic parameter, and where the algorithm isonly allowed

to perceiveinstantiationsof the latter random variable. We believe that this

interesting idea would result in solving a wide range of clustering problems.

3. The solution to theATTPproblem which we proposed in the thesis is based

on the principles of Fixed Structure Stochastic Automaton (FSSA). An ap-
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pealing alternative solution to the latter problem is to resort to the family of

Variable Structure Stochastic Automata (VSSA) instead of FSSA. A future re-

search direction is to attempt to model the “ties” between agents using a graph

where the edges represent a similarity measure between the corresponding

nodes. Such a similarity measure can be updated using an appropriate VSSA

scheme. In order to partition the agents into fair and deceptive groups, we

believe that we can invoke a minimum-cut approach [133].

4. Most legacy approaches in RSs, discard the ratings from deceptive agents in-

stead of trying to intelligently make use of them. An extremely promising

research avenue is to attempt to make use of the unfair ratings after perform-

ing some “adjustment” operations. In the study proposed in [26], the authors

considered the case of continuous ratings, and reported some “deterministic”

models of malicious manipulation of the ratings in a trust network that in-

cluded complementary models, exaggerated positive modelsand exaggerated

negative models. We propose that future research could involve inferring the

model for manipulating the ratings that each malicious agent in the system is

adopting, so that we can “adjust” the system’s behavior as per the unfair rat-

ings and render them fair. This task could include identifying the deceptive

agents, and classifying them into different classes according to the pattern

of the malicious behavior that they exhibit. Then, for each class of mali-

cious behavior, an appropriate adjustment of the ratings can be performed to

“transform” the deceptive ratings into informative ratings.

5. In many real-life situations, the perceived performanceof the service by the

user does not merely depend on its “intrinsic” quality but can also be seen to

be dependent on extrinsic factors such as the current load ofthe service. For

example, a Web-Service might perform poorly when accessed by a significant

number of users. In such settings, identifying “intrinsically” high quality ser-

vices in the presence of deceptive agents will be increasingly difficult since,

in the case of negative rating, it is uncertain wether such a negative rating

is due to its “intrinsically” low quality or to an excessive load that degrades

the performance. Moreover, if a RS considers only the “intrinsic” quality of
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a service without taking into account the load of the service, most users in

the system would attempt to access “top ranked services” in the same time,

and thus, the perceived performance will degrade. Finding ways to distribute

and/or schedule the access to the services so as to improve the user’s quality

of experience is an interesting research direction.

4.2 Future work in the field of noisy Spatio-Temporal

Patterns

1. In this thesis, we reported a solution to tracking noisy Spatio-Temporal Pat-

terns using a controlled RW. A fascinating avenue for futurework is to inves-

tigate the application of the SLWE as an alternative solution to the problem,

and to compare its performance to our existing approach.

2. Our approach relies on the assumption that the noisy patterns belong to a set

of hypotheses. A research direction that is worth pursuing would be to design

an “unguided” approach for tracking Spatio-Temporal patterns, i.e, one that

would not require the hypotheseses space.

3. In the field of data mining,association rule learningis a well-known ap-

proach for miningfrequent itemsets[134]. The generalization of our approach

to learn the set of evolvingassociation rulesin a dynamic stream of data is a

particularly intriguing open research question.

4.3 Future Work in Designing User-centric Architec-

ture for Personalized Service Provisioning in Per-

vasive Environments

1. In this thesis, we tested our architecture using a simulation framework in

which we chose, as a performance metric, the ratio of relevant notifications.

In a future work, it would be beneficial to conduct a user studyin order to

assess the acceptance of our architecture from the perspective of an end-user.
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In such a study, privacy concerns related to the sharing of user’s personal

information with service providers should be addressed.

2. In the study [6], the authors proposed a gain-based media selection mecha-

nism. The gains obtained by ambient media services were estimated by com-

bining the media’s reputation, the user’s context and the user’s profile using

different weights. A future research possibility is to baseour multi-criteria

decision-making mechanism for recommending relevant services to the user

based on a simple computation of the gains of the corresponding services.

Additional parameters can be taken into account for evaluating the gain of the

service such as its cost in terms of money or battery life.

4.4 Future work in Learning User’s Preferences

1. In the work reported in [8], Naudetet. al introduced the concept of the Quan-

tity of Affiliation (QoA), which is defined as the degree of affiliation of a

content item to a given concept. From example, the movie “Shrek” can have

a quantity of affiliation: Animation = 0.9, Comedy = 0.8 [8]. This concept

is similar to that involving conjunctive data-items that weproposed for our

Learning Preference Manager. The main difference is that inthe case of

conjunctive data-items, the QoA is only allowed to take binary values. An

interesting research direction would thus be to design a novel SLWE update

mechanism that is able to handle the case of continuous QoA. We believe that

such an SLWE will present a significant contribution both to the family of

Weak Estimator algorithms and to our Learning Preferences Manager.

2. The evaluation of the SLWE-based solution for learning preferences was per-

formed using simulated data sets. As a future work, we intendto test our

solution for different real-life data sets.
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4.5 Future Work in SDWE

1. With regard to the SDWE, an interesting research direction is to attempt to

control the step size of the SDWE in an on-line manner. Since,between two

environment “switches”, the environment is stationary, a viable intuitive idea

is to decrease the step size between two environment “switches”, so that the

variance is reduced. On the other hand, as soon as an environment “switch”

is detected, we suggest that the step size should be increased for a limited

number of time iterations, so as to avoid getting trapped in the old estimates

and to allow for fast migration towards the new target value.To achieve this

task, a classical change-point detection algorithm ( Such as Page’s cumulative

sum (CUSUM) [76] detection procedure or the Shiryaev−Roberts−Pollak

detection procedure) can be employed in conjunction with the SDWE in order

to control the step size. It is worth mentioning that the sameidea could be

applied to control the update parameterλ of the SLWE.

2. In many real-life scenarios, when the environment executes a “switch”, the

new target parameter being tracked and estimated is sampledfrom a given

distribution, which is usually unknown. A Meta-Learning algorithm that tries

to learn the latterdistribution from which the target parameter is drawn at

environment switches, is worth investigating. For example, imagine that the

target parameter of a binomial distribution can take two values according to

two-state Markov model. The steps of the SDWE can be chosen ina non-

linear manner so that “big” jumps are realized between the two possible val-

ues of the target parameter, implying that the RW does not lose time in ex-

ploring the regions that are unlikely to contain the changing parameter of the

target distribution.

4.6 Future Work in RWs with Interleaving Steps

1. In the thesis, we considered the analysis of ergodic RWs with interleaving

jumps. As a future work, we intend to analyze the properties of the latter RW

in the presence of absorbing barriers.
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2. In our study of RWs with interleaving jumps, we assumed that an entity can

operateonly under two modes, either in theWell-Functioningmode, or in

theMal-Functioningmode. A natural extension of our work is to generalize

the results to the case of several modes. In this sense, on canenvisage multiple

modes where the entity is “upgraded” to the next “better” mode after a certain

number of consecutive successes, while it is “downgraded” to a “worse” mode

after a specified number of consecutive failures. It should be increasingly

difficult for the walker to advance from one mode to a “better mode”.

3. The generalization for a researcher to use the same strategy to know when

an AI scheme should switch from “Exploration” to “Exploitation” is an ex-

tremely interesting avenue for future research.
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Abstract In this paper, we propose a novel solution to the
problem of identifying services of high quality. The reported
solutions to this problem have, in one way or the other, re-
sorted to using so-called “Reputation Systems” (RSs). Al-
though these systems can offer generic recommendations
by aggregating user-provided opinions about the quality of
the services under consideration, they are, understandably,
prone to “ballot stuffing” and “badmouthing” in a compet-
itive marketplace. In general, unfair ratings may degrade
the trustworthiness of RSs, and additionally, changes in the
quality of service, over time, can render previous ratings un-
reliable. As opposed to the reported solutions, in this pa-
per, we propose to solve the problem using tools provided
by Learning Automata (LA), which have proven properties
capable of learning the optimal action when operating in
unknown stochastic environments. Furthermore, they com-
bine rapid and accurate convergence with low computational

The first author gratefully acknowledges the financial support of the
Ericsson Research, Aachen, Germany, and the third author is grateful
for the partial support provided by NSERC, the Natural Sciences and
Engineering Research Council of Canada. A preliminary version of
this paper was presented at IEA/AIE’10, the 2010 International
Conference on Industrial and Engineering Applications of Artificial
Intelligence and Expert Systems, Cordoba, Spain, in June 2010.

A. Yazidi · O.-C. Granmo · B.J. Oommen (�)
Department of ICT, University of Agder, Grimstad, Norway
e-mail: oommen@scs.carleton.ca

A. Yazidi
e-mail: anis.yazidi@uia.no

O.-C. Granmo
e-mail: ole.granmo@uia.no

B.J. Oommen
School of Computer Science, Carleton University, Ottawa,
Canada K1S 5B6

complexity. In addition to its computational simplicity, un-
like most reported approaches, our scheme does not require
prior knowledge of the degree of any of the above mentioned
problems associated with RSs. Instead, it gradually learns
the identity and characteristics of the users which provide
fair ratings, and of those who provide unfair ratings, even
when these are a consequence of them making unintentional
mistakes.

Comprehensive empirical results show that our LA-based
scheme efficiently handles any degree of unfair ratings (as
long as these ratings are binary—the extension to non-binary
ratings is “trivial”, if we use the S-model of LA computa-
tions instead of the P -model). Furthermore, if the quality of
services and/or the trustworthiness of the users change, our
scheme is able to robustly track such changes over time. Fi-
nally, the scheme is ideal for decentralized processing. Ac-
cordingly, we believe that our LA-based scheme forms a
promising basis for improving the performance of RSs in
general.

Keywords Reputation systems · Learning automata ·
Stochastic optimization

1 Introduction

1.1 Problem formulation

With the abundance of services available in today’s world,
identifying those of high quality is becoming increasingly
difficult. Since this, typically, involves the comprehensive
marketplace, an entire body of research has recently come
to the forefront, namely, the study of so-called “Reputa-
tion Systems” (RSs). Such systems have attracted a lot of
attention during the last decade in academia as well as in
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the industry, because they present a, hopefully, transparent
method by which the user community, within a social net-
work, can rank the quality of the services in question. RSs
have also emerged as an efficient approach to handle trust
in online services, and can be used to collect information
about the performance of services in the absence of direct
experience.

In this paper we intend to model and study how expe-
riences can be shared between users in a social network,
where the medium of collaboration is a RS. The basic
premise, of course, is that it is possible for users to expedi-
ently obtain knowledge about the nature, quality and draw-
backs of specific services by considering the experiences of
other users. Indeed, the information that people used to share
with their friends on campus or over a cup of coffee is now
being broadcasted online, and one can thus, easily and elec-
tronically, take advantage of the comments of thousands of
people participating in the social network. For instance, in a
social network of tourists, sharing the experiences concern-
ing restaurants can certainly prove advantageous.

The above premise is true if the basis of the decision is
accurate, up-to-date and fair. Unless a person is naive, he
must accept the fact that every user may not communicate
his experiences truthfully. In fact, the social network and
the system itself might contain misinformed/deceptive users
who provide either unfair positive ratings about a subject or
service, or who unfairly submit negative ratings. Such “de-
ceptive” agents, who may even submit their inaccurate rat-
ings innocently, have the effect that they mislead a RS that
is based on blindly aggregating users’ experiences. Further-
more, when the quality of services and the nature of users
change over time, the challenge is further aggravated.

From this perspective, we can state a fundamental para-
dox1 about using RSs by virtue of the fact that they are
prone to “ballot stuffing” and “badmouthing” in a compet-
itive marketplace. Users who want to promote a particular
product or service can flood the domain (i.e., the social net-
work) with sympathetic votes, while those who want to get
a competitive edge over a specific product or service can
“badmouth” it unfairly. Thus, although these systems can of-
fer generic recommendations by aggregating user-provided
opinions, unfair ratings may degrade the trustworthiness of
such systems. Additionally, changes in the quality of ser-
vice, over time, can render previous ratings unreliable. In
general, unfair ratings may degrade the trustworthiness of
RSs, and changes in the quality of service, over time, can
render previous ratings unreliable.

1Instead of relying purely on traditional information sources, a user can
opt to take advantage of social networks in the form of RSs to get more
reliable recommendations. But instead, he risks ending up with even
worse reliability than what was offered with traditional information
sources because misinformed/deceptive users may “contaminate” the
RSs. Hence the paradox!

This problem, of separating “fair” and “unfair” agents
for a specific service, is called the Agent-Type Partition-
ing Problem (AT PP ). Put in a nutshell, in this paper, we
propose to solve the above mentioned paradoxical AT PP

using tools provided by Learning Automata (LA), which
have powerful potential in efficiently and quickly learning
the optimal action when operating in unknown stochastic
environments. It adaptively, and in an on-line manner, grad-
ually learns the identity and characteristics of the users who
provide fair ratings, and of those which provide unfair rat-
ings, even when these are a consequence of them making
unintentional mistakes.

The solutions provided here have been subjected to rigor-
ous experimental tests, and the results presented are, in our
opinion, both novel and conclusive.

1.2 Reputation systems: state of the art

Finding ways to solve the AT PP and thus counter the detri-
mental influence of unfair ratings on a RS has been a focal
concern of a number of studies [3, 5, 13, 22, 28, 30]. Del-
larocas [5] used elements from collaborative filtering to de-
termine the nearest neighbors of an agent that exhibited sim-
ilar ratings on commonly-rated subjects. He then applied a
cluster filtering approach to filter out the most likely unfairly
positive ratings. Sen and Sajja [22] proposed an algorithm
to select a service provider to process a task by querying
other user agents about their ratings of the available service
providers. The main idea motivating their work is to select a
subset of agents, who when queried, gives a minimum prob-
abilistic guarantee that the majority of the queried agents
provide correct reputation estimates. However, comprehen-
sive experimental tests show that their approach is prone to
the variation of the ratio of deceptive agents. As opposed
to these, Zacharia [30] proposed a game-theoretic model to
solve the trust problem in online markets. In [29], the au-
thors present a heuristic methodology to reduce the compu-
tational complexity of ratings prediction in a trust network
topology while maintaining accuracy. Their approach relies
on experimentally verifying that the trust network exhibits
the so called “small-worldness” network property. The au-
thors verified the validity of their approach through exper-
imental data extracted from online trust sites. Apart from
online markets applications, the concept of trust was shown
to be useful to avoid access to fraudulent and malicious web
sites [15]. In [15], the authors presented a proxy-based ap-
proach that makes use of safety ratings provided by McAfee
SiteAdvisor in order to prevent access to untrustworthy web
sites.

It is worth noting that combining reports from different
witnesses is akin to the problem of fusioning possibly con-
flicting sources of information [2, 7, 10]. Buchegger and Le
Boudec [3] tackled the latter issue as follows: They proposed
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a Bayesian reputation mechanism in which each node iso-
lates malicious nodes by applying a deviation test methodol-
ogy. Their approach requires the agent to have enough direct
experience with the services so that he can evaluate the trust-
worthiness of the reports of the witnesses. While this is a de-
sirable option, unfortunately, in real life, such an assumption
does not always hold, specially when the number of possi-
ble services is large. In [4], Chen and Singh evaluated the
quality of feedbacks assuming that a feedback is credible if
it is consistent with the majority of feedbacks for a given
user. Their approach, though promising, unfortunately, suf-
fers from a deterioration in the performance when the ratio
of deceptive agents is high. In [28], Yu and Singh devised
a modified weighted majority algorithm to combine reports
from several witnesses to determine the ratings of another
agent. The main shortcoming of the work reported in [28] is
its relatively slow rate of convergence. In contrast, in [27],
Witby and Jøsang presented a Bayesian approach to filter out
dishonest feedback based on an iterated filtering approach.
In their approach, the authors extended the so-called “Beta”
reputation system presented by Jøsang and Ismail [9]. The
authors of [6] proposed a probabilistic model to assess peer
trustworthiness in P2P networks. Their model, which, in one
sense, is similar to ours, differs from the present work be-
cause the authors of [6] assume that a peer can deduce the
trustworthiness of other peers by comparing its own perfor-
mance with reports of other peers about itself. Though such
an assumption permits a feedback-evaluating mechanism, it
is based on the fact that peers provide services to one an-
other, thus permitting every party the right to play the role
of a service provider and the service consumer (a report-
ing agent). Our approach, which we briefly describe in the
next section and then explain in greater detail subsequently,
makes a clear distinction between these parties—the service
provider and the reporting agent.

1.3 Overview of our solution

In this paper, we provide a novel solution to the above prob-
lems, and in particular to the AT PP , based on Learning Au-
tomata (LA), which can learn the optimal action when op-
erating in unknown stochastic environments. Furthermore,
they combine rapid and accurate convergence with low com-
putational complexity. In addition to its computational sim-
plicity, unlike most reported approaches, our scheme does
not require prior knowledge of the degree of any of the above
mentioned problems with RSs. Rather, it adaptively, and in
an on-line manner, gradually learns the identity and charac-
teristics of the users who provide fair ratings, and of those
which provide unfair ratings, even when these are a conse-
quence of them making unintentional mistakes.

Learning is achieved by interacting with a so-called “En-
vironment”, and by processing its responses to the actions

that are chosen. Such automata have various applications
such as parameter optimization, statistical decision making
and telephone routing [14, 18–20]. Narendra and Thathachar
[14] have dedicated a book that reviews the families and ap-
plications of LA, and a brief survey of this field is included
here in the interest of completeness.

By suitably modeling reports about direct experiences in-
volving a specific service as responses from the correspond-
ing “Environment”, our scheme intelligently groups agents
according to the rating that they give to the same service. To
formalize these responses, we define an agent to be “fair”
(or “trustworthy”) if it reports the service performance cor-
rectly with a probability p > 0.5. Similarly, an agent is said
to be “deceptive” if it reports the inverted service perfor-
mance with a probability q > 0.5. The beauty of our scheme
is that although the identity of the reporting agents is un-
known, “fair” agents will end up in the same group, while
“deceptive” agents will converge to another group.

Unlike most existing reported approaches that only con-
sider the feedback from “fair” agents as being informative,
and which simultaneously discard the feedback from “un-
fair” agents, in our work we attempt to intelligently com-
bine (or fuse) the feedback from fair and deceptive agents
when evaluating the performance of a service. Moreover, we
do not impose the constraint that we need a priori knowl-
edge about the ratio of deceptive agents. Consequently, un-
like most of existing work, that suffer from a decline in the
performance when the ratio of deceptive agents increases,
our scheme is robust to the variation of this ratio. This char-
acteristic phenomenon of our scheme is unique.

1.4 Contributions of this paper

The novel contributions of this paper, when it concerns RSs,
are the following:

• We demonstrate the applicability of LA to RSs—thus pro-
viding a promising real-time solution to this paradoxical
problem. To our knowledge, the paper presents the first
reported LA-based solution for any problem within the
field of RSs.

• Since our solution is based on LA, it is both computation-
ally simple and memory efficient.

• With regard to the field of LA itself, our scheme presents
twofold contributions to traditional LA-based partition-
ing algorithms [17, 19, 20]. First of all, we do not im-
pose the constraint that an equal number of agents must
reside in the same partition. Secondly, we experimentally
demonstrate that the partitioning still yields accurate re-
sults when the environment is stochastic. In this sense,
the parameter used here to decide whether two agents are
reckoned “similar” is stochastic, while the latter parame-
ter was assumed constant in [17, 19, 20].
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• Most importantly, however, our scheme maximizes the
likelihood of selecting high quality services in the pres-
ence of an unknown ratio of deceptive agents. Indeed, not
only does the scheme not require the a priori knowledge
of the ratio of the deceptive agents, but it is also very ro-
bust to extremely high ratios of such deceptive or even
malicious agents!

We conclude this section by mentioning that our results
probably represent the state-of-the-art!

1.5 Paper Organization

Earlier, in Sect. 1.2 we presented a brief survey of the avail-
able solutions for dealing with fair and unfair agents in RSs.
The rest of the paper is organized as follows. First of all,
in Sect. 2, we present a formal statement of the problem.
Then, in Sect. 3 we present a brief overview of the field of
LA. Thereafter, in Sect. 4 we present our solution, which
is the LA-based scheme for selecting services in stochastic
environments. Experimental results obtained by rigorously
testing our solution for a variety of scenarios and for agents
with different characteristics, are presented in Sect. 5. Sec-
tion 6 concludes the paper.

2 Modeling the problem

Let us consider a population of L services (or service
providers), S = {S1, S2, . . . , SL}. We also assume that the
social network (or pool of users) consists of N parties (syn-
onymously called “agents”) U = {u1, u2, . . . , uN }. Each ser-
vice Sl has an associated quality, which, in our work is repre-
sented by an “innate” probability of the service provider per-
forming exceptionally well whenever its service is requested
by an agent. This probability is specified by the quantity θl ,
assumed to be unknown to the users/agents. For a given in-
teraction instance between user agent ui and service Sl , let
xil denote the performance value, which, for the sake of for-
malism, is assumed to be generated from a distribution re-
ferred to as the Performance Distribution of Sl . After the
service has been provided, the user/agent ui observes the
performance xil , where xil ∈ {0,1}. Since we intend to re-
duce our problem to a maximization problem, we assume
that ‘0’ denotes the lowest performance of the service, while
‘1’ denotes its highest performance.2

At this juncture, after the agent has experienced the qual-
ity of the service, he communicates his experience to the
rest of the network. Let yil be the report that he transmits to

2The extension to non-binary ratings (for example when xil is a real
number in the unit interval) is “trivial”, if we use the S-model of LA
computations instead of the P -model.

other agents after he experiences xil , where,3 yil ∈ {0,1}. It
is here that we have to model the genuineness of an agent
communicating his evaluation accurately. To do this, we as-
sume that agent ui communicates his experience, xil , truth-
fully to other agents in the population, with a probability
pi . In other words, pi denotes the probability that agent
ui is not misreporting his experience. For ease of notation,
we let qi = 1 − pi , which represents the probability that
agent ui does, in fact, misreport his experience. The inten-
tion for this symbolism should be obvious, because clearly,
pi = Prob(xil = yil).

Observe that as a result of this communication model, a
“deceptive” agent will probabilistically tend to report low
performance experience values for high performance ser-
vices and vice versa. Our aim, then, is to incrementally par-
tition the agents as being true/fair or deceptive, concurrently
with their experiences being communicated to us. Further-
more, at the same time as the agents are being partitioned,
our aim is to use the present state of the ongoing partition-
ing as a basis for decision making when selecting services.
Thus, our scheme can be divided into two interacting phases,
namely, an agent partitioning phase and a service selection
phase. The input to the agent partitioning phase is the reports
communicated by the other agents, while the input to the ser-
vice selection phase is the current agent partitioning. Deci-
sions about whether to access a service or not are the output
of the overall procedure, with the goal of making the deci-
sions that maximize the service performance experienced by
the agent that acts upon those decisions.

Note that we do not assume that an agent can access any
service, any time he wants. Rather, we assume that service
access is spatially and temporally restricted. Thus, the true
nature of services and agents are only gradually revealed,
i.e., as the overall system of agents and services are ob-
served over time. Also, note that we assume that some of the
agents spend some time on exploration, and not all of their
time purely on exploiting the experiences communicated by
other agents. This is necessary in order for the overall system
to discover the nature of new services when they are intro-
duced, as well as detecting the new nature of an old service
that changes nature.

Formally, the Agent-Type Partitioning Problem (AT PP ),
can be stated as follows: A social network consists of N

agents, U = {u1, u2, . . . , uN }, where each agent ui is char-
acterized by a fixed but unknown probability pi of him re-
porting his experience truthfully. The ATPP involves parti-
tioning U into 2 (mutually exclusive and exhaustive) groups
so as to obtain a 2-partition Gk = {Gi |i = 1,2}, such that
each group, Gi , of size, Ni , exclusively contains only the

3We mention, in passing, that other researchers, have used the notation
yil to signify the rating of the service.
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agents of its own type, i.e., which either communicate truth-
fully or deceptively.

Since the set of all possible solutions is isomorphic to
the set of all possible subsets of U , we conjecture that the
problem of determining the optimal 2-partition is NP -hard.

To simplify the problem, we assume that every pi can
assume one of two4 possible values from the set {pd,pf },
where pd < 0.5 and pf > 0.5. Then, agent ui is said to be
fair if pi = pf , and is said be deceptive if pi = pd .

Based on the above, the set of fair agents is Uf =
{ui |pi = pf }, and the set of deceptive agents is Ud =
{ui |pi = pd}.

Let yil be a random variable defined as below:

yil =
{

1 w.p pi.θl + (1 − pi).(1 − θl)

0 w.p pi.(1 − θl) + (1 − pi).θl .
(1)

Consider the scenario when two agents ui and uj utilize the
same service Sl and report on it. Then, based on the above
notation, their reports relative to the service Sl are yil and
yjl respectively, where:

Prob(yil = yjl)

= Prob[(yil = 0 ∧ yjl = 0) ∨ (yil = 1 ∧ yjl = 1)]
= Prob[(yil = 0 ∧ yjl = 0)]

+ Prob[(yil = 1 ∧ yjl = 1)]
= Prob(yil = 0) · Prob(yjl = 0)

+ Prob(yil = 1) · Prob(yjl = 1).

Throughout this paper, we shall denote Prob(yil = yjl) to
be the probability that the agents ui and uj will agree in
their appraisal. This quantity has the following property.

Theorem 1 Let ui and uj two agents. If both ui and uj

are of the same nature (either both deceptive agents or both
fair), then Prob(yil = yjl) > 0.5. Similarly, if ui and uj are
of different nature, then Prob(yil = yjl) < 0.5.

Proof The proof is straightforward. �

We shall now proceed to present a brief overview of LA,
the toolkit to solve the AT PP .

4Generalizing this so that each pi can be an element of a set
{pd1 ,pd2 , . . . pdJ

,pf1 ,pf2 , . . . pfM
}, where every pdi

< 0.5 and every
pfj

> 0.5 is rather trivial. It merely involves extending the arguments
presented here for all possible pairs 〈pdi

,pfj
〉. Notice that in the same

vein, agent ui would be considered fair if pi ∈ {pf1 ,pf2 , . . . pfM
}, and

he would be deceptive if pi ∈ {pd1 ,pd2 , . . . pdJ
}.

3 Stochastic learning automata

Learning Automata5 (LA) have been used in systems that
have incomplete knowledge about the Environment in which
they operate [1, 14, 21, 25]. The learning mechanism at-
tempts to learn from a stochastic Teacher which models the
Environment. In his pioneering work, Tsetlin [26] attempted
to use LA to model biological learning. In general, a random
action is selected based on a probability vector, and these
action probabilities are updated based on the observation of
the Environment’s response, after which the procedure is re-
peated.

The term “Learning Automata” was first publicized by
Narendra and Thathachar [14]. The goal of LA is to “deter-
mine the optimal action out of a set of allowable actions” [1].
The distinguishing characteristic of automata-based learn-
ing is that the search for the optimizing parameter vector is
conducted in the space of probability distributions defined
over the parameter space, rather than in the parameter space
itself [24].

In the first LA designs, the transition and the output func-
tions were time invariant, and for this reason these LA were
considered “Fixed Structure Stochastic Automata” (FSSA).
Tsetlin, Krylov, and Krinsky [26] presented notable exam-
ples of this type of automata. The solution we present here,
essentially falls within this family and so we shall explain
this family in greater detail in Sect. 3.1.

Later, Vorontsova and Varshavskii [14] introduced a class
of stochastic automata known in the literature as Variable
Structure Stochastic Automata (VSSA). In the definition of
a VSSA, the LA is completely defined by a set of actions
(one of which is the output of the automaton), a set of inputs
(which is usually the response of the Environment) and a
learning algorithm, T . The learning algorithm [14] operates
on a vector (called the Action Probability vector)

P(t) = [p1(t), . . . , pR(t)]T,

where pi(t) (i = 1, . . . ,R) is the probability that the au-
tomaton will select the action αi at time ‘t’, pi(t) =
Pr[α(t) = αi], i = 1, . . . ,R, and it satisfies

R∑
i=1

pi(t) = 1 ∀t.

Note that the algorithm T : [0,1]R × A × B → [0,1]R is
an updating scheme where A = {α1, α2, . . . , αR},
2 ≤ R < ∞, is the set of output actions of the automaton,

5In the interest of completeness, we have included a brief review of
the field of LA here. The review found in the earlier version of the
paper has been abridged as per the desire of the referees. The list of
applications of LA is also extensive, but omitted here in the interest of
brevity and the advice of the referees.
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and B is the set of responses from the Environment. Thus,
the updating is such that

P(t + 1) = T (P (t), α(t), β(t)),

where P(t) is the action probability vector, α(t) is the action
chosen at time t , and β(t) is the response it has obtained.

3.1 Fundamentals of FSSA

Since the solution to the AT PP which we present here es-
sentially falls within the family of FSSA, we explain them
now in greater detail. A FSSA is a quintuple (α, �, β , F, G)
where:

• α = {α1, . . . , αR} is the set of actions that it must choose
from.

• � = {φ1, . . . , φS} is a set of states.
• β = {0,1} is its set of inputs. The ‘1’ represents a penalty,

while the ‘0’ represents a reward.
• F is a map from � × β to �. It defines the transition of

the internal state of the automaton on receiving an input.
F may be stochastic.

• G is a map from � to α, and it determines the action taken
by the automaton if it is in a given state. With no loss of
generality, G is deterministic.

As discussed above, the automaton is offered a set of ac-
tions, and it is constrained to choose one of them. When an
action is chosen, the Environment gives out a response β(t)

at a time ‘t’. The automaton is either penalized or rewarded
with an unknown probability ci or 1 − ci , respectively. On
the basis of the response β(t), the state of the automaton
φ(t) is updated and a new action is chosen at (t + 1). The
penalty probability ci satisfies:

ci = Pr[β(t) = 1|α(t) = αi] (i = 1,2, . . . ,R).

The basic idea used to solve the AT PP is based on a
sub-class of LA solutions that has been used to solve the
object partitioning problem [8, 16]. As documented in the
literature, the object partitioning problem involves partition-
ing a set of |P| objects into |N| groups or classes, where the
main aim is to partition the objects into groups that mimic
an underlying unknown grouping. In other words, the ob-
jects which are accessed together must reside in the same
group [16]. In the special case when all the groups are re-
quired to contain the same number of objects, the problem
is also referred to as the Equi-Partitioning Problem (EPP ).
Many solutions involving LA have been proposed to solve
the EPP , but the most efficient algorithm is the Object Mi-
grating Automaton (OMA) [16]. The latter was first pro-
posed by Oommen and Ma [16], and some modifications
were added by Gale et al. [8] to create the Adaptive Clus-
tering Algorithm (ACA). Since the OMA is, in one sense,

the prior art on which our present solution is built, and since
we have compared our scheme with the OMA, we briefly
describe its design here.

3.2 Object migrating automaton (OMA)

The Object Migrating Automaton (OMA) is an ergodic au-
tomaton that has R actions {α1, . . . , αR} representing the
possible underlying classes. Each action αi has its own set
of states {φi1, φi2, . . . , φiM}, where M is the depth of mem-
ory, and 1 ≤ i ≤ R represents the number of classes. φi1 is
called the most internal state and φiM is the boundary (or
most external) state.

A set of W physical objects {A1,A2, . . . ,AW } is ac-
cessed by a random stream of queries, and the objects are
to be partitioned into groups so that the frequently jointly-
accessed objects are clustered together. The OMA uti-
lizes W abstract objects {O1,O2, . . . ,OW } instead of mi-
grating the physical objects. Each abstract object is as-
signed to a state belonging to an initial random group but
in its boundary state. The objects within the automaton
move from one action to another, and so, in this case, all
the W abstract objects move around in the automaton. If
the abstract objects Oi and Oj are in the action αh, and
the request accesses 〈Ai,Aj 〉, then the OMA will be re-
warded by moving them towards the most internal state
φh1. But a penalty arises if the abstract objects Oi and
Oj are in different classes, say αh and αg , respectively.
Assuming Oi is in ζi ε {φh1, φh2, . . . , φhM } and Oj is in
ζj ε {φg1, φg2, . . . , φgM}, they will be moved as follows:

• If ζi �= φhM and ζj �= φgM , Oi and Oj are moved one
state toward φhM and φgM , respectively.

• If exactly one of them is in the boundary state, the object
which is not in the boundary state is moved towards its
boundary state.

• If both of them are in their boundary states, one of them,
say Oi is moved to the boundary state of the other object
φgM . In addition, the closest object to them is moved to
the boundary state φhM , so as to preserve an equal number
of objects in each group.

It is important to point out that the random stream of
queries contains information about an optimal partition, and
the OMA attempts to converge to it. The automaton is said
to have converged when all the objects in a class are in the
deepest (or second deepest) most-internal state.

The OMA can be improved by the following: Assume
that a pair of objects 〈Ai,Aj 〉 is accessed, where Oi is in
the boundary state, while Oj is in a non-boundary state. In
this case, a general check should be made to locate another
object in the boundary state of the partition containing Oj . If
there is an object, then swapping is done between this object
and Oi in order to bring the two accessed objects into the
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same partition. In turn, instead of waiting for a long time to
have these accessed objects in the same partition, the con-
vergence speed can be increased by swapping the objects
into the right partitions.

The formal algorithm for the OMA is found in [8, 16],
and omitted here in the interest of space.

3.3 Similarities between the AT PP and the EPP

The idea behind using LA as a tool to solve the AT PP

comes from the elegance of using them to solve the EPP .
The similarity between the EPP and the AT PP render LA

as one of the promising candidate tools to solve the latter.
This is because:

• As in the case of the EPP , the AT PP is (possibly) NP-
hard, primarily due to the exponential growth in the num-
ber of partitions of objects/agents.

• The EPP dictates that each partition must have the same
number of objects. It is easy to see that an analogous con-
dition can be imposed with the AT PP if the number of
fair and deceptive agents are equal. Relaxing this con-
straint will be one of our major challenges.

• The EPP and AT PP seek to partition the objects/agents
into groups that mimic the underlying unknown groups of
objects and agents respectively. In the case of the EPP ,
the objects which are accessed together more frequently
by a random sequence of queries are said to be in the
same partition. As opposed to this, in the AT PP , the
agents which are similar to each other (by being either
fair or deceptive), are required to be in the same group so
as to maximize the “within-group” and to minimize the
“between-group” similarities.

We now highlight the differences between the two prob-
lems.

3.4 Limitations of the OMA in the AT PP context

The reported instances of the OMA are not directly applica-
ble for the AT PP . To develop our solution, we highlight the
main restrictions, and the necessary enhancements which
must be added to the OMA in order for it to be useful in
our present application domain.

• First of all, unlike the EPP, the AT PP does not require
the number of agents in each group to be the same.

• In case of the AT PP , the user does not have access to the
stream of random queries. Rather, the only available data
is the set of instances when the appraisal of one agent con-
curs with that of another. It is thus apparent that we have
to artificially “generate” a sequence of “queries” (or pairs)
which can be used to operate on a machine similar to the
OMA. The above restriction has a “two-edged” implica-
tion. First of all, in the EPP , the user usually requests

the system to obtain a query pair of the form 〈Oi,Oj 〉.
However, in the AT PP , it is our responsibility, while de-
signing the algorithm, to determine which agents should
be deemed similar or dissimilar, and the reader will ob-
serve that this determination is a problem to be solved
in its own right. Secondly, in the OMA, the placement
of the objects in the automaton and the stream of random
queries, together, serve to either reward or penalize the au-
tomaton. However, in the case of the AT PP , the question
of obtaining a reward/penalty response is not provided by
the user, but it has to be inferred. This again has to be
solved.

• Unlike the EPP , which has no way of penalizing “non-
accessed elements”, a solution to the AT PP must de-
velop a strategy for penalizing such agents by consider-
ing how similar the agents within the same groups are.
Clearly, this is superfluous for the EPP because, in that
problem, the automaton is absolutely dependent on the
user’s queries. In the present problem, it is crucial that
an automaton can quantify how fitting an agent is for any
given group.

• The optimal partition for the EPP yields crucial informa-
tion in the stream of random queries. As opposed to this,
in the context of the AT PP , the system has no notion of
how to characterize the optimal partition. This renders the
problem of adapting the OMA to solve the AT PP more
difficult.

• In the same vein, the definition of the optimal partition for
the EPP is quite different from that of the corresponding
solution for the AT PP . In the case of the EPP , all ob-
jects which are accessed together more frequently should
be in the same partition, while in the AT PP all agents
which respond in a similar way should be in the same
group.

• The criteria which are used to reward and penalize the
automaton in the EPP is quite unlike the one used for
the AT PP . In the EPP , the automaton is rewarded or
penalized based on the (unknown) probability of any two
objects being jointly accessed. But in the context of the
AT PP , the automaton is reward or penalized by “con-
ducting a comprehensive study” of the relation between
the individual agents, which, furthermore, may or may not
participate in a communication within the social network.

• Although the EPP and AT PP utilize analogous rules
for a reward phenomenon, as we shall see, they differ in
performing the penalty rules. In case of the EPP , the
automaton enforces the rule that the pertinent object mi-
grates, if and only if at least one of the accessed objects
is at the boundary state of the different partitions. As op-
posed to this, in the AT PP , the automaton enforces the
rule that the agents are migrated to the alternate group
whenever the task of migrating is dictated by their joint
appraisal probabilities.
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• The automaton used to solve the EPP is said to have
converged, when all the objects are found in the most (or
the last two) internal states of each partition. However,
we propose that the convergence in the AT PP occurs
when the measure of their clusters is satisfactory. For ex-
ample, if all the agents in both class are in their most in-
ternal states, the within-cluster distance of each cluster
would be zero, and the between-cluster distance would be
2M . We can then say that convergence has occurred if
the weighted sum of the within-cluster distance and their
between-cluster distance is greater than a given threshold.

4 A LA-based solution to the AT PP

This section describes, in fair detail, all the aspects and algo-
rithmic issues associated with our LA-based solution to the
AT PP . To initiate this, in Sect. 4.1 we first explicitly state
the inputs, outputs and goals of the entire exercise. Then, in
Sect. 4.2, we present a formal overview of the solution, in-
cluding the components of its 7-tuple formulation. Each of
the elements of this automaton are formally explained here.
Since the formulation of the LA has to explicitly declare the
responses it makes to Rewards and Penalties, Sect. 4.3 ex-
plicitly defines these both diagrammatically and algorithmi-
cally. This is followed, in Sect. 4.4, by a description of how
the user concentrates his observation on a sliding window of
interactions with other agents in the social network, and a
simple example (in Sect. 4.6) concludes this section.

4.1 Inputs, outputs and goals

In order to develop our LA-based solution to the AT PP , it
is appropriate that we re-iterate what the corresponding in-
puts and outputs are. The input to our automaton, is the set
of user agents U = {u1, u2, . . . , uN } and the reports that are
communicated within the social network. With regard to the
output, we intend to partition U into two sets, namely, the
set of fair agents Uf = {ui |pi = pf }, and the set of decep-
tive agents Ud = {ui |pi = pd}. The intuitive principle that
we use is that the agents that have the same nature (fair or
deceptive) will report similar experiences about the same
service, and we shall attempt to infer this phenomenon to,
hopefully, migrate them to the same partition. Observe that
since agents of different nature report dissimilar experiences
about the same service, we hope to also infer this, and, hope-
fully, force them to converge into different partitions.

4.2 Formal definition of the LA-based AT PP solution

We define the Agent Migrating Partitioning Automaton
(AMPA) as a 7-tuple as below: (U , �, α, β , Q, G, W),
where

• U = {u1, u2, . . . , uN } is the set of agents.
• � = {φ1, φ2, . . . , φ2M} is the set of states.
• α = {α1, α2} is the set of actions, each representing a

group into which the elements of U fall.
• β = {‘0’, ‘1’} is the set of responses, where ‘0’ represents

a Reward, and ‘1’ represents a Penalty.
• Q is the transition function, which specifies how the

agents should move between the various states. This func-
tion is quite involved and will be explained in detail
presently.

• The function G partitions the set of states for the groups.
For each group, αj , there is a set of states {φ(j−1)M+1, . . . ,

φjM }, where M6 is the depth of memory. Thus,

G(φi) = αj (j − 1)M + 1 ≤ i ≤ jM. (2)

This means that the agent in the automaton chooses α1

if it is in any of the first M states, and that it chooses α2

if it is in any of the states from φM+1 to φ2M . We assume
that φ(j−1)M+1 is the most internal state of group αj , and
that φjM is the boundary state. These are called the states
of “Maximum Certainty” and “Minimum Certainty”, re-
spectively.

• W = {WD
l (t)}, where, WD

l (t) = {Last D records prior to
instant t relative to service Sl}.

Our aim is to infer from W a similarity list of agents
deemed to be collectively similar. From it we can, based
on the window of recent events, obtain a list of pairs of
the form 〈ui, uj 〉 deemed to be similar. The question of
how W is obtained will be discussed later.

To see how all these components flow together, we shall
now explain how the learning cycle is performed—which is
the central kernel where the AT PP is solved.

The learning phase is the core of the clustering. The
AMPA model is initialized by placing all the agents at the
boundary state of their initially randomly-chosen groups.
This indicates that the AMPA is initially uncertain of the
placement of the agents, because the different states within
a given group quantify the measure of certainty that the
scheme has for a given agent belonging to that group. As
the learning cycle proceeds, similar agents will be rewarded
for their being together in the same group, and they will be
penalized by either moving toward their boundary state, or
to another group, as will be clarified presently.

6Generally speaking, the depth of the memory, M , in the LA could
play an important role in determining the accuracy of the LA, while
the eigenvalues of the underlying chain would determine the machine’s
rate of convergence. To the best of our knowledge, we are not aware of
any method used to determine the best value for M except the trial-and-
error approach. The effect of varying M will be explained in Sect. 5.
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4.3 Reward and penalty transitions

Philosophically, we mention that since we require that all
the elements of U move among the states of the machine, it
is distinct from traditional FSSA, which, being a traditional
finite state machine, always finds itself in only one of a finite
number of states. Also, if agent ui is in action αj , it signifies
that it is in the sub-partition whose index is j . Moreover, if
the states occupied by the nodes are given, the sub-partitions
can be trivially obtained by invoking (2).

Let ζi(t) be the index of the state occupied by agent ui

at the t th time instant. Based on {ζi(t)} and (2), let us sup-
pose that the automaton decides a current partition of U into
sub-partitions. Using this notation we shall later describe the
transition map of the automaton. Since the intention of the
learning process is to collect “similar” agents into the same
sub-partition, the question of “inter-agent similarity” (i.e.,
inferring which two agents should be grouped together) is
rather crucial. In the spirit of Theorem 1, we shall reckon
that two agents are similar if they are of the same nature,
implying that the corresponding probability of them agree-
ing is greater than 0.5.

We now consider the reward and penalty scenarios sepa-
rately.

4.3.1 Transitions for rewards

(a) Whenever two agents ui and uj test the same ser-
vice, if their corresponding reports are identical (either
both ‘0’ or both ‘1’), and they currently belong to the
same partition, the automaton (and, in particular, ui and
uj ) is rewarded. This mode of rewarding is called the
RewardAgreeing mode depicted in Fig. 1, and the al-
gorithm is formally given in Algorithm 1 titled “Re-
ward_Agreeing_Nodes”.

(b) As opposed to this, if ui and uj are dissimilar and
they currently belong to distinct partitions, the automa-
ton (and again, in particular, ui and uj ) is rewarded.
This mode of rewarding is called the RewardDisagree-
ingMode. The algorithm is identical to the formal algo-
rithm given in Algorithm 1, and is thus omitted to avoid
repetition.

By way of explanation, more specifically, on being re-
warded, since the agents ui and uj are in the “correct”
group, say αp , with regard to the agent it is being com-
pared with, both of them are moved towards the most in-
ternal state of that group, one step at a time. Observe that
it does not matter whether either (or both) of them is in a
boundary state. The overall scheme is given in Algorithm 2
titled “Reward_Agent”.

4.3.2 Transitions for penalties

Here we encounter three cases as listed below.

Algorithm 1 Procedure Reward_Agreeing_Nodes
Input: ζi and ζj : the indices of the states where the agents
Ri and Rj are located in the LA.
Output: The updated values of ζi and ζj .
Method:

1: Reward_Agent(ζi )
2: Reward_Agent(ζj )
3: return ζi and ζj

End Procedure Reward_Agreeing_Nodes

Algorithm 2 Procedure Reward_Agent
Input: ζi , which represents the index of the state where the
agent Ri is located in the LA.
Output: The updated value of ζi .
Method:

1: if (ζi mod M �= 1) then
2: ζi = ζi − 1
3: end if
4: return ζi

End Procedure Reward_Agent

(a) Whenever two agents ui and uj test the same service,
if their corresponding reports are identical (either both
‘0’ or both ‘1’), and they currently belong to distinct
partitions, the automaton (and, in particular, ui and uj )
is penalized. More specifically, this case is encountered
when two similar agents, ui and uj , are allocated in dis-
tinct groups say, αa and αb respectively (i.e., Ri is in
state ζi , where ζi ∈ {φ(a−1)M+1, . . . , φaM}, and Rj is in
state ζj , where ζj ∈ {φ(b−1)M+1, . . . , φbM }). This mode
of rewarding is called the PenalizeAgreeing mode de-
picted in Fig. 2, and the algorithm is formally given in
Algorithm 3 titled “PenalizeAgreeingNodes”.

Algorithm 3 Procedure Penalize_Agreeing_Nodes
Input: ζi and ζj : the indices of the states where the agents
Ri and Rj are located in the LA.
Output: The updated values of ζi and ζj .
Method:

1: Penalize_Agent(ζi)
2: Penalize_Agent(ζj )
3: return ζi and ζj

End Procedure Penalize_Agreeing_Nodes

(b) However, if ui and uj are both assigned to the same sub-
partition, but they should rather be assigned to distinct
groups, the automaton is penalized. Analogous to the
above, this mode of penalizing is called the PenalizeDis-
agreeing mode, because, in this mode, agents which are
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Fig. 1 (a) RewardAgreeing Mode: This is the case when both agents
ui and uj belong to the same partition. Observe that it does not mat-
ter whether either (or both) of them is in a boundary state. (b) Reward

Disagreeing Mode: This is the case when both agents ui and uj belong
to different partitions. Again, observe that it does not matter whether
either (or both) of them is in a boundary state

Fig. 2 PenalizeAgreeing Mode: This is the case when both agents ui and uj belong to different partitions. In (a), neither of them is in a boundary
state. As opposed to this, in (b), the figure depicts the case when one of them, uj , is in a boundary state

Fig. 3 PenalizingDisagreeing mode: This is the case when both agents
ui and uj belong to the same partition, when, in actuality, they should
belong to distinct partitions. In (a), neither of them is in a boundary

state. As opposed to this, in (b), the figure depicts the case when one
of them, uj , is in a boundary state

Algorithm 4 Procedure Penalize_Agent
Input: ζi , which represents the index of the state where the
agent Ri is located in the LA.
Output: The updated value of ζi .
Method:

1: if (ζi mod M �= 0) then
2: ζi = ζi + 1
3: else
4: if (ζi = M) then
5: ζi = 2M
6: else
7: ζi = M
8: end if
9: end if

10: return ζi

End Procedure Penalize_Agent

actually dissimilar are assigned to the same subparti-
tion and they are therefore penalized. This is depicted
in Fig. 3, and the algorithm is identical to the formal

algorithm given in Algorithm 3. It is again omitted to
avoid repetition.

(c) In both these cases, if the agent in question is in a bound-
ary state, it is subsequently moved to the boundary state
of the alternate choice.

Again, by way of explanation, on being penalized, if the
agents ui and uj are in the same group, say αa , both of them
are moved away from the most internal state of that group,
one step at a time. See Figs. 2 and 3 and Algorithm 4 titled
“Penalize_Agent”. If either of them is in a boundary state, it
switches actions to go to the boundary state of the alternate
action.

4.4 The window of observations

Since we adopt a simple interaction model, at each time in-
stant a random agent chooses a random service to interact
with, and can report his experience to the rest of agents.

We now address the question of recording the reports as-
sociated with the various agents, which in turn, involves the
set W, defined above. In our work, we adopt a “tuple-based”
window to store the reports for a given service [12], where
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the size of the window is quantified in terms of the number
of tuples. We have opted to do this because it is easier to
deal with tuple-based windows, since the size of each win-
dow in terms of the number of tuples is fixed. As opposed
to this, a time-based window would be specified in terms of
time units, where the size of each window instance may vary
based on the arrival process. Observe that our approach is
consistent with the work of Shapiro [23] where it was proven
that in an environment in which peers can change their be-
havior over time, the efficiency of a reputation mechanism
is maximized by giving higher weights on recent ratings and
where older (stale) ratings are discounted. Clearly, this is
equivalent to enforcing a sliding window.

In the partitioning phase, the agent in question observes
the reports of other agents. Based on the similarity of the re-
ports relative to the same service, the agent in question parti-
tions the reporters into two sets. Obviously, the reporters are
either deceptive or fair. Despite the ability of our LA-based
clustering algorithm to separate between the two groups Uf

and Ud , the agent can not determine which of the two groups
is the fair one, (Uf ), and which is the deceptive one, (Ud ),
unless he tries the services himself. Intuitively, if the agents
knows this information, he can just take the inverse of the
reports of the “liars” as being trustworthy, while he consid-
ers the rest of the reports, obtained from the fair agents, as
also being trustworthy.

With regard to the set W, the decision making procedure
that maximizes the likelihood of choosing high performance
services, works as follows. Every agent stores the last D re-
ports seen so far. Thus, the agent in question maintains, for
every service, a sliding window over the last D reported ex-
periences, which guarantees gathering the most recent re-
ports. Let

WD
l (t) = {Last D records prior to instant t

relative to service Sl}

At time instant t , WD
l (t) contains the D tuples with the

largest time stamps (where, if the total number d of reports
seen so far is smaller than the length of the window D, the
vector contains these d elements). Clearly, WD

l (t) stores the
most recent D tuples.7 Also, let WD

l [k] denote the record of
index k in the vector, or the (D − k)th last record.

4.5 The decision making phase

In the spirit of what we have developed so far, we assume
that the services belong to two categories: high performance
services and low performance services. A high performance

7In future, unless there is ambiguity, for ease of notation, we shall omit
the time index t .

service is a service with a high8 value of θ , and similarly, a
low performance service is a service with a low value of θ .
We suppose that agent u aspires to interact with high per-
formance services. Therefore, every time u desires to access
a service, u creates a list L of the recommended services
by applying a majority voting method, as explained below.
Based on this, u chooses a random service among the ele-
ments of this created list. In order to create a list of the high
performance services, for every service Sl , agent u evaluates
the feedback from agents that may have directly interacted
with service Sl during the last D interactions. We adopt the
terminology of a “witness” to denote an agent solicited for
providing its feedback. In this sense, at instant t , agent u

examines the service history vector WD
l (t) that contains the

last reports of the witnesses regarding the performance of
service Sl . For every report in the vector WD

l (t), agent u

should take the reverse of the report as true if he believes that
the witness is a “liar”, and consider the rest of the reports
as being trustworthy. Following such a reasoning, given D

trustworthy reports about a given service, we can apply a
deterministic majority voting to determine if the service is
of high performance or of low performance. Obviously, if
the majority of the agents assign the service a ranking of
‘1’, the service is assumed to be of a high performance, and
consequently, it is added to the list L.

However, a potential question is that of determining
which partition is the deceptive one, and which involves the
fair agents. In order to differentiate between the partitions
we design a LA that learns which of the partitions is decep-
tive and which is fair—based on the result of the interaction
between agent u with the selected service Sl . The automa-
ton is rewarded whenever agent u selects a recommended
service from the list L and the result of the interaction is a
high performance (meaning ‘1’). Similarly, the automaton
is penalized whenever agent u selects a recommended ser-
vice from the list L and the result of the interaction is a low
performance (meaning ‘0’). Again, we suppose that agent
u in question is initially assigned to the boundary state. We
observe the following:

• If agent u is in class αj then u supposes that all the agents
in αj are fair, and the agents in the alternate class are de-
ceptive.

• Whenever agent u decides to interact with a high perfor-
mance service, he creates the list L of recommended ser-
vices, and proceeds to choose a random service from L.

• If the result of the interaction is ‘1’, a reward is generated,
and the agent u goes one step towards the most internal
state of class αj .

8In the section which describes the simulations performed, a typical
value that we choose for high performance services is θ = 0.8, and for
low performance services is θ = 0.2.
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• If the result of the interaction is ‘0’, a penalty is generated
and agent u goes one step towards the boundary state of
class αj .

• If agent u is already in the boundary state, he switches to
the alternate class.

The formal algorithm which puts all the pieces of this
puzzle together, follows in Algorithm 5. Observe that the
agent whom we are interested in (say, u, who is in state ξ )
invokes this. He periodically,9 with a periodicity T , invokes
the Service Selection module given formally in Algorithm 6.
Since, as we alluded to earlier, we are working with a simple
interaction model, our solution assumes that at every time
instant, a random agent ui is allowed to experience the qual-
ity of a random service, and that he communicates his expe-
rience to the rest of the network. This report will serve as an
input to the OMA-Based-Partitioning, given formally in Al-
gorithm 7. Consequently, the agent u will be able to contin-
uously invoke an “intelligent” partitioning strategy between
his consecutive accesses to the services, and also incremen-
tally partition the set of reporting agents. The automaton as-
sociated with the agent u will converge to the action which
yields the minimum penalty response in an expected sense.
In our case, the automaton will converge to the class contain-
ing the fair agents, while the deceptive agents will converge
to the alternate class.

Algorithm 5 Main_Algorithm
Input: U = {u1, . . . , uN }, the set of agents, and T , a para-
meter which specifies the access periodicity of the system.
Output: Choice of an accessed service at every T th time in-
stant.
Method:

1: for Every time instant n do
2: if ((n mod T = 0)) then
3: Service_Selection(U )
4: else
5: OMA_Based_Partitioning(U )
6: end if
7: end for

End Main_Algorithm

4.6 Example

To show how the proposed decision making works we pro-
vide an example (see Fig. 4). In this example, we suppose

9Here, we suppose that the agent u aspires to access a high perfor-
mance service with a pre-defined fixed frequency, for example, after
every T time instances. Observe that we could just as easily have re-
sorted to a Poisson distribution.

Algorithm 6 Procedure Service_Selection
Input: A current partition of U {u1, . . . , uN } into sub-
partitions. Note that ζ , which represents the state occupied
by agent u.
Output: The updated value of ζ .
Method:

1: for every service Sl in the pool of available services do
2: Initialize vote ← 0
3: Initialize L ← ∅
4: WD

l : report vector relative to Sl

5: for k ← 1 to D − 1 do
6: j ← Index of the agent associated to record WD

l [k]
7: if ((u and uj are in same group)∧(WD

l [k] = 1))
then

8: vote := vote + 1
9: else

10: if ((u and uj are in different groups)∧(WD
l [k] =

0)) then
11: vote := vote + 1
12: end if
13: end if
14: end for
15: if (vote ≥ D/2) then
16: L ← L ∪ Sl

17: end if
18: end for
19: Sr : Service chosen at random from the list L

20: xr : Result of the interaction as u accesses Sr

21: ζ : Index of the state occupied by agent u

22: if (xr = 1) then
23: Reward_Agent(ζ )
24: else
25: Penalize_Agent(ζ )
26: end if
End Procedure Service_Selection

that the current partition is depicted by Fig. 4(a). Agents u1,
u3 and u5 belong to a different partition than agents u2 and
u4. We suppose that the agent in question, u, desires to inter-
act with a high performance service. u examines the report
vector WD

l (t). Moreover, we suppose that WD
l (t) is com-

posed of {y1l = 0, y3l = 0, y5l = 0, y2l = 1, y4l = 0}. Since
u is in state φ6, it belongs to partition α2, and therefore as-
sumes that agents u2 and u4 are fair agents, since they be-
long to the same partition as he. Similarly, u assumes that
agents u1, u3 and u5 are deceptive. Therefore, u inverts
the reports received from the “assumed deceptive agents”,
namely (y1l = 0, y3l = 0, y5l = 0) and trusts the reports from
the “assumed fair agents”, namely (y2l = 1, y4l = 0). Ap-
plying the majority voting method, four 1’s and one 0, leads
to a majority of 1, meaning that the service Sl is assumed
a priori to be a high performance service. We suppose that u
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Fig. 4 An example of how the decision making process works. In (a)
we encounter the so-called PenalizeAgreeing mode. Here the agents
ui and uj belong to different partitions, and neither of them is in a

boundary state. As opposed to this, in case (b), the LA encounters the
PenalizeAgreeing mode, when both agents ui and uj belong to differ-
ent partitions, and one of them, uj , is in a boundary state

Algorithm 7 Procedure OMA_Based_Partitioning
Input: U = {u1, . . . , uN } is the set of agents to be parti-
tioned.
Output: Partitioning agents into two sub-partitions.
Method:

1: A random agent i chooses a random service Sl

2: xil : Result of the interaction
3: yil : Reported experience
4: Update the vector WD

l

5: for k ← 1 to D − 1 do
6: j ← Index of the agent associated to record WD

l [k]
7: if (yil = yjl) then
8: if (ui and uj are in same group) then
9: Reward_Agreeing_Nodes(i,j )

10: else
11: Penalize_Agreeing_Nodes(i,j )
12: end if
13: else
14: if (ui and uj are in same group) then
15: Penalize_Disagreeing_Nodes(i,j )
16: else
17: Reward_Disagreeing_Nodes(i, j )
18: end if
19: end if
20: end for
End Procedure OMA_Based_Partitioning

selects Sl after creating the list L. In addition, suppose that
the result of the interaction is ranked as being a “low” per-
formance. Therefore, the automaton depicted in Fig. 4(b) is
penalized. Since u is at the boundary state, φ6, u switches
from its current partition, and is assigned to the state φ3. Be-
ing in state φ3 (and consequently in partition α1), u assumes
that agents u2 and u4 are deceptive agents since they now
belong to a different partition than he. Similarly, u now as-
sumes that agents u1, u3 and u5 are fair, and the system is
ready for the next interaction!

5 Experimental results

The performance10 of our scheme for RSs has been tested
by simulation in a variety of parameter settings, and the re-
sults that we have obtained are truly conclusive. To quantify
the quality of the scheme, we measured the average perfor-
mance of the selected services over all interactions, and this
was used as the performance index. All the results reported
have been obtained after averaging across 1,000 runs, where
every run consisted of 40,000 steps. In other words, each
time i the agent in question, guided by our learning scheme,
selects a service, the resulting performance xi is either 0
or 1. Thus, assuming that the agent selects a total of n ser-
vices across all runs and time steps, we define the average
performance to be

∑n
i=1 xi .

The interactions between the agents and the services were
generated at random, and at every time instant, a random
agent was made to select a random service. In our current
experimental setting, the number of agents was 20 and the
number of services in the pool of available services was 100.
The services belonged to two categories, namely, high per-
formance services with θ ≥ 0.5, and low performance ser-
vices with θ ≤ 0.5. The agent in question (i.e., the one which
we are interested in) periodically accessed a service every
1,000 runs—as per the above-mentioned procedure.

We report now the results obtained by testing the scheme
in a variety of settings.11

5.1 Performance in static environments

We first report the results for environments which are sta-
tic. Figure 5 shows the average performance of the service
selection scheme when the testing was done over 40,000
runs. In this particular setting, 10% of the services were high

10We are grateful to the feedback from the anonymous Referees, whose
comments helped to improve this section significantly.
11We have done experiments for numerous settings and scenarios. In
the interest of brevity, we merely report a few representative (and typi-
cal) experimental results, so that the power of our proposed methodol-
ogy can be justified.
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Fig. 5 The behavior of the
AMPA, measured in terms of
the average performance, in an
environment when the behavior
of the agents is static

Fig. 6 The behavior of the
AMPA in an environment when
the ratio of fair/deceptive agents
is varied. The figure shows the
variation of the average
performance under different
ratios of deceptive agents

performance services with θ = 0.8, and 90% were low per-
formance services with θ = 0.2. Further, 15 of the report-
ing agents were deceptive with pd = 0.2, while 5 were fair
agents with pf = 0.8. The depth of memory used for the LA
was M = 10, and the length of the sliding window was 100.
The results that we have obtained are shown in Fig. 5, which
demonstrates the ability of the approach to accurately in-
fer correct decisions in the presence of the deceptive agents.
In Fig. 5, 95% confidence intervals for the averages perfor-
mance are also plotted. Observe that the scheme achieves a
near-optimal index that asymptotically approaches the per-
formance of the high performance services, i.e., θ = 0.8.

5.2 Immunity to the proportion of deceptive agents

We now consider the problem of investigating how “im-
mune” our system is to the percentage of deceptive agents.
Figure 6 presents the average performance of the system
(over all interactions) when the ratio of deceptive agents is
varied. Observe that Fig. 6 are also reports the 95% confi-
dence intervals for these averages performance indices. The
reader will agree that the simulations results demonstrate
that the scheme is truly “immune” to varying the proportions
of fair and deceptive agents. In fact, even if all agents are
deceptive (i.e., this is equivalent to a ratio of 100%), the av-
erage performance is stable and again achieves near-optimal
values that approach the index of the high performance ser-
vices, θ = 0.8. In our opinion, this is quite remarkable!

5.3 Varying the spread between deceptive and fair agents

To further demonstrate the power of the scheme, we have
considered the effect of varying the spread between decep-
tive and fair agents. To analyze this, in this experiment,
50% of the services provided were set to be “high per-
formance” services. Figure 7 displays the average perfor-
mance when pf and pd were set to the following pairs: (0.8,
0.2), (0.6,0.4), and (0.5,0.5). The reader should observe that
as the spread between the fair and deceptive agents is de-
creased, the environment becomes increasingly more “dif-
ficult”, rendering the task of differentiating between them
to be more exacting. In the particular case where pf = 0.5
and pd = 0.5, the process of choosing the services is totally
random, which results in a theoretical performance of 0.5,
because,

P(θ = 0.8) × 0.8 + P(θ = 0.2) × 0.5

= 0.5 × 0.8 + 0.5 × 0.2 = 0.5.

However, in every case, the AMPA seems to asymptotically
attain near-optimal solutions.

5.4 Periodically changing service performance

To investigate the behavior of the AMPA with perfor-
mances which changed with time, we first considered the
scenario when these changes were made periodically. In-
deed, we achieved this by changing all the service perfor-
mances periodically every 5,000 runs. Further, the changes
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Fig. 7 The variation of the
performance of the AMPA

with increasing spreads between
the trustworthiness of deceptive
and fair agents

Fig. 8 The performance of the
AMPA with periodically
changing service performances

were made “drastic”, i.e., by inverting them from their prior
values as per:

θl,new = 1 − θl,old .

In the simulation settings, we used the following parameters:
There were 10% high performance services with θ = 0.8,
and 90% low performance services with θ = 0.1. Further,
we assumed that 15 of the reporting agents were decep-
tive, with pd = 0.2, while 5 were fair agents with pf = 0.8.
The memory depth used for the LA was M = 10, and the
length of the sliding window length was 100. From the re-
sults shown in Fig. 8, the reader will observe that the scheme
is able to adapt favorably to such changes. Indeed, from
Fig. 8, we notice that as the behavior of the services changed
(i.e., at every 5,000th step), the subsequent access by agent
u resulted in choosing a low performance service. However,
the scheme was well able to adapt to that change, and that,
rather rapidly, because of the state changes of the AMPA

and the sliding window approach. In fact, as the window
slides, the reports related to older (i.e., “stale”) service per-
formances were discounted, and replaced by more recent
reports, which, in turn, better reflected the current perfor-
mance of the services. Again, we believe that the way by
which the AMPA tracks this change is quite remarkable.

5.5 Immunity to the ratio of low performance services

The next scenario we report is the AMPA’s immunity to
the ratio of low performance services. Simulations results
demonstrate that the scheme is immune to varying this ra-
tio. In this case, we observe that for the system to achieve

near-optimal performance, the time window should be cho-
sen to be relatively large. In fact, it turns out that the agent in
question still opts to choose high performance services even
if their ratio is as low as 10%. Figure 9 depicts the average
performance (over time) with variations in the ratio of low
performance services. In our experiments, we utilized the
following ratios: 10%, 30%, 50%, 70%, and 90%, and in the
simulation, 15 of the reporting agents were deceptive with
pd = 0.2, while 5 of the agents were fair with pf = 0.8.
The reader will observe that the AMPA converges to near-
optimal performance in every single setting!

5.6 Varying the spread between high/low performance
services

To further demonstrate the property of the AMPA to be in-
sensitive to the spread between high and low performance
services, we conducted a set of experiments in which these
parameters were varied. Figure 10 depicts the average per-
formance when the indices of the high and low perfor-
mance services were set to the following pairs: (0.8,0.2),
(0.7,0.3), (0.6,0.4) and (0.5,0.5) respectively. In this ex-
periment, 50% of the services provided were set to be “high
performance” services. The reader will observe that as the
spread decreased, it was (understandably!!) increasingly dif-
ficult for the scheme to accurately select only high perfor-
mance services. Of course, in the limit when we encounter
the particular case of (0.5,0.5), the process of choosing the
services turns out to be totally random, which resulted in a
theoretical performance of 0.5.
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Fig. 9 The performance of the
AMPA with variations in the
ratio of low performance
services

Fig. 10 The performance of the
AMPA as the spread between
the high and low performance
services is decreased

5.7 Effect of changing the memory size

The final result that we report confirms the basic theory of
LA, which asserts that the performance of the machine in-
creases with the size of the memory. To test the effect of the
machine’s memory, numerous experiments were conducted
in a number of environmental settings. In this experiment,
50% of the services provided were set to be “high perfor-
mance” services. The results obtained in every case was
identical, namely, that the performance increased with the
memory. Indeed, Fig. 11 illustrates that decreasing the mem-
ory depth from 5 to 2 results in a lower performance. Again,
as anticipated by the theoretical results, a smaller memory
undermines the quality of the partitioning process, making it
difficult for the AMPA to accurately differentiate between
the deceptive and fair agents.

5.8 Experimental comparison

In this section, we compare12 our proposed approach with
two popular algorithms for dealing with deceptive agents,
namely Yu and Singh’s weighted majority method [28], and
Sen and Sajja’s approach [22]. The main idea of the algo-
rithm in [28] is to assign a weight to every witness that
reflects how credible he is. Before accessing a service, the

12We are grateful to the anonymous referees who suggested such a
comparison.

agent in question, u, requests the predictions of the indi-
vidual witnesses concerning the service performance. The
witnesses convey their predictions to u in the form of be-
lief functions [28]. After accessing the service, the agent
in question updates the weight of every witness based on
the result of interacting with the service. Deceptive agents
will tend to submit inaccurate predictions and thus their rel-
ative weights will decrease over time. Similarly, the weights
of fair agents will increase over time. An aggregated pre-
diction, denoted as λ in [28], is computed by the agent in
question as a weighted combination of the witnesses’ pre-
dictions. In order to be able to compare our algorithm with
the scheme proposed in [28], we were forced to add a Ser-
vice Selection Procedure to Yu and Singh’s weighted major-
ity method, i.e., one that is analogous to the service selection
procedure presented in our Algorithm 6. In the service selec-
tion procedure, whenever agent u desires to access a service,
u creates a list L of the recommended services that have an
aggregated prediction λ greater13 than 1

2 .
In Fig. 12, we report the evolution of the average perfor-

mance for our approach, and compare it with Yu and Singh’s
weighted majority algorithm. In the simulation settings, we
used the following parameters: There were 10% high perfor-
mance services with θ = 0.8, and 90% low performance ser-
vices with θ = 0.2. Moreover, we assumed that 15 of the re-

13Using the value 1
2 as a decision threshold is commonly used in

Weighted Majority Algorithms [11].
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Fig. 11 The variation of the
performance of the AMPA by
reducing the length of the
memory

Fig. 12 The comparison of the
performance of the AMPA

with the Weighted Majority
Algorithm

porting agents were deceptive, with pd = 0.2, while 5 were
fair agents with pf = 0.8. For the weighted majority algo-
rithm, we adopted the number of episodes to be H = 10,
as described in [28]. From Fig. 12, we remark that our pro-
posed approach exhibits a faster convergence speed than the
weighted majority algorithm. The slow convergence speed
of the weighted majority algorithm can be explained by the
gradual reduction of the weight of deceptive agents. This
gradual modification of weights leads to the weighted av-
erage being “polluted” by the deceptive agents for a con-
siderable amount of time, before their detrimental effect is
filtered out.

Table 1 summarizes the average performance at time in-
stant 20,000, for different ratios of deceptive agents, where
the total number of agents was set to be 20. Table 1 shows
that the average performance for the weighted majority al-
gorithm monotonically decreases as the ratio of deceptive
agents increases. This also demonstrates that the speed of
convergence of the weighted majority algorithm decreases
monotonically, as we increase the ratio of deceptive agents.
On the other hand, Table 1 also reports that the learning
speed of our proposed approach is not affected at all by the
increased ratio of deceptive agents, thus demonstrating the
superiority of our approach.

In addition to comparing our algorithm to the weighted
majority algorithm, we have also evaluated another popular
approach, namely the approach proposed by Sen and Sajja in
[22]. In [22], the authors made use of a reinforcement learn-
ing technique to locate high performance service providers.

A fundamental assumption in the latter approach is that the
majority of agents are fair. When this assumption is true, the
probability guarantee defined in [22] is obtained by querying
all witnesses.14 In Fig. 13, we report a comparison of the av-
erage performance under varying ratios of deceptive agents.
In the experimental settings, 50% of the services were as-
sumed to provide high performance. We observe that Sen
and Sajja’s algorithm suffers from a performance decline
as the number of deceptive agents increases. As opposed to
this, from Fig. 13, we observe that the average performance
of our scheme remains near-optimal in every setting. It is
worth noting that the robustness of our approach (when deal-
ing with high ratios of deceptive agents) is not due to invert-
ing the ratings of deceptive agents. In fact, we could exclu-
sively base our predictions on the ratings of fair agents and
discard the ratings of deceptive ones. However, intelligently
combining the ratings from both fair and deceptive agents
when evaluating the performance of a service, reduces the
variance of the resulting aggregate.

5.9 Evaluation of computational efficiency

The issue of addressing the computational complexity of our
solution is not easily answered. The real issue is that the
problem itself is NP-Hard because it can be reduced to the

14In the interest of brevity, the full details of this approach are omitted.
We refer the reader to [22] for further details about the scheme.
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Table 1 A comparison of the
performances of the AMPA

and the method due to Yu and
Singh [28] after 20,000 time
steps

Weighted majority Proposed approach

Deceptive
agents ratio

Average Standard
deviation

Average Standard
deviation

10% 0.786 0.013 0.796 0.013

20% 0.752 0.014 0.795 0.013

30 % 0.718 0.014 0.792 0.013

40% 0.701 0.014 0.790 0.013

50% 0.674 0.015 0.794 0.013

60% 0.635 0.015 0.793 0.013

70% 0.611 0.015 0.798 0.013

80% 0.581 0.016 0.797 0.013

90% 0.547 0.016 0.796 0.013

Fig. 13 The variation of the
average performance of the
AMPA and the method of Sen
and Sajja [22] when the ratio of
fair agents is decreased

partitioning problem, and so, if we merely stated that at each
step we required a linear number of operations, we would
be presenting an unfair picture to the reader. Indeed, gener-
ally speaking, the time complexity of a fixed-structure LA
depends on the depth of the memory, M , which plays an
important role in determining the accuracy of the LA, while
the consequent eigenvalues of the underlying chain (also de-
pendent on M) would determine the rate of convergence. In
practice, the LA is assumed to have converged when all ob-
jects are in (or close to) the most internal states in each par-
tition. Even though one needs but a linear number of moves
per iteration, to the best of our knowledge, we are not aware
of any method that can be used to pre-determine the num-
ber of iterations required for a solution to reach these most
internal states. Hence we present below, what we believe is
the most appropriate (fair and scientific) method of reporting
the complexity of the solution.

In order to assess the computational efficiency of our ap-
proach, we also measured the execution times on a laptop
PC containing a 2.1 GHz Intel Core Duo CPU with 2 GB
of RAM, running Windows XP 2002. All the algorithms
were implemented using Java, and the code was compiled
using the Sun Java compiler (javac). Observe that our main
algorithm consists of two main procedures, namely the Ser-
vice_Selection Procedure and the OMA_Based_Partitioning
Procedure, whose detailed descriptions are respectively

found in Algorithm 6 and Algorithm 7. In this perspective,
we analyzed the computational efficiency of both these pro-
cedures separately.

Note that in all of the experiments, the execution time is
expressed in milliseconds. Figure 14 depicts the evolution of
the execution time of the Procedure OMA_Based_Partition-
ing when the size of the sliding window was varied from 10
to 100, and when we fixed the number of services to 100.
From Fig. 14, we observe that the required execution time
for the OMA_Based_Partitioning increases linearly as the
size of the sliding window increases. Note that we achieve
high accuracy with relatively small window sizes, and it is
not unreasonable to reckon that this linear increase in com-
putation time is rather insignificant in real-world applica-
tions.

In the rest of this section, we evaluate the performance
of the Procedure Service_Selection. Here, we measured the
execution times by varying the number of services and for
varying sliding window sizes. In Fig. 15, we fixed the win-
dow size to be 100 and varied the number of services from
10 to 100. From the figure, we note that the execution time
of Procedure Service_Selection increases almost linearly as
we increase the number of services, which is also quite com-
mendable!

Similarly, in Fig. 16, we display the results when the
number of services was fixed to be 100, and we varied the
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Fig. 14 Execution time of the
Procedure
OMA_Based_Partitioning with
varying Sliding Window sizes

Fig. 15 Execution time of the
Procedure Service_Selection
with varying number of services

Fig. 16 Execution time of the
Procedure Service_Selection
with varying Sliding Window
sizes

window size from 10 to 100. From this figure, we note that
by increasing the window size, the execution time increases
as well, again, almost linearly!

5.10 Utilizing the ATPP to real-world applications

The ultimate intention of this paper is to have the algorithm
functional in a real-world device. The problems with testing
and incorporating it on real-world applications are many and
listed below:

1. First of all, it is extremely hard, if not impossible to get
real-life data on which we can test the algorithm. Indeed,
we would like to perform a real-world study with “real”
good and bad services, and with “real” people taking the
role of truth-tellers and liars. However, the question, re-
ally, is one of finding service providers and users who
will willingly participate in such an experiment, and the
logistics of this exercise is unsurmountable.

2. Secondly, even if are able to “recruit” service providers
for this task, it will be impossible to find real-life users
who will serve as “ballot-stuffers” or “badmouthers”.

3. Even if people serve in these capacities, the results of the
tests should, in actuality, be verified using psychological
and cognitive criteria. Unfortunately, such a study would
have to be carefully designed in order to provide reliable
results, and would require human resources and knowl-
edge in the latter domains that remain outside the scope
of the present project. We respectfully submit that his is
a multi-disciplinary project in its own right.

4. From an optimistic perspective, we remark that by intro-
ducing a large degree of noise in our simulations, we are
able to “stress” the schemes quite severely, thus mimick-
ing the “nuisances” of the real world. This is what we
have done in this paper.

5. In this regard, we have included a comparative evaluation
with other popular approaches for dealing with deceptive
agents ratings, namely, Yu and Singh’s weighted majority
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method [28] and Sen and Sajja’s reinforcement learning
approach [22] (see Sect. 5.8). From these evaluations, we
believe that it is clear that our scheme provides the same
kind of functionality as what is required from practical
cases. One should, however, note that our scheme out-
performs the latter schemes in the experiments.

Finally, we conclude this section by remarking that from
a more realistic viewpoint, now that the problem setup has
been clarified, we believe that it is, presently, much clearer
how the scheme fits into a practical case. Thus, a more re-
stricted real-world study is planned as a next step in coop-
eration with Ericsson Research, where we intend to build a
mobile phone-based prototype of the scheme presented in
this paper, with a focus on learning from a real-life social
network. Briefly stated, in this prototype each mobile phone
will be equipped with an instance of ATPP. Furthermore,
the ratings users submit about services must be accessible
by each mobile phone, preferably based on lazy propaga-
tion of ratings on a per need basis. Thus, as ratings of other
users are observed by a given instance of ATPP, and the re-
spective user obtains direct experience from his own inter-
action with services, ATPP updates its state accordingly, as
demonstrated in the simulations of this paper. Another pos-
sible practical application of our algorithm is stated in the
paper by Sen and Sajja [22] where user agents need to select
processor agents to achieve processor tasks. This avenue of
research is also currently being investigated.

6 Conclusions

In this paper, we have considered an extremely pertinent
problem in the area of “Reputation Systems” (RSs), namely
the one of identifying services of high quality. Although
these RSs offer generic recommendations by aggregating
user-provided opinions about the quality of the services un-
der consideration, they are prone to “ballot stuffing” and
“badmouthing” in a competitive marketplace. Clearly, such
unfair ratings may degrade the trustworthiness of RSs, and
additionally, changes in the quality of service, over time, can
render previous ratings unreliable. In this paper, we have
presented a novel solution for the problem using tools pro-
vided by the family of Learning Automata (LA). Unlike
most reported approaches, our scheme does not require prior
knowledge of the degree of any of the above mentioned
problems associated with RSs. Instead, it gradually learns
the identity and characteristics of the users which provide
fair ratings, and of those who provide unfair ratings, even
when these are a consequence of them making unintentional
mistakes.

Comprehensive empirical results show that our LA-based
scheme efficiently handles any degree of unfair binary rat-
ings. Furthermore, if the quality of services and/or the trust-

worthiness of the users change, our scheme is able to ro-
bustly track such changes over time. The paper also contains
a detailed comparison of the method with the state-of-the-
art. Finally, the strategy is ideal for decentralized process-
ing, and so, as such, we believe that our LA-based scheme
forms a promising basis for improving the performance of
RSs.

A possible extension of our work is to develop the
analogous methodology for continuous reports instead of
boolean. Also, in this work, every agent in a social network
can communicate with all other agents. In practice, though,
most of the time, one agent may resort to his friends for par-
tial information of available services. The question of how
we can devise a solution for the service reputation effec-
tively and efficiently (in this setting) is a research task in
itself, and is an interesting problem for future work.
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Learning Automaton Based On-line Discovery and Tracking of

Spatio-Temporal Event Patterns ∗

Anis Yazidi†, Ole-Christoffer Granmo‡ , B. John Oommen§,

Abstract

Discovering and tracking of spatio-temporal patterns in noisy sequences of events is a diffi-

cult task that has become increasingly pertinent due to recent advances in ubiquitous computing,

such as community-based social networking applications. The core activities for applications of

this class include the sharing and notification of events, and the importance and usefulness of

these functionalities increases as event-sharing expands into larger areas of one’s life. Ironi-

cally, instead of being helpful, an excessive number of event notifications can quickly render the

functionality of event-sharing to be obtrusive. Indeed, any notification of events that provides

redundant information to the application/user can be seen to be an unnecessary distraction. In

this paper, we introduce a new scheme for discovering and tracking noisy spatio-temporal event

patterns, with the purpose of suppressing reoccurring patterns, while discerning novel events.

Our scheme is based on maintaining a collection of hypotheses, each one conjecturing a specific

spatio-temporal event pattern. A dedicated Learning Automaton (LA) – the Spatio-Temporal

Pattern LA (STPLA) – is associated with each hypothesis. By processing events as they un-

fold, we attempt to infer the correctness of each hypothesis through a real-time guided random

walk. Consequently, the scheme we present is computationally efficient, with a minimal memory

footprint. Furthermore, it is ergodic, allowing adaptation. Empirical results involving extensive

simulations demonstrate the STPLA’s superior convergence and adaptation speed, as well as an

ability to operate successfully with noise, including both the erroneous inclusion and omission

of events. An empirical comparison study was performed and confirms the superiority of our

scheme compared to a similar state of art approach [28]. In particular, the robustness of the

∗This work was partially supported by NSERC, the Natural Sciences and Engineering Research Council of Canada.
A preliminary version of some of the results of this paper was presented at PRICAI-2010, the 2010 Pacific Rim
International Conference on Artificial Intelligence, Deagu, Korea, September 2010 [34]. The list of authors in [34] is
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paper was published, especially in the rigorous theoretical analysis found here.
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address: ole.granmo@uia.no.

§Chancellor’s Professor ; Fellow: IEEE and Fellow: IAPR. This author can be contacted at: School of Computer
Science, Carleton University, Ottawa, Canada : K1S 5B6. This author is also an Adjunct Professor with the University
of Agder in Grimstad, Norway. E-mail address: oommen@scs.carleton.ca.
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STPLA to inclusion as well as to omission noise constitutes a unique property compared to other

related approaches. Additionally, the results included, which involve a so-called “Presence Shar-

ing” application, are both promising and in our opinion, impressive. It is thus our opinion that

the proposed STPLA scheme is, in general, ideal for improving the usefulness of event notifica-

tion and sharing systems, since it is capable of significantly, robustly and adaptively suppressing

redundant information.

Keywords: Learning Automata, Spatio-Temporal Pattern Recognition

1 Introduction

Presence Sharing is a ubiquitous service in which distributed mobile devices periodically broadcast

their identity via short-range wireless technology such as BlueTooth or WiFi [8]. The whole problem

of Presence Sharing is intricately bound to the issue of the recording and processing of “events”

involving the entities included within the social network. Applications that utilize Presence Sharing

have been used in social contexts to maintain an “in touch” feeling strengthening social relations

[9], as well as in work environments to enhance collaboration between colleagues [11].

Typically, “events”occurring in the real world can be characterized as being in one of two classes,

i.e., “Stochastically Episodic” (SE) and “Stochastically Non-Episodic” (SNE). This is a distinction

that is especially pertinent in simulation, where it is customary for one to model the behaviour of

accidents, telephone calls, network failures etc. using their respective probability distributions, even

though they follow no known pattern. Indeed, events of these families happen all the time, and so can

be termed as being “stochastically non-episodic”. As opposed to this, there is a whole class of events

that can stochastically occur in a non-anticipated manner. These so-called “stochastically episodic”

events include earthquakes, nuclear explosions etc. The difficulty with modelling SE events is that

most of the observations appear as noise. However, when the SE event does occur, its magnitude

and features far overshadow the background, as one observes after a seismic event. The modelling

and simulation of such SE events in the presence of a constant stream of SNE events is a relatively

new field [5, 6], where the authors model the SE and SNE events simultaneously in such a way

that the effect of an SE event is perceived through the “lens” of the underlying background of SNE

events.

Since events are almost omnipresent, one has to consider the observation due to Garlan et al.

[10], who state that the most precious resource in a computer system is no longer its processor,

memory, disk, or network, but rather human attention. Thus, our aim in this paper is to address a

fundamental challenge concerning the above class of applications: How can one harvest the benefit

of event-sharing without distracting the application user with redundant notifications? The solution

we propose is to try to discern the nature of the events encountered1. Of course, the events may not

1To exemplify the usefulness of such a strategy, consider the nuisance caused by being notified every time one
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be drastically SE or SNE, as in the case of earthquakes or nuclear explosions. However, if we can

discern that an event is repeating (even though this repetition is non-periodic), it is still of a SNE

nature which must be given less weight, while non-repeating events (which are in one sense, SE)

must be assigned a greater weight. Thus, the question we resolve involves demonstrating how we

can enhance the Presence Sharing experience by weighting the SE and SNE events appropriately.

Apart from the “Presence Sharing” application example, we elucidate the relevance of our ap-

proach for tracking noisy spatio-temporal event patterns, which we shall explain in great detail in

the rest of the paper, by providing two specific examples of applications one form the field of Am-

bient Assisted Living and the other from the Internet of Things.2 In the area of Ambient Assisted

Living [30], alerts could be trigged if an elderly inhabitant does not visit the kitchen according to

normal habits. The alerts are suppressed if, in turn, the person returns to the normal habits of

visiting the kitchen. Such automatic alerts could serve to monitor the habits of the elderly inhabi-

tants in order to assist them in case of need. The Internet of Things [4] envisions an environment

saturated with the presence of an abundant number of wireless sensors. In the later field, a pos-

sible application of our scheme involves a sensor that is expected to regularly submit reports to

a data collection center according to a predefined periodicity. However, some sporadic submission

failures might occur, stemming from link failure, collision, congestion, low sensor energy, sensor

failure etc. Consequently, the reports might not be regularly received by the data collection center

according to the expected periodicity. The sensor is considered “well-functioning”when the reports

are received according to a noisy periodic pattern. In the other hand, the sensor is deemed to be

“mal-functioning” is the reports significantly drift from the regular pattern. In the later case, alerts

could be issued in order to allow some counter measures to be taken. In addition to the aforemen-

tioned applications, we suggest that our approach has benefits in the area of video-surveillance [2]

where detecting spatio-temporal activities constitutes a major research topic.

1.1 Related Work

A number of earlier studies have investigated various techniques for discovering the periodicity of

time patterns, such as the episode3 discovery algorithm found in [35]. However, episode discovery,

and other related approaches, suffer from the limitation that they assume unperturbed patterns

that exhibit an exact periodicity. Unfortunately, the real-life unfolding of events is typically noise

ridden. On the one hand, regular events may get cancelled, introducing what we define as omission

meets a colleague at work, which is a repeating pattern, or a SNE event. In contrast, it would be far more useful to
be promptly notified whenever the same colleague unexpectedly appears in your vicinity after a travel abroad. This
would be non-repeating pattern, or an SE event.

2We are extremely grateful for the anonymous referee who pointed out these two applications of our approach both
in the area of Ambient Assisted Living and in Internet of Things.

3The expression “episode” used in this setting must not be confused with the class of SE and SNE events described
in the earlier paragraph.
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noise, and on the other, events may arise spontaneously and unexpectedly, without being part of a

periodic pattern, introducing inclusion noise.

A pioneering work which was reported in [16], introduced the concept of off-line mining of

partially periodic events. Partially periodic events are characterized by irregular periodicity that

is disrupted by noise. Despite that finding partially periodic events is common in many real life

applications, few are the research studies that have been reported in this direction. In [16], the

authors introduced a chi-squared test for discovering partially periodic patterns. A particularly

interesting study on mining partially periodic patterns has been recently reported in [28]. In [28, 27],

the frequent and periodic activity miner (FPAM) algorithm was introduced for finding repetitive

patterns in resident’s activities in smart-environment applications. FPAM is originally an off-line

algorithm. However, in order to be able to detect changes in the patterns of the resident activities,

FPAM was applied at regular mining sessions schedule [28, 27]. A main shortcoming of the later

approaches [16, 28, 27] is that they operate in an off-line fashion. This is contrast to our application

where deciding whether to suppress event notifications must often be done instantaneously, in an

on-line manner, as the events are unfolding. Indeed, we argue that any realistic scheme should

discover and adapt to patterns as they appear and evolve on-line, without relying on extensive

off-line data mining. To the best of our knowledge, we report the first on-line approach for mining

partially periodic events.

1.2 Paper Contribution

Our paper presents a set of novel contributions that we summarize in the following:

• To the best of our knowledge, we present the first reported on-line approach for discovering

and tracking of spatio-temporal patterns in noisy sequences of events.

• Extensive simulations results confirm that our scheme outperforms a similar recent state of the

art scheme, namely FPAM [28]. The robustness of the Spatio-Temporal Pattern LA (STPLA)

to inclusion and as well as omission noise constitutes a unique property compared to FPAM.

In this perspective, FPAM is shown to be fragile to variations in the omission noise.

• Simulations results show that our scheme possesses an excellent ability to cope with non-

stationary environments. Interestingly, we found that using a Balanced memory STPLA with

memory depth as small as 5 yields quite good results in almost every environment settings!

Therefore, finding the proper internal configuration of the STPLA does not constitute a critical

issue to ensure adaptivity in dynamic environment. This is in contrast to ”modified” FPAM

presented in section 4 where the performance is dependent on a judicious choice of the sliding

window size.
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• We present the first reported approach to suppressing redundant notifications in pervasive

environments application. We believe that our work paves the way towards more research

interest in devising unobtrusive application by making use of the potential offered by machine

learning techniques. We believe that such unobtrusive applications [10] will constitute an

emerging trend in future mobile applications. The usefulness and feasibility of our application

was demonstrated through a working prototype.

• Since our solution is based on LA, it is both computationally simple and memory efficient.

1.3 Paper Organization

The paper is organized as follows. In Section 2, we present our overall approach to on-line discovery

and tracking of spatio-temporal event patterns, in which the so-called Learning Automata (LA)

plays a crucial role. The scheme is designed to deal with noisy spatio-temporal event patterns,

when event patterns are evolving with time. Section 3 contains the theoretical analysis of our

scheme as well as some fascinating limiting properties. We continue in Section 4 by evaluating

our scheme using an extensive range of static and dynamic noisy event patterns. The experiments

demonstrate the scheme’s superior convergence and adaptation speed, as well as an excellent ability

to operate successfully with noise, including both erroneous inclusion and omission of events. In

addition, we report a detailed comparison of our STPLA with FPAM.

In order to highlight the applicability of our scheme, we present a“Presence Sharing”application

prototype in Section 5 where we also summarize some initial user experiences. Finally, Section 6,

concludes the paper and also provide pointers for further work.

2 On-line Discovery and Tracking of Spatio-Temporal Event Pat-

terns

The method which we propose is based on the theory of LA. For an extensive overview of this

theory, we refer the reader to an excellent book by Narendra and Thathachar [21], as well as to

comprehensive list of other related books treating in details the theory of LA [13, 20, 26, 31].

In all brevity, we state that our scheme is based on maintaining a collection of hypotheses,

each one conjecturing a specific spatio-temporal event pattern. A dedicated LA, which we coin

the Spatio-Temporal Pattern LA (STPLA), is associated with each hypothesis. The STPLA decides

whether its corresponding hypothesis is true by observing events as they unfold, processing evidence

for and/or against the correctness of the hypothesis. To explain this, we first address hypothesis

management, and then proceed with the details of the STPLA.
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2.1 Hypothesis Management

The premise of our discussions is the following: In order to reduce distraction, events should only be

signalled when they are SE. This means that they cannot be anticipated, obey no known stochastic

distribution, and possess an element of “surprise”, i.e., they can not be easily predicted by the

recipient4. An event can either be sporadic, arising spontaneously, or it can be part of a spatio-

temporal pattern, making it occur regularly. In either case, if it cannot be explained by any of the

spatio-temporal patterns that are known by the recipient, the recipient should be notified. However,

when the event constitutes a part of an ongoing spatio-temporal pattern, it is really non-episodic

(or SNE) in nature. We require that this phenomenon be discovered as soon as possible, so that

the events generated from this pattern can be suppressed before the pattern loses its novelty to the

recipient.

In our proposed scheme, when an event is observed, all potentially interesting patterns that could

have produced the event are identified. We refer to these potential patterns as hypotheses. The

reader will thus observe that our approach is based on the concept of predefined pattern structures,

as advocated in [14], rather than trying to look for patterns with unknown structure. Thus, in

this spirit, we consider a discrete world of m spatial location primitives L = {l1, l2, . . . , lm} and

of n discrete time primitives T = {t1, t2, . . . , tn} of appropriate granularity. By way of example,

the location primitives could be “University”, “Office”, or “Gym Club”, while the time primitives

could be “Mondays”, “Tuesdays”, “Weekends”, and “Daily”. The location and time primitives are

combined from their cross-product spaces to produce spatio-temporal patterns.

Thus, the resulting spatio-temporal pattern space would be an exhaustive enumeration of 4× 3

(12) relevant combinations namely, {“Mondays at University”, “Mondays at Office”, “Mondays at

Gym Club”, “Tuesdays at University”, “Tuesdays at Office”, “Tuesdays at Gym Club”, “Weekends

at University”, “Weekends at Office”, “Weekends at Gym Club”, “Daily at University”, “Daily at

Office”, “Daily at Gym Club”}.

Each spatio-temporal pattern of the latter form is seen as a hypothesis, conjecturing that the

respective pattern specifies an ongoing stream of events. In the following, we assume that there are

r such hypotheses, represented as a set H = {h1, h2, . . . , hr}. Observe that although the cardinality

of this set might get large, the computational efficiency and small memory footprint of our LA (as

seen presently), effectively handles the size of the state space. Obviously, the maximum value of r is

m× n. Note too that the novelty of this present work is not the above indicated structuring of the

spatio-temporal pattern space, which is a well-known approach used in typical calendar systems.

Rather, it is the learning scheme we propose5 for determining whether a given spatio-temporal event

4Events should, of course, also match the interest profile of the recipient. We will, in this paper, assume that all
events are of interest, as long as they are novel. On-line adaptive learning of interest profiles will be addressed in
another forthcoming paper.

5Using the techniques presented in [5, 6], we are currently investigating how one-class classifiers can be used to
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pattern can be found in a stream of events, in an on-line manner, and under noisy conditions.

2.2 Learning Automaton Based On-line Discovery and Tracking of Spatio-Temporal

Event Patterns

We base our work on the principles of LA [21]. LA have been used in systems that have incomplete

knowledge about the Environment in which they operate [1, 13, 20, 21, 26, 31]. The learning

mechanism attempts to learn from a stochastic Teacher which models the Environment. In his

pioneering work, Tsetlin [32] attempted to use LA to model biological learning.

In the first LA designs, the pioneering ones are those that belong to the fixed-structure stochastic

automata (FSSA) families. In FSSA, the transition and the output functions were time invariant,

and for this reason these LA were considered Fixed Structure Stochastic Automata (FSSA). Tsetlin,

Krylov, and Krinsky [32] presented notable examples of this type of automata. The solution we

present here, essentially falls within this family.

With respect to applications, the entire field of LA and stochastic learning has had a myriad

of applications including pattern recognition, statistical decision making, parameter optimization,

distributed scheduling, training hidden Markov models, neural network adaptation, graph partition-

ing, string taxonomy, network call admission control, quality of service routing, network congestion

control [21, 1, 29, 12, 17, 23, 18, 22, 24, 25, 3, 33, 19].

Generally stated, an LA chooses a sequence of actions offered to it by a random environment.

The environment can be seen as a generic unknown medium that responds to each action with some

sort of reward or penalty, usually stochastically. Based on the responses from the environment, the

aim of the LA is to find the action that minimizes the expected number of penalties received.

Designing an LA strategy for solving a given problem involves modeling the actions, simulat-

ing the transforming functions, and representing the system’s output to have reward or penalty

responses. This is where the creativity of the researcher becomes apparent! In this regard, before

we proceed with describing the STPLA itself, it is necessary for us to first define the environment

that we are dealing with.

2.2.1 Spatio-Temporal Pattern Environment:

The purpose of the Spatio-Temporal Pattern Environment is to provide feedback to the individual

STPLA about the validity of their respective hypotheses. In all brevity, at each time instant

matching the time primitive ti, if an event takes place and an STPLA conjectures the presence

of that event at location lj according to the corresponding periodicity, it informs the environment

about this successful prediction. The environment responds in turn with a Reward that “enforces”

learn the most appropriate hypothesis. This would assume that the patterns which can be anticipated constitute the
SNE events, and the set of SE events, which cannot be anticipated, constitutes the one-class to be recognized.
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the STPLA hypothesis conjecturing that the event is a part of the spatio-temporal pattern attached

to location lj . Conversely, if the STPLA expects the presence of the event at the same location

as a part of a spatio-temporal pattern while in reality the event does not take place, this non-

occurrence of the event is submitted to the environment. The environment interprets the latter

incorrect prediction as a Penalty and therefore responds with a Penalty instead to the automaton.

In other words, the STPLA is penalized if an event is predicted, but does not actually take place.

From a high level perspective, a success “enforces” the correctness of the hypothesis maintained by

the STPLA while a penalty “weakens” it.

An example of the latter reward policy is illustrated in Fig. 1.

R R R R R R R
P P P

Figure 1: The feedback sequence (R-Reward, P-Penalty) for a daily event hypothesis, where the
green circles correspond to the days where the meetings take place while the white circles correspond
to the days where the meetings are cancelled

Fig.1 illustrates general reinforcement scheme for events generated from a daily meeting. Please

note that the green circles refer to the days where the meetings actually take place while the white

circles represent the days where there are no meetings. The same Figure depict the history of the

meetings occurrences during a period of 10 days, where the meetings occurred daily except for the

2nd, the 6th and the 10th days, depicted by white circles.

The STPLA that hypothesizes a daily meeting will be rewarded each time a meeting takes

place (green circle) because of its ability to correspondingly predict the daily event. An important

challenge that we address in this paper, however, is how to deal with spatio-temporal event patterns

that are affected by noise. In the figure, for example, some of the daily meetings may be cancelled

(depicted by white circles) due to external conditions, such as when the participants are unavailable.

Thus, when meetings are cancelled, the STPLA maintaining the daily meeting hypothesis will get

penalized because of its incorrect prediction. In a similar vein, so-called “straggler” events, not being

part of any periodic pattern, can also occur in a sporadic and spontaneous manner.

From the above example it can be seen that we face two kinds of noise:

Omission Error: This is an error which occurs when an event that forms a part of a periodic

spatio-temporal pattern is randomly left out. In other words, the event was supposed to have

taken place according to the pattern, but did not. Notice the SE nature of this event – it is

not something that could have been anticipated.

Inclusion Error: This is an error which occurs when an event that occurs is not part of a periodic

(anticipated) pattern, but rather arises sporadically and spontaneously. Again, one must
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observe the SE nature of this event.

By way of example, Alice may cancel a regular meeting with Bob due to ill health. However, Alice

may still meet Bob sometime outside of the regular meeting schedule – purely by chance (e.g., an

accidental meeting in the canteen). In this manner, we can appropriately model both these kinds

of noise.

In this paper, we have assumed that omission and inclusion errors are uncorrelated.6

It should be mentioned that in the theory of LA, the LA is only allowed to observe the responses

of the Environment, and not the underlying stochastic model that generates the responses of the

Environment. In other words, one works with the Environment being treated as the “Black Box

model”. The aim of the solution we have designed is not to detect the noise and an of itself, but

rather to design a LA that is resilient to the noise that might rather mislead the system in achieving

task of discovering the Spatio-Temporal patterns.

2.2.2 The Spatio-Temporal Pattern Learning Automaton (STPLA):

We now introduce the STPLA that we have designed to discover and track spatio-temporal patterns.

In brief, the task of an STPLA is to decide whether a specific spatio-temporal pattern hypothesis

is true. By observing events as they unfold, the correctness of an hypothesis is decided.

The STPLA can be designed to model arbitrarily general SE and SNE events. But due to space

limitations, in this paper, we confine our design and implementation details to events which can be

characterized deterministically.

The STPLA is inspired by the family of fixed structured LA [21]. Accordingly, a STPLA can

be defined in terms of a quintuple [21]:

{Φ, α, β,F(·, ·),G(·, ·)}.

Here, Φ = {φ1, φ2, . . . , φs} is the set of internal automaton states. α = {α1, α2, . . . , αr} is the

set of automaton actions. Further, β = {β1, β2, . . . , βm} is the set of inputs that can be given to

the automaton. An output function αt = G[φt] determines the action performed (or chosen) by

the automaton given the current automaton state. Finally, a transition function φt+1 = F [φt, βt]

determines the new state of the automaton from: (1) The current state of the automaton and (2)

The response of the environment.

Based on the above generic framework, the crucial issue is to design automata that can learn

the optimal action when interacting with the environment. Several designs have been proposed in

6We are thankful to an anonymous referee for pointing out an interesting research direction that would emerge
if the omission and inclusion errors were correlated. In fact, the referee suggested studying the effect of the degree
correlations between the omission and inclusion errors on the efficiency of the STPLA. We strongly believe that it is
a promising research direction.
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the literature, and the reader is referred to [21] for an extensive treatment. In this paper, since we

target the learning of spatio-temporal patterns, our goal is to design an LA that is able to discover

and track such patterns over time. Briefly stated, we construct an automaton with

• States: Φ = {1, 2, . . . , N1, N1 + 1, . . . , N1 +N2 + 1}.

• Actions: α = {Notify ,Suppress}.

• Inputs: β = {Reward ,Penalty}.

Fig. 2 specifies the state space of STPLA as well as the G and F matrices. The G matrix can be

 ! " # $ % 

$ %$!% $ %!$ %"$ %#

$  Pattern Evaluation !"#"$%

&'$ ())$*"ance 

!"#"$

+, Pattern Tracking !"#"$%

&

&

&

&

' ' '                              !

" " " "

"

!!!

!

Figure 2: The state transition map and the output function of a STPLA

summarized as follows. If the automaton state lies in the set {1, . . . , N1}, which we refer to as the

Pattern Evaluation States, then the LA will choose the action “Notify”. If, on the other hand, the

state is either N1 + 1 or one of the states in the set {N1 + 2, . . . , N1 + N2 + 1}, it will choose the

action “Suppress”. We refer to the state N1 + 1 as the Pattern Acceptance State, and the states

{N1+2, . . . , N1+N2+1} as the Pattern Tracking States for reasons explained presently. Note that

since we initially do not know whether a pattern is present, we set the initial state of our automaton

to 1.

Formally, G is defined as follows:

G(φi) =











Notify, if φi ∈ {1, 2, . . . , N1}

Suppress, if φi ∈ {N1 + 1, N1 + 2, . . . , N1 +N2 + 1}

The state transition matrix F determines how the learning proceeds. We follow the LA nomen-

clature used in [21] and denote F(0) the transition matrix in case of Reward and F(1) the transition
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matrix in case Penalty.7

The matrix F(0) is defined as:

F(0) =













































0 1 0 . . . 0 0 0 . . . 0

0 0 1 . . . 0 0 0 . . . 0
...

...
. . .

. . .
...

...
...

...
...

0 0 . . . 0 1 0 0 . . . 0

0 0 . . . 0 1 0 0 . . . 0

0 0 . . . 0 1 0 0 . . . 0
...

...
...

...
...

...
. . .

. . .
...

0 0 . . . 0 1 0 . . . 0 0

0 0 . . . 0 1 0 0 . . . 0













































The matrix F(1) is given by:

F(1) =













































1 0 0 . . . 0 0 0 . . . 0

1 0 0 . . . 0 0 0 . . . 0
...

...
. . .

. . .
...

...
...

...
...

1 0 . . . 0 0 0 0 . . . 0

0 0 . . . 0 0 1 0 . . . 0

0 0 . . . 0 0 0 1 . . . 0
...

...
...

...
...

...
. . .

. . .
...

0 0 . . . 0 0 0 . . . 0 1

1 0 . . . 0 0 0 0 . . . 0













































In brief, the learning is divided into three parts:

Pattern Evaluation: In the Pattern Evaluation part, the goal of the LA is to discover the presence

of the spatio-temporal event pattern associated with the maintained hypothesis, without being

distracted by omission and inclusion errors. In this phase, the state transitions illustrated in

the figure are such that any deviance from the hypothesized pattern, modelled as a Penalty

(P), causes a jump back to state 1. Conversely, only a systematic presence of the pattern

hypothesized, modelled as a pure sequence of Rewards (R), will allow the LA to pass into the

Pattern Acceptance part.

Pattern Acceptance: In the Pattern Acceptance part, consisting of state N1+1, the hypothesized

pattern has been confirmed with high probability.

Pattern Tracking: In the Pattern Tracking part, consisting of states {N1 + 2, . . . , N1 +N2 + 1},

the goal is to detect when the discovered pattern disappears, without getting distracted by

7In LA theory, “0” usually refers to Reward while “1” is used for Penalty.
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omission errors. Thus, this part is the “opposite” of the Pattern Evaluation part in the sense

that a pure sequence of Penalties is required to“throw”the LA back into the Patter Evaluation

part again, while a single Reward reconfirms the pattern, returning the LA to the Pattern

Acceptance part of the state space.

In other words, the automaton attempts to incorporate past deterministic responses when deciding

on a sequence of actions.

In classical LA applications (such as in solving bandit-like problems), the response of the envi-

ronment depends on the action currently chosen by the LA. However, in the particular application

described in this paper, this is not the case. Rather, in fact, the chosen action by the LA (to either

Suppress or Notify the user) does not have any effect on the next response of the Environment

(which is, in turn, modeled as an occurrence or not of a predicted event). In other words, we can

argue that our LA attempts to perform online mining of a stream of events, where the occurrence

of the events within the stream is totally independent of the action chosen by the LA.

We define the “Ensemble” characteristic of a set of STPLA as follows: An event is only signalled

to the recipient when all of the STPLA that maintain hypotheses that are consistent with the event,

collectively find themselves in the Pattern Evaluation part of the state space. As soon as one of the

STPLA can deterministically8 explain an event as being part of the corresponding hypothesized

spatio-temporal event pattern, that particular event will be suppressed and no notification will be

issued to the recipient.

3 Theoretical Results

To render the problem tangible, we suppose that the Rewards are stochastic. Let p denote the

reward probability and q = 1− p denote the Penalty probability.

Given a hypothesized pattern, p and q have different interpretations according to the following

two cases:

• If the events follow a regular pattern than q could be assimilated to omission noise.

• If the events are hazardous and do not follow a regular periodicity, then p could be assimilated

to inclusion noise. In this case, p is a noise that might mislead the learning process and result

in false positives.

Theorem 1. Let P1 the probability to be in the Pattern Evaluation states, meaning the pattern is

not learned yet. P1 is given by the following expressions:

P1 =
(1− pN1)qN2

(1− pN1)qN2 + pN1−1(1− qN2+1)
(1)

8The system can easily be generalized for SE and SNE events by rendering the transitions stochastic.
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Let P2 the probability to overcome the Pattern Evaluation states, meaning the pattern is already

learned. P2 can be expressed by:

P2 =
(1− qN2+1)pN1−1

(1− pN1)qN2 + pN1−1(1− qN2+1)
(2)

Proof : To prove these results, we shall analyze the properties of the underlying Markov Chain

that describes the behavior of the walker. By investigating the various transition considerations,

we see that matrix of transition probabilities, M , is given by:

M =













































q p 0 . . . 0 0 0 . . . 0

q 0 p . . . 0 0 0 . . . 0
...

...
. . .

. . .
...

...
...

...
...

q 0 . . . 0 p 0 0 . . . 0

0 0 . . . 0 p q 0 . . . 0

0 0 . . . 0 p 0 q . . . 0
...

...
...

...
...

...
. . .

. . .
...

0 0 . . . 0 p 0 . . . 0 q

q 0 . . . 0 p 0 0 . . . 0













































The reader should observe the transitions into the non-adjacent states, i.e., those which represent

the jumps.

We shall now compute πi the stationary (or equilibrium) probability of the chain being in state

i. Clearly M represents a single closed communicating class whose periodicity is unity. The chain is

thus ergodic, and the limiting probability vector is given by the eigenvector of MT corresponding to

the eigenvalue unity. The vector of steady state (equilibrium) probabilities Π = [π1, . . . , πN1+N2+1]
T

can be thus computed by solving MTΠ = Π.

Consider first the stationary probability of being in state 1, π1. By expanding the first row we

see that this is expressed by the following equation:

π1 = qπ1 + qπ2 + ...+ qπN1
+ qπN1+N2+1

= q

N1
∑

k=1

πk + qπN1+N2+1. (3)

For 2 ≤ k ≤ N1, the stationary probability πk is given by a straightforward first-order difference

equation, Eq. (4):

πk = pπk−1. (4)
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By applying recurrence, the Eq. (4) can be rewritten as:

πk = pk−1π1. (5)

By expanding the (N + 1)st row, we can see that the probability of being in the “acceptance”

state πN1+1 is given by Eq. (6):

πN1+1 = pπN1
+ pπN1+1 + p

N2
∑

k=1

πN1+1+k. (6)

Again, for N1 + 1 ≤ k ≤ N1 +N2 + 1, the steady probabilities are given by:

πk = qπk−1. (7)

By applying recurrence, Eq. (7) can be written for 1 ≤ k ≤ N2 + 1 as:

πN1+1+k = qkπN1+1. (8)

P1 is given by Eq. (9):

P1 =

N1
∑

k=1

πk

=

N1
∑

k=1

pk−1π1

=
1− pN1

1− p
π1. (9)

Similarly, P2 can be expressed by:

P2 =

N1+N2+1
∑

k=N1+1

πk

=

N2
∑

k=0

qkπN1+1

=
1− qN2+1

p
πN1+1. (10)

Using Eq. (9) and replacing it in Eq. (3) we obtain:

π1 = q

N1
∑

k=1

πk + qN2+1πN1+1. (11)
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Therefore, we obtain:

π1 = (1− pN1)π1 + qN2+1πN1+1. (12)

From the above, we can deduce the equation that relates π1 and πN1+1:

πN1+1 =
pN1

qN2+1
π1. (13)

Using the values of P1 and P2 and the fact that P1+P2 = 1, and after carrying out some simple

algebraic manipulations we obtain:

π1 =
qN2+1

(1− pN1)qN2 + pN1−1(1− qN2+1)
, (14)

and

πN1+1 =
pN1

(1− pN1)qN2 + pN1−1(1− qN2+1)
, (15)

whence:

P1 =
(1− pN1)qN2

(1− pN1)qN2 + pN1−1(1− qN2+1)
, (16)

and

P2 =
(1− qN2+1)pN1−1

(1− pN1)qN2 + pN1−1(1− qN2+1)
, (17)

which concludes the proof.

3.1 Balanced Memory STPLA

With regards to the commonly used terminology in the field of FSSA,N1 corresponds to the memory

depth of the“Notify”action, while N2+1 corresponds to the memory depth of the“Suppress”action.

In this section, we consider the particular case where the memory depth of both actions: “No-

tify” and “Suppress” are equals, i.e N1 = N2 + 1 = N . The later case defines what we call a

Balanced Memory STPLA. The idea behind such definition lies the following explanation: in the

absence of a-priori information about the existence or absence of an underlying pattern, employing

a Balanced Memory STPLA seems a reasonable choice since the equal memory depth of the actions

{Notify ,Suppress} does not favor any of them. In this section, we give two theorems relative to the

convergence of the Balanced memory STPLA. In the rest of the paper, we make an abuse notation

and call N the memory depth of the Balanced memory STPLA, where N = N1 = N2 + 1.

Theorem 2. For a Balanced Memory STPLA, if p > 0.5 then the notification probability P1

approaches 0 as the memory depth N tends to infinity. Formally, limN→+∞ P1 = 0

Proof :
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Consider the quotient P1

P2
. To prove this result, we first compute its limit as N tends to infinity

for p > 0.5.
P1

P2

=
(1− pN )qN−1

(1− qN )pN−1
. (18)

Since p > 0.5, we have the condition that q/p < 1. Therefore limN→∞(q/p)N−1 = 0. On the

other hand, limN→∞
1−pN

1−qN
= 1.

Therefore limN→∞
P1

P2
= 0. Thus, we conclude that limN→∞ P1 = 0, and the result is proved.

The analogous result for the case when p < 0.5 follows.

Theorem 3. For a Balanced Memory STPLA, if p < 0.5 then the notification probability P1

approaches 1 as the memory depth N tends to infinity. Formally, limN→+∞ P1 = 1

Proof : The proof is similar to the proof of Theorem 2, except that we rather consider the

quotient P2

P1
.

We remark that p/q < 1 for p < 0.5, and thus, limN→∞(p/q)N−1 = 0. Moreover, we see that

limN→∞
1−qN

1−pN
= 1. Therefore, limN→∞

P2

P1
= 0, and consequently limN→∞ P2 = 0. Hence the

result!

4 Experiments

In order to evaluate our scheme, we have applied it to both an event simulation system as well as

to a real world prototype. This section reports the results obtained using the simulation, while the

next section covers the prototype.

Since one of our main aims is handling noisy patterns, we intend to impose “stress” onto our

scheme by using a wide range (percentage or degrees) of omission and inclusion errors. We will use

q to denote the probability of event omission, while p denotes the probability of event inclusion. We

also investigate how the number of states N1 and N2 affect the LA’s speed and the accuracy.

As a performance criterion, we have chosen the probability of issuing a notification (alert) when

an event takes place. We refer to this probability as P1. Intriguingly, when a spatio-temporal pattern

produces events, P1 should be minimized, while when events are novel, P1 should be maximized.

We will presently see that our scheme achieves both. For instance, consider an event that occurs

daily, with the possibility, however, that events may get cancelled (causing omission errors). In that

case, our scheme should quickly stop alerting the user about these events. In contrast, when novel

sporadic events occur, even on a daily basis, our scheme should rather always produce alerts, so

that the user is notified about these novel events. Thus, by monitoring our scheme in terms of the

index P1 using various scenarios, we can capture its overall performance. The STPLA has been

extensively studied for different settings. In the interest of brevity, we here report a selection of

the most pertinent experiments. In addition, we report the results of comparison of STPLA with
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FPMA. The result of the comparison is conclusive and demonstrate the superiority of our scheme

compared to FPMA.

4.1 Performance After Convergence

Table 1 summarizes the performance after convergence, with a wide range of event inclusion prob-

abilities, p, event omission probabilities, q, Pattern Evaluation States, N1, and Pattern Tracking

States, N2. The resulting performance is then reported in terms of P1, with P1 being estimated by

averaging over 1, 000 experiments, each consisting of 100, 000 iterations.

In the case of daily patterns, we have varied the omission error probabilities from q = 0.05 to

q = 0.2, thus covering a spectrum of small to high degrees of omission noise. Intuitively, as we

increase q, more omission noise is introduced and consequently it becomes increasingly difficult for

the STPLA to discern the presence of an underlying spatio-temporal pattern.

In the case when no patterns are present, we have allowed random encounters to appear with

probabilities from p = 0.05 to p = 0.2. Similarly, as we increase p, more inclusion noise is introduced

and consequently the STPLA becomes more prone to false positives by wrongly signalling the

presence of a spatio-temporal pattern while in reality, no patterns are present.

For the memory settings, we used values of N1 and N2 ranging from 1 to 5. We modified the

internal memory of the STPLA in order to produce different types of “bias”:

• The first three memory settings in Table 1, namely (1, 5), (2, 5) and (3, 5), represent the case

of an introduced “bias” towards the hypothesis conjecturing the presence of the pattern since

N1 < N2 + 1.

• The case of (N1, N2) = (5, 4) corresponds to a balanced memory, since N1 = N2 + 1 = 5. In

this case, implying that the scheme is not biased towards any of the two hypothesizes (presence

or absence of the spatio-temporal pattern).

• The last three memory settings in Table 1, namely (5, 3), (5, 2) and (5, 1), illustrate the case

of a bias towards the hypothesis conjecturing the absence of the pattern since N1 > N2 +1 in

this case.

From Table 1, we remark that for the Balanced memory STPLA characterized by N1 = 5 N2 = 4

(N = 5), we are able to obtain a very high accuracy, with the scheme producing a negligible number

of superfluous notifications to the user, while alerting the user of almost all novel events, even with

high degrees of both omission and inclusion errors.
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Daily Pattern No Underlying Pattern

q = 0.05 q = 0.1 q = 0.2 p = 0.05 p = 0.1 p = 0.2

(N1, N2)

(1, 5) 1.5E-8 9.9E-7 6.4E-5 0.735 0.531 0.262

(2, 5) 3.2E-8 2.1E-6 1.4E-4 0.983 0.925 0.680

(3, 5) 4.9E-8 3.3E-6 2.4E-4 0.999 0.992 0.916

(4, 5) 6.7E-8 4.7E-6 3.6E-4 0.999 0.999 0.982

(5, 5) 8.6E-8 6.2E-6 5.2E-4 0.999 0.999 0.996

(5, 4) 1.7E-6 6.2E-5 2.6E-3 0.999 0.999 0.997

(5, 3) 3.4E-5 6.2E-4 0.012 0.999 0.999 0.998

(5, 2) 6.9E-4 6.2E-3 0.062 0.999 0.999 0.998

(5, 1) 0.0137 0.059 0.254 0.999 0.999 0.999

Table 1: Alert probability P1 under varying conditions

4.2 Learning Speed vs. Learning Accuracy

We now consider how the number of states used by the STPLA affects learning speed. Fig. 3 reports

the probability of producing alerts after the introduction of a new event pattern, with a very high

degree of omission errors: q = 0.2.

In the first set of experiments, we fixed N1 = 5 while varying N2. In order to understand the

effect of the internal memory of the STPLA on the rate of convergence, we report the number of

required iterations to reach a value that is 95% of the final value of P1. In Fig. 3, we experimentally

found that it took only 28 time instants to reach 95% of the final value of P1 for a memory N2 = 1.

When we fixed N2 to 3 in Fig. 3, 95% of P1 was attained within 43 iterations. Similarly, we chose

N2 to be 5 and it took 67 time instants to converge to 95% of P1.

We remark that as we increased the memory N2, the STPLA spent more time to converge to

the asymptotic value of P1, however, it becomes more accurate. Indeed, for N2 = 5, each event

observed reduces the probability of alerting the user in significant leaps, until probability zero is

approached (P1 should be minimized in this case). While for N2 = 1, the accuracy is significantly

inferior to the one reported for N2 = 5, since the final value of P1 is 0.24. As seen, even under such

extreme conditions of omission errors q = 0.2, the learning speed decreases slightly with the number

of states, however, the accuracy increases drastically.
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Figure 3: Evolution of the alert probability P1 over time when a daily pattern present and with a
Pattern Evaluation state space of N2 = 1, 3, 5. In this setting the alert probability P1 should be
minimized in a online manner

Similarly, in Fig. 4 we observe the behaviour in a situation where novel events are occurring

with probability p = 0.2, however, with no spatio-temporal pattern being present.

As alluded previously, when no underlying pattern is present, we would like P1 to be maximized,

and therefore P1 shall attain 1. In the second set of experiments, we fixed N2 = 5 while varying

N1. In Fig. 4, we experimentally found that it took only 21 time instants to reach 95% of P1 for

a memory N1 = 5. In addition, for N1 = 5, the accuracy is high because the final value of P1

approaches 1.
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Figure 4: Evolution of the alert probability P1 over time with novel events occurring with probability
p = 0.2, with no daily pattern present, and with a Pattern Evaluation state space of N1 = 1, 3, 5.
In this setting P1 should be maximized

In Fig. 4, 95% of the final value of P1 was attained within 52 iterations when we fixed N1 to 3.
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Similarly, we chose N1 to be 1 and it took 72 time instants to converge to 95% of P1. Therefore,

from this second set of experiments we conclude that when increasing the Pattern Evaluation state

space N1 from 1 to 5 states, the probability of reporting the novel events approaches unity, and the

convergence rate is hastened reducing the “learning delay”.

4.3 Robustness to Omission Noise

In Fig. 5, we plot the performance of STPLA when working in an environment with a spatio-

temporal pattern being present, however, with events of the spatio-temporal pattern missing due to

omission errors. The experiment demonstrates how the number of redundant alerts will change as

the probabilities of omission error varies from q = 0.0 to q = 0.2. In this experiment, we used of a

Balanced memory STPLA, with a memory depth N = 3. From Fig. 5, we observe that our scheme is

extremely robust to different levels of omission noise. In fact, interestingly, the number of redundant

alerts remains extremely negligible as we increase the omission error probability. Therefore, our

STPLA achieves a near optimal performance even under an omission error probability as high as

0.2.
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Figure 5: Alert probability P1 plotted as a function of the omission error probability, in the case of
an underlying spatio-temporal pattern

4.4 Robustness to Inclusion Noise

In Fig. 6, we plot the performance of STPLA when working in an environment in the absence of an

underlying spatio-temporal pattern, however, with events of the spatio-temporal pattern present due

to inclusion errors. This experiment illustrates how the number of alerts changes as the probabilities

of inclusion error varies from p = 0.0 to p = 0.2. In this experiment, we made use of a Balanced

memory STPLA, with a memory depth N = 3. As we increase the probability of inclusion error,

the alert probability remains in a close neighborhood of the optimal value of alert probability in
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the absence of an underlying spatio-temporal pattern, which is merely 1 in this case. Therefore, we

conclude that the STPLA is robust to the different levels of inclusion noise.
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Figure 6: Alert probability P1 plotted as a function of the inclusion error probability, in the absence
of an underlying pattern

4.5 Performance in dynamic Environment

To investigate the ability of our scheme to track spatio-temporal patterns that change with time,

we have conducted several experiments in dynamic environments. In all brevity, we report here

a representative configuration, where spatio-temporal patterns end after a certain time period,

while new ones are introduced every 100th iteration. We modelled this by using an omission error

probability of q = 0.2 when a pattern was present, and with an inclusion error probability of

p = 0.2 when no pattern was present. We use a Balanced Memory STPLA characterized by the

internal parameter N = 5. Employing a Balanced Memory STPLA is convenient in a non-stationary

environment since it is not biased towards any of the actions {Notify ,Suppress}.9

To be more specific, between iterations 0 and 100 we simulate a noisy daily pattern affected by

an omission noise q = 0.2 while, between iterations 100 and 200 the daily pattern is absent, only

“straggler” events can sporadically occur with an inclusion error probability p = 0.2, and so on. In

all the experiments, the reader should note that we are using the notation iteration to denote the

time instantiation measured in terms of the granularity of a day.

Fig. 7 depicts how the STPLA scheme adapts to the presence and absence of patterns over time.

For instance, prior to time instant 100, the probability q was equal to 0.2, implying the presence of a

daily pattern affected by omission noise. As seen, the STPLA quickly learns to suppress these events

while achieving a near optimal performance despite the high omission error probability. When the

9Note that this experiment is different from the experiment reported in conference version of the paper where we
fixed (N1, N2) to (3, 1).
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Figure 7: Evolution of the alert probability in a dynamic environment with alternating phases of
presence of pattern and absence of pattern every 100th iteration

pattern disappears after 100 time steps, being replaced with novel events only, we observe how

quickly the STPLA changes from suppressing the events to alerting the user of them.

We thus conclude by stating that the empirical results confirm the power of STPLA both in

noisy and non-stationary environments.

4.6 Comparison with FPAM

The absence of a reported literature work on online discovery and tracking of spatio-temporal

patterns in noisy sequences presents a hindrance to comparing our STPLA to a state of art approach.

To counter this problem, we introduce a modification to the FPAM algorithm [28, 27], rendering it

able to operate in an on-line manner. In fact, a straightforward extension of FPAM is using a sliding

window. It is worth noting that the concept of sliding window is akin to the idea of regular scheduled

mining sessions adopted in FPAM [28, 27] in order to detect changes in the pattern. In order to

decide wether an event is a part of a temporal pattern, we apply the original FPAM to mine the last

W days where W is the size of the time window. To make the comparison fair, we need to choose

the right internal parameters for both approaches, namely STPLA and FPAM. When it comes to

the FPAM, its performance depends on the internal parameter ζ which represents a predefined

threshold that determines the percentage of expected occurrences of an event. According to [28],

an ”optimal” choice of ζ that yields quite good performance lies between 90% and 95%. Therefore,

we fixed ζ to 90% in our experimental settings. Similarly, we used a Balanced memory STPLA

characterized by a memory depth N = 5. In fact, we have empirically found that using a Balanced

Memory STPLA with a memory depth N equal to 5 gives quite good results. By adopting such

”optimal” choice of the internal parameters of the STPLA and FPAM, the comparison is made

meaningful. In this section, we report the experimental results of the comparison of our scheme to
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Omission Noise STPLA FPAM

q=0.05 1.73E-6 0.062
q=0.1 6.2E-5 0.353
q=0.15 5.4E-4 0.680

Table 2: Comparing the Alert probability P1 for the STPLA and FPAM in the presence of daily
pattern and under varying omission noise.

Inclusion Noise STPLA FPAM

p=0.05 0.999 0.999
p=0.1 0.999 0.999
p=0.15 0.999 0.999

Table 3: Comparing the Alert probability P1 for the STPLA and FPAM in the absence of daily
pattern and under varying inclusion noise.

the online version of the FPAM algorithm.

4.6.1 Comparison under varying noise

In this experiment, we compare the asymptotic properties of our STPLA and the FPAM. We fixed

the sliding window size of the FPAM to 30 days. P1 was averaged over 1, 000 experiments, each

consisting of 100, 000 iterations. In Table 2, we report the alert probability P1 for both approaches

under varying omission noise. In the experiment, P1 should be minimized since we assume the

presence of an underlying pattern, and consequently we desire to suppress the alerts. From Table

2 it is clear that the STPLA outperforms the FPAM under different levels of noises by keeping P1

close to zero. Therefore, we conclude that the STPLA is resilient to level of omission noise. This is

in contrast to the FPAM that is shown to be very sensitive to the increase of omission noise. In fact,

P1 in the case of FPAM dramatically increases from 0.062 to 0.68 as we increase the omission error

probability q from 0.05 to 0.15. In other words, the FPAM fails to efficiently suppress repetitive

alerts as the magnitude of omission noise increases. Therefore, a major weakness of the FPAM

compared to our algorithm is its inability to efficiently cope with omission error, resulting in a low

performance. We shall emphasize that the later weakness is not due to the introduction of a sliding

window but is rather inherent to the FPAM algorithm [28, 27]. In fact, using a threshold ζ for

detecting irregular periodicity patterns renders the scheme very prone to the increase of omission

noise probability.

In Table 3, we report the alert probability P1 for both approaches under varying inclusion noise.

In the experiment, since we assume the absence of an underlying pattern, every event should be

considered as novel and therefore P1 should be maximized. From Table 3, it is clear that our STPLA

and FPAM perform equally well. In fact, both schemes achieve a near optimal performance of P1

that approaches 1.
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4.6.2 Comparison under non-stationary environment

In this section, we study the effect of the sliding window size on the learning speed of the FPMA.

In the experiments, we used a balanced memory STPLA with N = 5. We modelled the dynamic

environment by using an omission error probability of q = 0.05 when a pattern was present, and

with an inclusion error probability of p = 0.05 when no pattern was present. For each experiment,

we conducted 1000 simulations each consisting of 800 iterations and we report the ensemble average

of P1. In order to make the comparison meaningful, the same stream of events is used in each of the

1000 simulations. Moreover , every 100th iteration the environment switches. For instance, between

iterations 0 and 100 the daily pattern is absent, only “straggler” events can sporadically occur with

the inclusion error probability. Between iterations 100 and 200, we simulate a noisy daily pattern

affected by an omission noise and so on.

Note that this model of dynamic environment follows in the same vein as in the subsection 4.5

Observe that the FPAM suppresses efficiently the alerts in the first window, but it is thereafter

severely handicapped in adapting to switches in the environment. In Fig. 9 and Fig. 10, we observe

that the weakness of the FPAM is accentuated in the cases in which the size of the sliding window

increases. We also remark from Fig. 8 that FPAM algorithm adjusts P1 to the optimal value in the

corresponding environment much more quickly using a smaller sliding window of size 30.
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Figure 8: Performance comparison of the STPLA and FPMA in a dynamic environment with a
sliding window size of 30 and a memory size 5 respectively, when the environment switches between
the absence of pattern and the presence of pattern every 100th iteration
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Figure 9: Performance comparison of the STPLA and FPMA in a dynamic environment with a
sliding window size of 60 and a memory size 5 respectively, when the environment switches between
the absence of pattern and the presence of pattern every 100th iteration
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Figure 10: Performance comparison of the STPLA and FPMA in a dynamic environment with a
sliding window size of 90 and a memory size 5 respectively, when the environment switches between
the absence of pattern and the presence of pattern every 100th iteration

From Fig. 9 and Fig. 10 we observe that while the performance of the modified FPAM in a

dynamic environment is sensitive to the window size, the ability of our STPLA to adapt to changes

in dynamic environments can be achieved using a fixed-memory configuration (namely N=5). fine

tuning the STPLA internal parameters’s (memory depth) is not required to enhance its adaptivity

in dynamic environments. The simulation results suggests that a Balanced memory STPLA with

memory depth from the set {4, 5} yields quite good performance.
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5 Prototype

In addition to the empirical results presented in the previous section, we have also implemented a

social networking application and conducted real-life tests.

A key requirement of our community based social networking application demands that users

can be made aware of the Presence of their friends at anytime and anywhere using their mobiles’

sensing capabilities.

We now provide a brief description of our prototype, the details of whose implementation can be

found in [15]. Our prototype system consists of two mobile phones: HTC P3300 and Sony Ericsson

X1, both of which are equipped with Wi-Fi modules. An ad-hoc network is established to provide

a communication platform where our proposed solution for a “Friend Reminder” service runs.

This design is based on the “SmokeScreen” architecture [8], which introduces an effective ap-

proach to resolve privacy issues of Presence Sharing. In brief, we allow the user to specify exactly

which of his friends can see the signal of his Presence. From a privacy perspective, we believe that

the control of the user-related information should be fully under his own control. Thus, every user

should be able to authorize the specific people who have the right to reveal his user-related infor-

mation, and to also isolate other users. Accordingly, we let every pair of friends share a symmetric

key. It is worth noting that the number of keys stored per user’s mobile increases linearly with the

number of contacts he has, while the number of keys within a group of users exhibits a quadratic

growth with the group size.

The users must be synchronized to independently update the Presence signal and broadcast it

periodically. Note that the update is deterministic so that every pair of participating users (for

example Alice and Bob) can predict and interpret the time varying broadcast Presence signal.

The Presence signal might vary on the hour and is known only to Alice and Bob, thus preventing

impersonation attacks. As alluded to previously, we employed a symmetric key per pair of social

contacts. Consequently, the size of the broadcast Presence signal increases linearly with the number

of social contacts. In order to alleviate this problem, we have used Bloom filters to reduce the size

of the Presence signal [7], and thus the operation of Presence detection reduces to the Bloom filter

match operation. The choice of the memory settings depends on the application, and changing

the memory settings can introduce a bias towards one of the two hypotheses, namely the absence

or the presence of the spatio-temporal event pattern. For example, in the case of a “Reminder” ,

where the choice of the memory settings can be specified by the user, we suggest that if the user

wants to reduce the number of notifications, it is possible then to choose N1 and N2 such that the

memory depth of the “Suppress” action is higher than the memory depth of the “Notify” action (i.e.

N2 + 1 > N1).

Based on the above architecture, we implemented our STPLA scheme on each mobile phone,
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allowing suppression of Presence notification when the Presence is part of a regular pattern. In all

brevity, the STPLA scheme made the “Friend Notification Service” less obtrusive by only alerting

the user of novel events, but suppressed alerts for regular meetings (e.g., for weekly lectures).

6 Conclusion

In this paper, we have presented the Spatio-Temporal Pattern Learning Automaton (STPLA) for

the on-line discovery and tracking of patterns in noisy event streams. Our scheme is based on a

team of finite automata, rendering it computationally efficient with a minimal memory footprint.

The advantages of our approach was demonstrated through extensive simulations, as well as a

prototype running on mobile devices. We provide an analytical analysis of the STPLA which was

shown to confirm the experimental results. The scheme demonstrated excellent performance under

different noise levels and in various dynamic settings. Thus, the power of STPLA was confirmed

both in static and dynamic environments. An empirical comparison study was performed and

confirms the superiority of our scheme compared to the FPAM approach [28]. We thus believe the

STPLA forms an ideal framework for notification suppression in event notification based systems.

In our opinion, our “Friend Reminder” prototype opens new avenues towards realizing unobtrusive

community-based social networking applications by making use of Artificial Intelligence techniques.

As a future work, we intend to extend our prototype to learning interest profiles and adaptive service

recommendations.
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Abstract—The vision of pervasive environments is being re-
alized more than ever with the proliferation of services and
computing resources located in our surrounding environments.
Identifying those services that deserve the attention of the user
is becoming an increasingly-challenging task. In this paper, we
present an adaptive multi-criteria decision making mechanism
for recommending relevant services to the mobile user. In this
context, “Relevance” is determined based on a user-centric
approach that combines both the reputation of the service, the
user’s current context, the user’s profile, as well as a record of
the history of recommendations. Our decision making mechanism
is adaptive in the sense that it is able to cope with users’
contexts that are changing and drifts in the users’ interests,
while it simultaneously can track the reputations of services,
and suppress repetitive notifications based on the history of
the recommendations. The paper also includes some brief but
comprehensive results concerning the task of tracking service
reputations by analyzing and comprehending Word-of-Mouth
communications, as well as by suppressing repetitive notifications.
We believe that our architecture presents a significant con-
tribution towards realizing intelligent and personalized service
provisioning in pervasive environments.

I. INTRODUCTION

The environment in which we live in today is truly “perva-
sive”. The proliferation of services and computing resources,
indeed, makes the very dream of computing in such a pervasive
environment realizable. However, this task has numerous real-
life hurdles. Most prominent among these is the task of
identifying those services that deserve the attention of the user.
Ironically, as the services and tools become more pervasive,
this task, in itself, is becoming increasingly-challenging due
to the fact that:
1) The increasing number of services can overwhelm the
attention of even the most educated user. It is, rather,

B. J. Oommen is a Chancellor’s Professor, a Fellow : IEEE and a Fellow :
IAPR. The Author also holds an Adjunct Professorship with the Dept. of ICT,
University of Agder, Norway. The first author gratefully acknowledges the
financial support of the Ericsson Research, Aachen, Germany, and the third
author is grateful for the partial support provided by NSERC, the Natural
Sciences and Engineering Research Council of Canada.

plausible that an arbitrary user is not even aware of the
services at his disposal.

2) The changes of a user’s preferences and needs over
time, renders the task of predicting his current ser-
vices/interests extremely difficult.

3) The result of the interaction of the user with any specific
service is usually uncertain. It surely depends on the
performance of the latter. As low performance services
can provoke his dissatisfaction, it is mandatory that
an expedient system must be capable of identifying
reputable (and disreputable) services [14], [16].

The complexity of understanding what services could be
interesting and important enough to justify disturbing the user,
is the main challenge of our research. To respond to this chal-
lenge, we argue that service recommendation should rely on a
multi-criteria decision maker that combines different aspects
(dimensions) of the system/environment in order to decide,
on behalf of the user, whether a service is relevant or not.
“Relevance”, we propose, should be determined based on a
user-centric approach that collectively combines the reputation
of the service, the user’s current context, the user’s profile, as
well as a record of the history of recommendations. This is
precisely what we have attempted to achieve in our endeavor,
and we thus believe that our architecture presents a significant
contribution towards realizing intelligent personalized service
provisioning in pervasive environments.
To clarify things, we shall present an instantiation of our

architecture to a real-life, day-to-day scenario involving a
proactive location-based application which provides an ensem-
ble of services. In the scenario, the goal is to build a personal-
ized and context-aware decision maker that delivers narrowly-
targeted notifications to the user about relevant services in
his environment. Nevertheless, even though this instantiation
is specific, the proposed architecture is generic and can be
applied to recommend a wide range of services.
Before we proceed we would like to mention that it is

impossible to comprehensively describe the design and imple-
mentation of the entire system in a single paper. The system

524978-1-61284-922-5/11/$26.00 ©2011 IEEE



which we propose contains numerous modules which deal with
inter-user communications, the ranking of services, inferring
the dependability of other users within a social network,
communication from the system to the user, discovering and
recording reputations etc. Each of these modules, in itself,
is a contribution in its own right. The pertinent results de-
scribing some of these modules have already been published,
and the results concerning the other modules are currently
being compiled. Thus, we emphasize that while this paper
contains the design and implementation details of the overall
architecture, we will briefly describe the functionality of some
of the component modules, and omit the details which are
found in the associated citations. The reader should note that
a more detailed description of all of these components and the
overall system will be found in the doctoral thesis of the first
author [13].
The remainder of this paper is organized as follows. In Sec-

tion II, we describe some reported studies which are closely
related to our approach. Then, in Section III, we present
the details of the architecture by explaining the functionality
of each of the components and their mutual interactions.
Section IV reports the results of simulations conducted. These
results demonstrate the efficiency of our design in reducing
the unobtrusiveness that might be caused by traditional service
recommendation systems. Concluding remarks and future lines
of research are outlined in the conclusion.

II. RELATED WORK

The rich availability of services in pervasive environments
has the effect of over-burdening the system’s service selection
task. According to the vision of pervasive computing promoted
by Mark Weiser, the intention of incorporating more advanced
technology should be that it provides the user the possibility
of operating in a calm frame of mind [12]. “Increasingly, the
bottleneck in computing is not its disk capacity, processor
speed, or communication bandwidth, but rather the limited
resource of human attention” [4]. Filtering out irrelevant
information has been a focal concern in a number of studies.
The main issue has been to reduce the cognitive load on the
user when it comes to selecting services. It is well known that
“pushing” (or downloading) notifications messages to users
can cause interruptions and distractions. Users who receive
irrelevant notifications may become dissatisfied with their
recommendation service. According to the I-centric paradigm
proposed by Wireless World Research Forum (WWRF), the
service provision should be tailored to the actual needs of
the user [3]. The I-centric vision promotes personalization,
ambient awareness and adaptability as the core requirements
of future services.
A number of studies have been performed to realize this

user-centric vision. A pioneering recent work was performed
by Hossain et al. [5]. In this work, the authors proposed a
gain-based media selection mechanism. In this regard, the
gains obtained by ambient media services were estimated by
combining the media’s reputation, the user’s context and the

user’s profile. As a result of such a modeling process, the ser-
vice selection problem was formulated as a gain maximization
problem. Thereafter, a combination of a dynamic and a greedy
approach was used to solve the problem. There are some
fundamental differences between the study of [5] and the ap-
proach that we have proposed in this paper. From an architec-
tural point of view, our work is based on a Publish/Subscribe
paradigm in order to realize matchmaking between available
services and the user’s preferences1. Moreover, the authors of
[5] did not present mechanisms to compute the reputation of
the media services, thus, in effect, assuming that it is merely
static. We argue that this assumption is not always valid, and
that it is of paramount importance that the system tracks the
variations in the reputation of the services since they, almost
certainly, change over time.
A pertinent study that falls in the same class of our current

work is the Dynamos project [10]. The Dynamos approach
is an example of a context-aware mobile application that can
be used for recommending relevant services to the user. In
[10], the authors designed a hybrid recommender system for
notifying users about relevant services in a context-aware man-
ner. The model is based on a peer-to-peer social functionality
model, where the users can generate contextual notes and rat-
ings, and attach them to services, or to the environments. They
are also permitted to share these with their peers. The attached
notes to the environment are delivered to other users whenever
they are in the spatial vicinity of the entities associated with
the notes. A main difference between their work and what we
propose is the way by which preferences are described. Their
work assumed that the user was expected to explicitly describe
his preferences by manually entering them. In this sense, the
profile is defined by the user by explicitly specifying the types
of activities and associating multiple interests to them. Such an
approach can be considered to be a more “primitive” approach
– it is not viable in pervasive environments where preferences
change over time. Moreover, the issue of suppressing repetitive
notifications was not addressed in [10].
A comprehensive study for personalized service provision

has been performed by Naudet et al. from Bell Labs [8]. In
[8], Naudet et al. designed an application for filtering the
TV content provided to users’ mobiles based on their learned
profiles. The application is based on the use of ontologies to
capture content descriptions as well as the users’ interests. The
latter interests are, in turn, mined using a dedicated profiling
engine presented in [1], which leveraged Machine Learning
(ML) techniques for user profiling.
The motivations behind our work are the following:
1) First of all, most of the reported context-aware recom-
mendation systems do not consider the reputation of
the services when issuing recommendations. In order to
ensure that our hybrid recommender systems is unobtru-
sive, we need to locate reputable services. The success

1Adopting a “Push” based approach does not limit the applicability of our
approach. In fact, the paradigm is still valid and can function in a “Pull” based
manner, as in the Dynamos project [10].
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of reputation systems (such as Ebay) suggests that there
are significant latent benefits in the convergence of these
ideas in pervasive environments.

2) Secondly, in order to ensure minimal user distraction, the
system should be able to track the changes in a user’s
interests, over time. In fact, static approaches, where
the user manually defines his interest’s domains, are
usually not expedient as the user’s needs and interests
change over time. Therefore, appropriate ML techniques
are needed for adapting to changing interests by incon-
spicuously monitoring service usage.

3) Thirdly, repetitively reissuing the same notification re-
garding the same service is usually regarded as a nui-
sance to the user’s attention. In [14], we addressed
the issue of suppressing repetitive notifications in a
social mobile application. With regards to recommender
systems, to the best of our knowledge, the question
of suppressing repetitive notifications has not been ad-
dressed before in the literature.

Stemming from these observations, we construct a hybrid
recommender system that minimizes the distraction to a user’s
attention while, simultaneously, maximizing the hit ratio of the
service notifications. In accordance with the multiple dimen-
sions that affect the decision making process, we have also de-
fined a set of enabler components. The synergy between these
enabler components is ensured through a Publish/Subscribe
architecture.
All of these issues will be crystallized in the next section

where we describe the architecture of our proposed system.

III. ARCHITECTURE
The main goal of our multi-criteria decision maker is to

pro-actively notify the user about relevant services. In this
section, we present the different components which articulates
the architecture of our system.

A. Context-Dependent Service Category Activation Rules
Within our framework, the “context” includes any informa-

tion that can be used to characterize the situation of a mobile
user requesting a service. It could include numerous pieces of
information including the user’s location (where), the time of
presence (when), his current activity, his “mood” etc.
We should emphasize that in general, a user’s interests

are context-dependent. For example, recommendations about
restaurants might be of interest to a certain user during
weekends, when he is both close to the restaurant in question
and when he is not busy. Therefore, a viable approach is to
provide the user with the ability to specify that certain kinds
of services (those of interest) are active in a particular context.
This is the approach that we have adopted in the current study.
The idea is relatively novel and has been recently applied in
the Dynamos framework [10]. In [10], a user is permitted to
specify several types of activities and their associated status,
and to associate multiple interests to each of them.
With regard to specifics, in this paper, we will adopt a two-

level filtering approach in order to support efficient matching

between the available services and the user’s profile. The
first level of filtering is based on the user’s context and is
called Context-Dependent Service Category Based Filtering.
The concepts here are akin to those found in [10], where
for each service category (for example, restaurants, shopping,
tourist attractions etc.) the user specifies the context attributes
needed to make this category valid. Note that this sort of
filtering is static, and can be implemented using fixed rules
or stereotypes. Consequently, since the rules are static, they
can be entered by the user or can be given by a template,
while the names of the interests can be predefined based on
a service taxonomy. From this perspective, this filtering is
coarse, since we retain the service category such as restaurants,
but do not consider refining the service recommendation by
considering sub-categories of restaurants, such as Italian Pizza
restaurants, Japanese restaurants, etc. In order to realize a
more diversified service category matching, we integrate a
wider range of pieces of contextual information, and not only
location. The context attributes are mainly:

• Where: The location of the user.
• When: The time context.
• What: The activity of the user.
• What Mood: The mood of the user.
We define a function F, that statically maps a set of context

attributes to a service Category as:

F : Clocation×Ctime×Cactivity×Cmood �→ ServiceCategories

An example of a Context-Dependent Service Categories
Activation Rule, based on the inferred context attributes is:
F(location = *, time = weekend evening, user activity =

walking, mood= *) = Restaurants

B. Learning Preferences Manager
In the previous subsection, we explained our approach to

filter the available services based on their categories using
Context-Dependent Service Category Activation Rules. Ob-
viously, the category-based filtering will reduce the number
of eventual services that might be of interest to the user.
Nevertheless, such a filtering is coarse and needs further
refinement. Therefore, we propose to carry out a second level
service filtering which performs an even closer match. In this
sense, the second level filtering re-filters the services via a finer
granularity, based on the learned interests in the sub-categories.
In fact, it is important that we want to model not only a general
user’s interests such as restaurants, shops, movies etc., but
also the sub-categories of these interests that are relevant to
a given user. In [15], we had presented a novel, personalized
Learning Preferences Manager that is able to adapt to changes
brought about by variations in the distribution of the user’s
interests, using the principles of weak estimation. This module
is a fundamental component of our architecture. In the quest
to learn the user’s dynamic profile, the Learning Preferences
Manager is guided by so-called Relevance Feedback (RF) [7].
In this paper, we rely on the Service Usage History maintained
by the authors of [5], [6] as the main source of the RF. A
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Service Usage History (also known as the Interaction History),
contains the history of the services used by the user over time.
For example, when the user has used a certain service at a
certain time instant, the Learning Preferences Manager refines
and revises the user’s profile based on the current instance
of the usage history, which, in turn, is automatically and
unobtrusively observed in the background. To now quantify
this, we have recommended the use of a Weak Estimator
(devised by Oommen et al. [9]) so as to update the score
of the data-item based on the usage history.

C. Service Reputation Manager
In this section, we introduce the Service Reputation Man-

ager [14], [16], which is a cornerstone component of our
architecture. Reputation is a particularly important criterion
for filtering services.
With the abundance of services available in a pervasive

environment, identifying those of high quality is a crucial
task. When services are pervasive, in order to maximize the
usefulness of the services accessed, the user needs to build
his opinion about these services in the absence of direct
experience, and as a consequence, must rely on the experiences
of his acquaintances. In fact, through leveraging the power
of Word-of-Mouth communications, our hybrid recommender
system permits us to identify reliable services possibly de-
serving the user’s attention. Traditional reputation systems,
usually compute the reputation of a service as the average
of all provided ratings. This corresponds, for instance, with
the percentage of positive ratings in the eBay feedback form
[11]. Such a simplistic approach of just blindly aggregating
users’ experiences may mislead the reputation system if some
of the user’s acquaintances are misinformed/deceptive users.
Misinformed/deceptive users attempt to collectively subvert
the system by providing either unfair positive ratings about
a service, or by unfairly submitting negative ratings. Since an
alternate way to interpret unfair ratings is to consider the un-
reliable referrals as coming from people with different tastes,
such “deceptive” agents may even submit their inaccurate
ratings innocently – due to differences in tastes. Our system
can easily become intrusive and ultimately become unusable if
the “trust component” (or equivalently, the Service Reputation
Manager) does not deal with unfair ratings of this sort. The
risk of attacks from malicious users is a crucial issue that we
have incorporated in our system, which is especially pertinent
in a competitive marketplace.
It is reasonable to assume that the acquaintances of the user

can be divided into two classes: trustworthy acquaintances
that provide accurate ratings, and unreliable acquaintances
that provide unfair ratings. It follows that a good reputation
manager component would seek to classify the acquaintances
in one of these two classes so as to counter the detrimental
effect of unfair ratings. In [14], [16], some of the authors
of this present paper developed a Service Reputation Manager
which is based on a concept analogous to collaborative filtering
in order to separate between these two classes. The premise of
the scheme in that paper was to separate the users’ types by

observing how they rate the same services. The latter scheme
was designed in such a way that these users would be in the
same group by maximizing the “within-group” similarities and
minimizing the “between-group” similarities.

D. Notification Novelty Checker
The last phase of our decision maker is a module whose

task is to identify if triggering a service notification will be
perceived by the user as being “repetitive” information. In
[17], we have argued that the user’s activities can be modeled
to follow some “noisy” periodic pattern, and so we can, in turn,
affect the services notifications to be periodic as well. This ar-
gument will be true unless we suppress repetitive information.
Consequently, any notification about a service that provides
redundant information to the user can be regarded as being
an unnecessary distraction. Arguing along the same vein, in
this paper, we propose that we can incorporate here the same
approach that we have used for suppressing repetitions in the
friendly reminder application of [17]. In [17], we introduced
a new scheme for discovering and tracking noisy spatio-
temporal event patterns, with the purpose of suppressing re-
occurring patterns, while discerning novel events. Our scheme
is based on maintaining a collection of hypotheses, each
one conjecturing a specific spatio-temporal event pattern. A
dedicated Learning Automaton (LA) – the Spatio-Temporal
Pattern LA (STPLA) – is associated with each hypothesis.
Whenever a user receives a service notification related to a
given service, a STPLA is instantiated, and this is attached to
the latter service notification in order to learn the periodicity
of the context in which the service is available to the user.
By processing events as they unfold, we attempt to infer the
correctness of each hypothesis through a real-time guided so-
called random Walk/Jump process.

E. Service Notification Based on a Publish/Subcribe Paradigm
Now that the individual modules have been explained, we

state that the overall architecture of or system would be as
described pictorially in Figure 1.

Fig. 1. The high-level architecture of our system.

Our requirement of offering highly pertinent information
through a push-based approach to the user can be well
supported through the Publish/Subscribe paradigm [2]. The
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system can be deployed using a Publish/Subscribe System,
which puts all the pieces of this puzzle together. A Pub-
lish/Subcribe model consists of information providers, who
publish events to the system, and of information consumers,
who subscribe to events of interest within the system. A
Publish/Subscribe architecture ensures the timely notification
of events to the interested subscribers. Note too that the use
of a Publish/Subcrsibe server will enhance privacy, since no
user-sensitive private information need be transmitted to the
service providers.
A notification is issued whenever the service matches the

user’s subscription. In other words, this occurs whenever the
following conditions should be met:

• A spatial filter reports that the service is in the user’s
vicinity. We agree that in the case of location-based
services, the knowledge of the user’s context is the most
differentiating information within this context.

• The Service Reputation module returns the truth value
of whether the service is reputable, as per the approach
defined in [14], [16], and briefly explained in Section
III-C.

• The service description matches the user’s profile accord-
ing to the above-mentioned two-level filtering approach.
To identify service items of interest, the matching process
consists of two steps. First, for each service, its associ-
ated category is matched with the set of active service
categories. These service categories, generally, specify
the business branches of the service (e.g., Restaurants,
Shops). After applying the context-dependent category
activation rules, only the services belonging to the active
categories are maintained. Moreover, the service sub-
category should match the second filter characterized
by a finer granularity, namely the Learning Preferences
Manager.

• The Novelty Detection module reports that the eventual
service notification would not be repetitive by checking
wether the notification is a part of a spatio-temporal
pattern.

IV. EXPERIMENTAL RESULTS
To demonstrate the proof of these concepts, in this section,

we present results of simulations that we have conducted,
that puts into a nutshell all the components of the proposed
architecture. To do this, we have adopted a Discrete Event
Simulation methodology. The performance metric to assess
our architecture is the hit ratio, denoted α(tn), and defined
at any given time instance, tn, as the ratio of the relevant
notifications delivered to the user at time tn. We define a
relevant (or equivalently, non-distractive) notification as one
where:

• The service matches the user’s profile
• The notification is not repetitive
• The user’s interaction with the service leads to the user’s
satisfaction.

By virtue of the above, we consequently regard a distractive
notification as one that is either repetitive, or if the interaction

with the service does not lead to the user’s satisfaction due to
its low performance value [14], [16], or if the recommended
service does not match the current user’s interests.
In the same vein, we define the “Distraction” ratio (denoted

β(tn)), at any given time instance tn, as the ratio of distractive
notifications delivered to the user at time tn. Clearly α(tn) +
β(tn) = 1.
To demonstrate the power of our architecture, we compare

our approach to an Unguided Recommendation System, that
delivers to the user notifications regarding services that match
only his contextual preferences based on the Context Based
Service Category static filtering. In other words, we suppose
that the Unguided Recommendation System performs only
coarse contextual filtering. For example, in the case of the
notification of location-based services, the Unguided Recom-
mendation System sends restaurant suggestions every time
the user is close to a restaurant without learning his profile,
without suppressing repetitive alerts and without checking the
reputation of the service. In our simulation, we considered
delivering only a single notification per location2.
We assume that the user’s mobility follows a given noisy

periodic spatio-temporal pattern. As explained previously in
Section III-D, the location and time primitives are combined
from their cross-product spaces to produce spatio-temporal
patterns. Let us suppose that the mobile user in question,
u, visits a given location R according to a weekly spatio-
temporal pattern characterized by an omission noise q = 0.1.
We suppose that a pool of services S is available in the visited
area, for eventual access by the user.
At this juncture, it is important to remind the reader that, for

the sake of clarity, we use two time granularities (or two time
scales) for different events in our Discrete Event Simulation
model. In fact, at the granularity of a week, namely at time
instances tn (n denotes the week index), the user visits the
location R, and therefore, it is likely that service notifications
can take place. On the other hand, at the lower time scale (or
equivalently, at the finer time granularity) of a day, we assume
that other possible events can take place, such as the generation
of Relevance Feedback that serves as input to the Learning
Preferences Manager, or the submission of a service rating
by user in U that serves as input to the Service Reputation
Manager.
We further assume that the mobile user u possesses a

set of acquaintances U that communicate their experiences
regarding the performance of the available pool of services, S.
We assume that at discrete time instances, the acquaintances
in U communicate their ratings to u. In the absence of
direct experience from the user, the feedback provided by
the acquaintances serves as input to the Service Reputation
Manager, referred to in Section III-C.
For the sake of clarity and simplicity, we assume that the

user preferences fall into two categories C1 and C2. We further
assume that the underlying distribution of the weights of the
2It is possible to adopt a top-N recommendation approach in order to not

overwhelm the user with a long list of services and thus limit the size of the
list.
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preferences that reflect the affinity of user’s interest in each
of the preferences categories C1 and C2 follows a binomial
distribution [15]. Therefore, the problem of estimating the
user’s interests in this particular case is modeled as the
estimation of the parameters for binomial random variables.
The Relevance Feedback concerning the preferences categories
C1 and C2 is generated according to the true underlying
value of s1 and s2. The intention of the Learning Preferences
Manager is to estimate S, i.e., si for i = 1, 2. We achieve this
by maintaining a running estimate P (n) = [p1(n), p2(n)]

T of
S, where pi(n) is the estimate of si at time granularity ‘n’,
where n denotes the day index. Note that we assume that the
Relevance Feedback is available at the finer time granularity
of a day.
If si > sj , we say that category Ci represents the user’s

preferred interest category, and thus assume that only services
that belong to category Ci are of interest to the user. All the
services belonging to category Cj will not be of interest to the
user, and notifying him about these services will result in a
distraction. Consequently, the matchmaking of the preferences
will rely on the same simple mechanism, and recommend the
services whose estimated category weight is larger between the
two categories. The reader should observe that this simple rule
is similar to decision rules in classifiers, where the decision
maker has to decide on a hypothesis on the state of nature
between two exclusive hypotheses. However, a more sophis-
ticated preferences matchmaking approach, analogous to the
one in [5], [6] that is based on assessing a linear combination
of the weights, can be easily adopted in combination with our
Learning Preferences Manager [15].
An important parameter that must be specified is the rate

at which the Relevance Feedback occurs. We suppose that at
the finer time granularity of a day, a Relevance Feedback is
generated according the underlying distribution, S. Therefore,
the estimated weights of C1 and C2 are tracked and updated
at the granularity of a day.
We further model the performances of services as either

being High Performance or Low Performance as reported in
[14], [16]. We also assume that the services either belong to C1

or C2. Therefore, we will have a combination of 4 exclusive
classes of services in the current experiments:

• 25 High performance services that belong to C1

• 25 High performance services that belong to C2

• 25 Low performance services that belong to C1

• 25 Low performance services that belong to C2.
If, for example, C1 represents the current preferred interest

category, the Recommendation System will recommend ser-
vices to the user that are both of high performance, and that
belong to category C1. In the simulation settings, we assume
that the user possesses 40 acquaintances in his social network –
20 of which are deceptive and the remaining 20 are trustworthy
[14], [16]. Furthermore, the trustworthy user’s acquaintances
are characterized with p = 0.8, while the deceptive ones have
p = 0.2. In all the experiments, we configure the STPLA with
N1 = 5 and N2 = 5. The high performance services have
an performance probability of 0.8, while the low performance

services have are characterized by the performance probability
of 0.2 [14], [16].
As alluded to previously, we suppose that the user’s mo-

bility follows a weekly periodic noisy pattern, and thus we
conducted the simulations for a period of 40 week instances.
We report now the results obtained by testing our proposed

architecture in a variety of settings3.
In this experiment, we compared the distraction ratio as well

as the hit ratio obtained by our approach with the respective
ratios obtained by utilizing an Unguided Recommendation
System. The results were obtained from an ensemble of 100
simulations, and we report α(tn), where n denotes the week
index. In Figure 2(a), we report the hit ratio, and in Figure 2(b),
we report the distraction ratio. The preferences were assumed
static, and thus, in other words, we employed the same
underlying distribution for the weights of the preferences. We
also assumed that the current preferred services category was
C1. We supposed that at a finer time granularity, namely, at
a daily basis, each of the acquaintances submitted a rating
for a randomly chosen service among the pool of available
services. We observe from Figure 2(b) that the distraction ratio
asymptotically approaches the value 0.2 and that the hit ratio
approaches the value 0.8. These values can be explained by
the fact that our architecture tends to recommend only the 25
High performance services that belong to C1 as time advances.
Furthermore, we remark from Figure 2(a) and its counterpart

Figure 2(b) that the performances achieved by utilizing our
proposed architecture improves almost uniformly over time,
and that it outperforms the Unguided Recommendation Sys-
tem.

Fig. 2. (a) The evolution of the hit ratio in the case of our proposed
approach and the Unguided Recommendation System, when the performance
probabilities of the high and low performance services are 0.8 and 0.2

respectively. (b) The evolution of the distraction ratio in the case of our
proposed approach and the Unguided Recommendation System for the same
settings.

3We have done experiments for numerous settings and scenarios. For the
sake of brevity, we report in this paper few of them, more simulations results
are found in [?].
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The results for another set of experiments are shown in Fig-
ure 3(a) and Figure3(b). In these experiments, we changed the
settings by assuming that the high performance services had
an performance probability of 0.7, while the low performance
services were characterized by the performance probability of
0.3. Whereas in Figure 3(a), we report the hit ratio, in Figure
3(b), we report the distraction ratio. As in the case of the
previous figures, the convergence of the graphs to their optimal
levels is clear from these figures too.

Fig. 3. (a) The evolution of the hit ratio in the case of our proposed
approach and the Unguided Recommendation System, when the performance
probabilities of the high and low performance services are 0.7 and 0.3

respectively. (b) The evolution of the distraction ratio in the case of our
proposed approach and the Unguided Recommendation System for the same
settings.

V. CONCLUSION
In this paper we have considered the problem of computing

in pervasive environments, and in particular, in identifying
those services that deserve the attention of the user. We
have presented an adaptive multi-criteria decision making
mechanism for recommending relevant services to the mobile
user, where “Relevance” is determined based on a user-centric
approach that combines both the reputation of the service,
the user’s current context, the user’s profile, as well as a
record of the history of recommendations. We have proposed
the architecture of a system that builds a personalized and
context-aware application that delivers narrowly targeted in-
formation to the user, while being unobtrusive. The design
avoids flooding the user with irrelevant information. We have
conducted simulations and reported results that suggest that
our architecture can significantly reduce unobtrusiveness. To
gain more insights into the acceptance of the system by an end
user, in the future, we propose that the system be deployed into
a real-life application domain, which also incorporates a user
study.
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An Adaptive Approach to Learning the Preferences of Users in a

Social Network Using Weak Estimators

Anis Yazidi∗, Ole-Christoffer Granmo† , B. John Oommen‡,

Abstract

Since a social network, by definition, is so diverse, the problem of estimating the preferences

of its users is becoming increasingly essential for personalized applications which range from

service recommender systems to the targeted advertising of services. However, unlike traditional

estimation problems where the underlying target distribution is stationary, estimating a user’s

interests, typically, involves non-stationary distributions. The consequent time varying nature

of the distribution to be tracked imposes stringent constraints on the “unlearning” capabilities

of the estimator used. Therefore, resorting to strong estimators that converge with probability

1 is inefficient since they rely on the assumption that the distribution of the user’s preferences is

stationary. In this vein, we propose to use a family of stochastic-learning based Weak estimators

for learning and tracking user’s time varying interests. Experimental results demonstrate that

our proposed paradigm outperforms some of the traditional legacy approaches that represent the

state-of-the-art.

Keywords : Weak estimators, User’s Profiling, Time Varying Preferences

1 Introduction:

Utilizing the power of the internet to affect marketing, business and politics via strategies applicable

for social networking, is becoming increasingly important, especially in a user-driven universe. Over

the last few years, the issue of maintaining users’ profiles has become more crucial for designing and

streamlining personalized applications ranging from service recommender systems to the advertising

of targeted services. Mastering and optimally utilizing the knowledge about a user’s interests has

led to promising applications in filtering and recommending documents [4], multimedia [6] and TV
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programs [17], based on their respective contents. For instance, a comprehensive study for person-

alized service provisioning was performed by Naudet et al. from Bell Labs [17], where the authors

designed an application for filtering the TV content provided to users’ mobile devices based on their

learned profiles. The application is based on the use of ontologies to capture content descriptions

as well as the users’ interests. The latter interests are, in turn, mined using a dedicated profiling

engine presented in [1], which leveraged Machine Learning (ML) techniques for user profiling. The

work reported in [25] presented a “product” that recommends vendors’ web pages by measuring the

similarity between the user’s profile and the vendor’s web page when the user is in the vicinity of the

vendor (seller). The user’s profile is constructed through mining the history of his web log. Another

example that falls in the class of mobility-aware applications is the PLIGRIM system, which makes

use of the user’s location to recommend relevant web links [3]. In the same vein, the SMMART

framework dynamically locates products that match the shopping preferences of a mobile user [11].

Usually, constructing a user’s profile involves applying estimation techniques to leverage the

knowledge about his interests, which, in turn, is gleaned from the history of the services that he

utilizes [6, 7]. A number of previous studies [10] have shown that a user’s interests are not constant

over time, and consequently, paradigms which are to be promising, should take into account the

drift of these interests. The time varying nature of the distribution of the user’s interests renders

the problem of estimating them both difficult and non-trivial.

Tracking the dynamics of a user’s interests is akin to a well-known problem in statistical Pattern

Recognition (PR), namely that of estimating non-stationary distributions. Traditionally available

methods that cope with non-stationary distributions resort to the so-called sliding window approach,

which is a limited-time variant of the well-known Maximum Likelihood Estimation (MLE) scheme.

The latter model is useful for discounting stale data in data stream observations. Data samples arrive

continually and only the most recent observations are used to compute the current estimates. Any

data occurring outside the current window is forgotten and replaced by the new data. The problem

with using sliding windows is the following: If the time window is too small the corresponding

estimates tend to be poor. As opposed to this, if time window is too large, the estimates prior

to the change of the parameter have too much influence on the new estimates. Moreover, the

observations during the entire window width must be maintained and updated during the process

of estimation.

In earlier works [8, 9, 10], Koychev et al. introduced the concept of Gradual Forgetting (GF).

The GF process relies on assigning weights that decrease over time to the observations. In this

sense, the GF approach assigns most weight to the more recent observations, and a lower weight to

the more-distant observations. Hence, the influence of old observations (on the running estimates)

decreases with time. It was shown in [10] that the GF can be an enhancement to the sliding window

paradigm. In this sense, observations within each sliding window are weighted using a GF function.
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Recently, Oommen and Rueda [19] have proposed a strategy by which the parameters of a bino-

mial/multinomial distribution can be estimated when the underlying distribution is non-stationary.

The method is referred to as Stochastic Learning Weak Estimation (SLWE), and is based on the

principles of stochastic Learning Automata (LA) [16, 23]. The SLWE has found successful applica-

tions in many real-life problems that involve estimating distributions in non-stationary environments

such as in adaptive encoding [20], route selection in mobile ad-hoc networks [18], and topic detec-

tion and tracking in multilingual online discussions [22]. Motivated by these successful applications

of the SLWE in various areas, in the course of this study, we consider employing the SLWE for

solving the intriguing problem of tracking user’s interests. The objective of the paper is to present

a personalized Learning Preferences Manager, a modus operandus for capturing user’s preferences.

The latter will be able to cope with changes brought about by variations in the distribution of the

user’s interests, which will be where the SLWE plays a prominent part.

The rationale for choosing a weak estimator for non-stationary environments is that estimators

that converge with probability 1 (e.g. the MLE and Bayesian estimates) cannot easily unlearn and

adapt to the drift in the interests. In our opinion, the appealing properties of the SLWE lies in

its recursive multiplication-based update form, that achieves the process of unlearning stale data,

by an order-of-magnitude faster than a traditional addition-based updating scheme. Moreover,

unlike other legacy state-of-the-art approaches, the adaptability of the SLWE and its capability to

cope with changing environments, can be achieved using the choice of the scheme’s fixed internal

parameter, λ. In fact, the choice λ is not a critical issue, and it does not influence the convergence

speed of the SLWE. Indeed, we present simulations results that demonstrate the superiority of the

SLWE compared to GF, the sliding window, and the approach presented by Hossain et al. [7], which

represent the state-of-the-art.

1.1 Contribution

The novel contributions of this paper, when it concerns user’s profiling techniques, are the following:

• To the best of our knowledge, our current work presents the first attempt to apply a LA-

inspired approach, such as the SLWE, to the real-life problem of tracking user’s interests. We

hope that the current study paves the way towards more applications of LA-based techniques

to the realm of user profiling.

• Philosophically, our profile representation model is distantly related to the approach presented

in [6, 7], where the authors utilized the history to update the affinity of the user’s interests.

However, a substantial difference from the latter studies is our novel categorization of the

data items that constitute a profile, into its so-called disjunctive and conjunctive data items.

To the best of our knowledge, although profile update approaches in which the data items
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which are disjunctive have received a significant interest, the case of conjunctive data items

remains largely unaddressed. In this work, we propose an adequate update form based on the

principles of the SLWE, for each case of these two cases1.

• The model which we have adopted, namely that of the user’s interests changing “abruptly”, is,

in itself, interesting. In fact, instead of presuming that the so-called environment’s “switch”

occurs with some fixed periodicity [19], we assume that changes in the distribution of the

user’s interests occur at unknown random time instants. Furthermore, we suppose that the

distribution changes to a possibly new random distribution after the“switch”. Such a model of

the distribution’s versatility is more realistic than the one which possesses a fixed periodicity-

based changing model, and this is thus more appropriate in the context of estimating the user’s

preferences. Clearly, the described settings represents a particularly challenging scenario for

any approach which models and studies change detection! The experiments conducted and

the results reported, demonstrate that our approach exhibits lower error and faster adaptivity

than the state-of-the-art.

• The model and technique which we have used here (for learning user’s preferences) has been in-

corporated into a more comprehensive system whose architecture, design and implementation

details are found in [26].

1.2 Paper Organization

The rest of the paper is organized as follows. In Section 2, we report a brief survey of the available

results in tracking user’s interests. Then, in Section 3, we present some of the theoretical properties

of the SLWE. In Section 4, we introduce a formal model of the user’s preferences as well as an SLWE-

based solution to the problem. Experimental results obtained by rigorously testing our solution for

a variety of scenarios are presented in Section 5. Section 6 concludes the paper.

2 State of The Art

The core function of a personalized Learning Preferences Manager is to update the user’s profile

in a dynamic and incremental way. This is done so that the “Manager” can closely follow the

real-time evolution of the user’s interests. In fact, any user’s interests are not constant over time,

and therefore it is imperative that the system takes the profile’s drift into account. In this sense,

whenever one attempts to represent the user’s current interests, the most recent observations are

more reliable than older ones. From a more general perspective, the task of learning the drifts

1The reader will observe that the application of the SLWE has already been reported in the literature. However,
its use for conjunctive and disjunctive data items is totally new.
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in the user’s interests corresponds to the problem of learning evolving concepts [24]. There are

several studies that have dealt with the task of learning a user’s interests. These include the use of

a sliding window [14], aging examples [12], and a Gradual Forgetting (GF) function [8, 9, 10] etc.

However, of all these, a sliding window approach is the most popular one. It consists of learning the

description of the user’s interests from the most recent observations, and thereafter, of discarding

the observations that fall outside the window.

A substantial shortcoming of the sliding window approach is the choice of the window size. In

[14], the authors adopted a fixed-size time window in order to learn a user’s scheduling preferences.

They empirically determined that a window size of 180 was a proper choice for their particular

scheduling application. The GF, on the other hand, relies on assigning weights to the observations

that decrease over time. Hence, the influence of older (more “stale”) observations on the running

estimates, decreases with time. The authors of [10] suggested a linearly-decreasing function, w =

f(t), for decaying the relative weights of the GF as follows:

wi =
−2k

n− 1
(i− 1) + 1 + k, (1)

where i denotes a counter of observations starting from the most recent one, n is the number of

observations, k ∈ [0, 1] is a parameter that represents the percentage by which the weight of any

subsequent observation is decreased, and consequently the percentage by which the weight of the

most recent one, in comparison to the average, is increased. Thus k is a parameter that controls

the slope of the forgetting function.

In order to achieve a synergy between both the two approaches, namely GF and sliding window,

Koychev in [10], proposed to apply the GF within each sliding window. Thus, in this case, the

parameter n (i.e., the length of the observation sequence) in equation (1) was set to be equal to L,

where L denotes the length of the window.

Apart from the sliding window and GF schemes, other approaches, which also deal with change

detection, have also emerged. In general, there are two major competitive sequential change-

point detection algorithms: Page’s cumulative sum (CUSUM) [2] detection procedure and the

Shiryaev−Roberts−Pollak detection procedure. In [21], Shiryayev used a Bayesian approach to

detect changes in the parameters distribution, where the change points were assumed to obey a geo-

metric distribution. CUMSUM is motivated by a maximum likelihood ratio test for the hypotheses

that a change occurred. Both approaches utilize the log-likelihood ratio for the hypotheses that the

change occurred at the point, and that there is no change. Inherent limitations of CUMSUM and

the Shiryaev−Roberts−Pollak approaches for on-line implementation are the demanding computa-

tional and memory requirements. In contrast to the CUMSU and the Shiryaev−Roberts−Pollak,

the SLWE avoids the intensive computations of ratios, and do not invoke hypothesis testing.
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A particularly interesting recent study for learning user’s interests in ambient media services

(and in, consequently, locating relevant services) was reported in [7]. Hossain et al devised the

so-called Ambient Media Score Update method, which we shall refer to as SU for the rest of the

paper. The SU method was used to learn a user’s changing interests [6, 7] by recording the so-called

“scores”, which represented his/her affinity of interests. In order to follow closely the evolution

of the scores, the authors of [7] refined their proposed updating method defined earlier in [6] and

updated the scores of the services at every time instant whenever the service was used. This was

done instead of performing updates in a batch mode [6].

We shall now discuss the family of weak estimators alluded to earlier, and proceed to explain

how they can be used to solve the problem currently being studied.

3 Weak Estimators of Multinomial Distributions

The problem of estimating the parameters of a multinomial distribution has been efficiently solved

by the recently introduced SLWE [19]. The multinomial distribution is characterized by two pa-

rameters, namely, the number of trials, and a probability vector that determines the probability of

a specific event (from a prespecified set of events) occurring. In this regard, we assume that the

number of observations is the number of trials. Therefore, the problem is to estimate the latter

probability vector associated with the set of possible outcomes or trials. Thus, we encounter the

problem of estimating the latter probability vector associated with the set of possible outcomes.

Specifically, let X be a multinomially distributed random variable, which takes on the values

from the set {‘1’, . . . , ‘r’}. We assume that X is governed by the distribution S = [s1, . . . , sr]
T as

follows:

X = ‘i’ with probability si, where
∑r

i=1
si = 1.

Also, let x(n) be a concrete realization of X at time ‘n’. The intention of the exercise is to

estimate S, i.e., si for i = 1, . . . , r. We achieve this by maintaining a running estimate P (n) =

[p1(n), . . . , pr(n)]
T of S, where pi(n) is the estimate of si at time ‘n’, for i = 1, . . . , r. We omit the

reference to time ‘n’ in P (n) whenever there is no confusion. Then, the value of pi(n) is updated

as per the following simple rule (the rules for other values of pj(n), j 6= i, are similar):

pi(n+ 1) ← pi + (1− λ)
∑

j 6=i

pj when x(n) = i (2)

← λpi when x(n) 6= i. (3)

The properties of the estimator are catalogued below.

Theorem 1. Let the parameter S of the multinomial distribution be estimated by P (n) at time ‘n’
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as per equations (2) and (3). Then, E [P (∞)] = S.

Remark:Theorem 1 explicitly states that rules (2) and (3) lead to a mean probability vector which

asymptotically converges to the actual unknown probabilities. Although this behavior is asymptotic,

we will empirically show presently that the rule quickly adapts to the changes in the distribution

and, hence, works efficiently in non-stationary environments.

Proof. First of all, we can rewrite the updating rules given in equations (2) and (3) as follows:

pi(n+ 1) ← pi + (1− λ)(1− pi) w.p. si (4)

← λpi w.p.
∑

j 6=i

sj . (5)

Thus, the expected value of pi(n+ 1) given the estimated probabilities at time ‘n’, P , is:

E [pi(n + 1)|P ] = pisi + (1− λ− pi + λpi)si + λpi(1− si) (6)

= pisi + si − λsi − pisi + λpisi + λpi − λpisi (7)

= (1− λ)si + λpi . (8)

Taking expectations a second time, we have:

E[pi(n+ 1)] = (1− λ)si + λE[pi(n)] . (9)

As n→∞, both equations E [pi(n+ 1)] and E [pi(n)] converge
2 to E [pi(∞)], and hence we can

write:

E[pi(∞)](1 − λ) = (1− λ)si (10)

⇒ E[pi(∞)] = si . (11)

The result follows since (11) is valid for every component pi of P .

We now derive the explicit dependence of E [P (n+ 1)] on E [P (n)] and the consequences.

Theorem 2. Let the parameter S of the multinomial distribution be estimated at time ‘n’ by P (n)

obtained by equations (2) and (3). Then, E [P (n + 1)] = MTE [P (n)], in which every off-diagonal

2Observe that E[pi] converges to a limit because the multiplying factor of the resultant linear difference equation
is λ, which is both positive and strictly less than unity.

7



term of the stochastic matrix, M, has the same multiplicative factor, (1−λ). Furthermore, the final

solution of this vector difference equation is independent of λ.

Remark: Theorem 2 states that the rules given by equations (2) and (3) are governed by a Marko-

vian phenomenon in which the stochastic matrix has the same multiplicative factor and the solution

to the final equation is independent of the parameter used in the algorithm. However, as we see

below and in the empirical results, by selecting the parameter λ, the scheme leads to extremely

good results. The convergence and eigenvalue properties of M follow.

Proof. From equation (8), we can write the conditional expected probability, E [p1(n+ 1)|P ] as

follows:

E [p1(n + 1)|P ] = (1− λ)s1

r
∑

j=1

pj + λp1 . (12)

Similarly, for all other conditional expectations of pi(n + 1), we have:

E [pi(n+ 1)|P ] = (1− λ)si

r
∑

j=1

pj + λpi . (13)

Organizing the terms of (13) in a vectorial manner for all i = 1, . . . , r, it can be seen that

E [P (n+ 1)] = MTE [P (n)], where the stochastic matrix M, is:

M =

















(1− λ)s1 + λ (1− λ)s2 · · · (1− λ)sr

(1− λ)s1 (1− λ)s2 + λ · · · (1− λ)sr
...

...
. . .

...

(1− λ)s1 (1− λ)s2 · · · (1− λ)sr + λ

















.

The limiting solution for E [P (n)] is obtained by solving the vectorial difference equation, and

taking the limit as n is increased to infinity3.

E [P (∞)] = MTE [P (∞)] .

To solve the above, we observe that every element of the matrix (I−M) contains the term

(1−λ). By invoking this property and doing some straightforward algebraic manipulations, it turns

out that:

E [P (∞)] = S,

and the theorem is proved.

3The solution exists since M has one eigenvalue which is unity, and all the other eigenvalues of M are strictly less
than unity. We shall show this fact presently.
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Theorem 3. Let the parameter S of the multinomial distribution be estimated at time ‘n’ by P (n)

obtained by equations (2) and (3). Then, all the non-unity eigenvalues of M are exactly λ, and thus

the rate of convergence of P is fully determined by λ.

Proof. To analyze the rate of convergence of the vector difference equation, we first find the eigen-

values of M, namely ξ1, ξ2, . . . , ξr. Without going into the algebraic details, it can be shown that

M can be expressed as follows:

M = ΦΛΦ−1 , (14)

where:

Φ =













































1

1

1
...

1























∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣























− s2
s1

1

0
...

0























∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣























− s3
s1

0

1
...

0























∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

· · ·

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣























− sr
s1

0

0
...

1













































, (15)

are the eigenvectors of M, and Λ = diag(1, λ, λ, . . . , λ), which contains the eigenvalues of M. Thus,

ξ1 = 1, and ξi = λ for i = 2, . . . , r.

Consequently, the rate of convergence of the matrix determining the vector difference equation is

fully determined by the second largest eigenvalue, which is λ, (since λ is an eigenvalue of multiplicity

r − 1). The result follows.

A small value of λ leads to fast convergence and a large variance. On the contrary, a large value

of λ leads to slow convergence and a small variance. Although the derived results are asymptotic,

and thus, are valid only as n → ∞, realistically, and for all practical purposes, the convergence

takes place after a relatively small value of n. If λ is even as “small” as 0.9, after 50 iterations,

the variation from the asymptotic value will be of the order of 10−50, because λ also determines

the rate of convergence, which again, occurs in a geometric manner. In other words, even if the

environment switches its multinomial probability vector after 50 steps, the SLWE will be able to

track this change. Earlier experimental results reported in [19] as well as our current experimental

results demonstrate this fast convergence.

4 SLWE-based Solution to Adaptation to User’s Interests Drift

In this section, we devise a Learning Preferences Manager which takes advantage of the SLWE

updating scheme presented in Section 3, so as to accurately estimate the user’s interest affinity

in non-stationary environments. First, we will present our adapted model, as it pertains to the
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presentation of the user’s profile. Thereafter, we introduce two profile update methodologies based

on whether the data items attached to an attribute are disjunctive or conjunctive.

4.1 Profile Representation

An essential element of the Learning Preference Manager is the Profile Representation. For instance,

a possible representation model for a user’s interests can be in terms of the topic hierarchies [5, 13].

We adopt the Profile Representation Model advocated by Hossain and his co-authors in [6, 7]. It is

important to remark that in these publications, the latter Profile Representation Model was mainly

devised for representing the user’s preferences in content media. Nevertheless, the model can be

easily applied to encompass a wider set of interests. It should also be noted that the model reported

in [6, 7] is similar to that of [27] in the sense that it is based on <feature, weight> pairs, except

that in [6, 7], the authors have invoked a normalized score for the data items. We shall first briefly

present the Profile Representation Model reported in [6, 7].

The user’s affinity of interests in a service type, such as movies, or restaurants, is represented by a

set of attributes. For example, for a repository of services of type movie, the set of possible attributes

could be {movie genre, director name, etc.}. An attribute, in turn, possesses a set of data items.

For example, if the movie attribute “genre” has two data items, namely “action” and “comedy”, a

vector associated with the attribute (comedy affininity=0.7, action affininity=0.3) reflects that the

user likes comedy movies more than action movies, with a relative weighting of 0.7 to 0.3. The

update of the weights of the data items for a particular attribute is done in an incremental manner.

4.2 Profile Updating method

In the quest to learn the user’s dynamic profile, the Learning Preferences Manager is guided by so-

called Relevance Feedback (RF) [15]. In this paper, we rely on the Service Usage History (analogous

to the history maintained by the authors of [6, 7]) as the main source of the RF. In fact, a common

approach towards constructing a user’s profile is through non-intrusively monitoring the history of

the usage of his services. A Service Usage History (also known as the Interaction History), contains

the history of the services used by the user over time. For example, when the user has used a

certain service at a certain time instant, the Learning Preferences Manager refines and revises the

user’s profile based on the current instance of the usage history, which, in turn, is automatically

and unobtrusively observed in the background. To obtain an index to measure this, the sum of the

scores of a data item for a given attribute is made to be equal to unity. To now quantify this, we

have opted to use the SLWE [19] explained in the previous section, so as to update the score of the

data item based on the usage history. Whenever a user selects a service, the metadata describing

the service is used to update the score of data item. Thus, for example, if a user currently views a

10



“action” movie, the scheme would increase the weight associated with the data item “action”.

Apart from the updating mechanism, our strategy can also be seen to be philosophically related

to the approach presented in [6, 7] in which the authors utilized the history to update the affinity

of the user’s interests. We believe that this will facilitate the ease of the retrieval of personalized

information, and help alleviate the user’s cognitive load, i.e., that which is needed to locate relevant

information.

At this juncture, we distinguish two classes of data items that, in turn, require two different

forms of update mechanisms. In fact, the data items related to a given attribute could be either

semantically disjunctive or semantically conjunctive. We illustrate what we mean by the latter

concepts by alluding to two simple examples.

4.2.1 Profile Update for Disjunctive Data Items

Data items of a particular attribute are said to be disjunctive if every service usage history can only

be instantiated with the exclusive realization of one of the data items at a time. To illustrate the

idea in simpler terms, consider the example of learning a user’s preferences when it concerns a type

of services such as restaurants. In this case, we can consider the attribute genre of the restaurant,

with the data items being, for example, Chinese, Italian, Indian, French etc.

The latter data items correspond to a possible semantic taxonomy of restaurants according to

their genre. Whenever a user interacts with a service of type restaurant, a Service Usage History

instance is submitted to the Learning Preference Manger where the restaurant is described by a

single exclusive attribute, such as Italian. Consequently, the weight of the latter data item can be

incremented while the weight of the remaining data items of the same attribute can be decremented.

Therefore, a multinomial SLWE is a viable option for estimating the evolving weights of the data

items. Proceeding to make inferences from these weak estimators becomes then a suitable choice

for managing the time-varying preferences.

It is crucial for the reader to observe that the SU approach presented in [6, 7] deals only with

this specific case, i.e., of disjunctive data items.

4.2.2 Profile Update for Conjunctive Data Items

Data items of a particular attribute are said to be conjunctive whenever every service usage history

can be instantiated with one or more data items at a time. To illustrate this, consider the example

of the service usage history corresponding to the services for movies. The attribute movie genre

is associated with the data item set Sgenre = {action, romantic, comedy, horror}. The latter data

items are conjunctive (not disjunctive) in the sense that a movie’s genre can be described with more

than a single data item at a time. For instance, a movie genre could be “romantic” and “action
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packed” at the same time. Suppose that the user watches a movie that belongs to the genres action

and romance at a given time instant ‘n’. In this case, the weights of both the data items action and

romance can be increased at time ‘n+ 1’.

In this case, a multinomial SLWE will not be able to update the different weights of the data

items because it is not designed to increase the weights of more than a component at a time. Thus,

a different methodology for updating the weights of the data items is needed, where more than a

single data item’s weight can be incremented at a time. To solve the problem, we propose to attach

a binomial SLWE to each data item instead of having a multinonmial probability vector for each

attribute, as in the case of disjunctive data items. In other words, a binomial probability vector

will be attached to each of data items in Sgenre.

For the sake of clarity, we consider the above-mentioned example and describe the update at

the subsequent instant ‘n+ 1’ of each binomial probability vector as:

paction(n+ 1)← 1− λ(1− paction(n)) (16)

promantic(n+ 1)← 1− λ(1− promantic(n)) (17)

pcomedy(n+ 1)← λpcomedy(n) (18)

phorror(n+ 1)← λphorror(n) (19)

Once these binomial-based computations have been achieved, we then resort to an additional

computation in order to normalize the weights of each data items. The normalization is, quite

simply, given by: For k ∈ Sgenre = {action, romantic, comedy, horror}

Wk(n+ 1) =
pk(n+ 1)

∑

j∈S pj(n+ 1)
(20)

ConsequentlyWk tracks, with a SLWE-philosophy, the ratio of the number of times the particular

data items (k ∈ Sgenre = {action, romantic, comedy, horror}) of the particular attribute (movie’s

genre) appears in the service usage within a given number of usage records, to the total number of

occurrences of the data items of Sgenre.

In order to model this in a “tangible” (or realistic) way, we suppose that the occurrence of

each data item in the usage history is controlled by a binomial distribution. We further suppose,

that the occurrence of the data items is independent of each other. Let sk be the binomial pa-

rameter that describes the occurrence of data item k in the usage history, where k ∈ Sgenre =

{action, romantic, comedy, horror}. With these assumptions, based on the results of the previous

subsection, we easily derive the asymptotic weight:

E [Wk(∞)] =
sk

∑

j∈S sj
. (21)
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It is worth noting that whenever the data items corresponding to a given attribute are disjunctive,

it is computationally more efficient (although only marginally) to employ a multinomial SLWE –

instead of a set of binomial SLWEs.

4.2.3 Modelling changes in the Interests

We suppose that at every time instance ‘n’, the Learning Preferences Manager is fed by a service

usage instance. We further assume that the distribution of the user’s interests, relative to a given

attribute, undergoes an abrupt change at a random time instance with an unknown probability p.

In the case of disjunctive data items, we assume that the parameters of the multinomial distribution

change to yield a new distribution. Further, in the case of conjunctive data items, the binomial

distribution attached to every data item switches to a possibly new value.

5 Experimental results

To verify our computational model and our proposed solution, we have performed extensive simu-

lations. However, in the interest of space and brevity, we report here only a subset of these results.

We emphasize though that these results are both representative and typical. The obtained experi-

mental results are conclusive, and demonstrate that our SLWE-based update schemes, when applied

to tracking users’ interests, outperforms the GF approach, the sliding window, and the SU.

In order to model the changes in the interests’ distribution, we assume that at any given time

instant, the distribution of the user’s preferences changes with probability 0.02. This implies that on

average, a change occurs every 50 time instants. The reader should observe that our experimental

results are based on synthetic data due to fact that it is difficult (if not impossible) to obtain real-life

data that describe user’s preferences. Indeed, no existing organization will disclose or share such

data because of the implied privacy and security considerations. However, we believe that the model

which we have used to “artificially” indicate the changes in the user’s interest distributions is strong

enough to mimic real-life settings.

5.1 Disjunctive Data Items

To study the case of disjunctive data items, we assume that we are dealing with estimating the

evolving user’s interests’ weights of data items of this type, namely, those which are associated with

a given attribute. In the interest of completeness, we will present separate experimental results for

the binomial and the multinomial cases.
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Figure No. Error rate: SLWE Error rate: GF Error rate: MLE Error rate: SU

Figure 1 0.0262 0.0864 0.1005 0.2894
Figure 2 0.0347 0.1418 0.1654 0.2713
Figure 3 0.0737 0.1364 0.1514 0.2813
Figure 4 0.0330 0.0779 0.0901 0.1561

Table 1: The effects of varying the window size and the updating parameter on the error of p1 for
the various schemes investigated for disjunctive data items.

5.1.1 Binomial Distribution

In this scenario, we assume that we are dealing with an attribute which possesses two data items.

The problem of estimating the user’s interests in this particular case now reduces to that of estimat-

ing the parameters of the corresponding binomial random variables. As mentioned above, numerous

experiments were performed, although in the interest of brevity, we report here only the results from

four of these. Moreover, in order to render the comparison meaningful, we have simultaneously fol-

lowed the GF and SU computation, and in each case we have utilized identical data streams as in

the case of the SLWE. Further, in each case, the estimation algorithms were presented with ran-

dom occurrences of the variables for n = 400 time instances. In the case of the SLWE, the true

underlying value of s1 was randomly assigned for the first step, and modified at random instants

(determined with a switching probability of 0.02) using values drawn from a random variable which

was uniformly distributed in [0, 1].

In order to demonstrate the superiority of the SLWE over the GF that uses a sliding window,

and the SU, we report the respective averages on an ensemble of experiments. The same experiment

was repeated 1, 000 times with distinct random sequences, and the ensemble average at every time

step was recorded. Clearly, by doing this, the variations of the estimates would be much smoother.

In order to perform a fair evaluation, we adopted the same comparison approach as in [19], where

the value of λ for the SLWE and the size of the window were randomly generated from uniform

distributions in [0.55, 0.95] and [20, 80] respectively. The value of the “gradual forgetting” factor, k,

for the GF was chosen to be 0.4 as suggested in [10].

The plots of the estimated probability p1 for the SLWE, the GF and SU for four cases are shown

in Figures 1, 2, 3 and 4, where the values of λ are 0.763, 0.811, 0.811 and 0.563, and the sizes of

the windows are 29, 46, 57 and 68 respectively.

Observe that both the GF and SU follow s1 quite exactly prior to the first distribution change,

but they are thereafter severely handicapped in tracking the variations. The weakness of the GF is

accentuated in the cases in which the size of the window is larger, e.g. 68. In contrast, the SLWE

adjusts to the changes much more rapidly, as expected, in a geometric manner. In Table 1, we

report the error rate associated with the four experiments – i.e., those plotted in Figures 1, 2, 3

and 4. We also include the error rate for the MLE with the same sliding window sizes as used for
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the GF experiments. Clearly, we observe that the SLWE yields a lower error rate than the other

three approaches, namely the GF, the SU and the MLE which uses a sliding window. An additional

remark confirming the results of [10] is the following: The GF augmented with a sliding window

exhibits a lower error rate than the MLE with a sliding window. Thus, this confirms that the GF

presents an enhancement to the basic sliding window approach.
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Figure 1: Plots of the expected values of p1(n), at time ‘n’ for disjunctive data items, which were
estimated by using the SLWE, the GF and the SU, in which the corresponding parameters λ = 0.736
and the window size is 29.
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Figure 2: Plots of the expected values of p1(n), at time ‘n’ for disjunctive data items, which were
estimated by using the SLWE, the GF and the SU, in which the corresponding parameters λ = 0.811
and the window size is 46.
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Figure 3: Plots of the expected values of p1(n), at time ‘n’ for disjunctive data items, which were
estimated by using the SLWE, the GF and the SU, in which the corresponding parameters λ = 0.912
and the window size is 57.
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Figure 4: Plots of the expected values of p1(n), at time ‘n’ for disjunctive data items, which were
estimated by using the SLWE, the GF and the SU, in which the corresponding parameters λ = 0.563
and the window size is 68.

5.1.2 Multinomial Distribution

We have also performed simulations for the case of disjunctive data items, where the user’s interests

follow a multinomial distribution, and where the parameters were estimated by following the SLWE,

the GF and the SU. We considered a multinomial random variable, X, which can take any of four

different values, namely ‘1’, ‘2’, ‘3’ or ‘4’, whose characterizing parameters changed (randomly) at

random time instants. As in the binomial case, we ran the estimators for 400 steps, repeated this

1, 000 times, and then computed the corresponding ensemble averages. For each experiment, we

computed ||P − S||, the Euclidean distance between P and S, which we reckoned as a measure of

how good our estimate, P , was of S. The plots of the latter distance obtained from the SLWE,

the GF and the SU are depicted in Figures 5, 6, 7 and 8, where the values of λ were 0.908, 0.903,

0.952 and 0.948, and the sizes of the windows were 35, 44, 63 and 76 respectively. The values for λ

and the window size were obtained randomly from a uniform distribution in [0.9, 0.99] and [20, 80]

respectively.
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Figure No. Error rate: SLWE Error rate: GF Error rate: SW Error rate: SU

Figure 5 0.0612 0.0724 0.0836 0.4606
Figure 6 0.0665 0.1006 0.1152 0.4037
Figure 7 0.1601 0.1893 0.2074 0.4175
Figure 8 0.0507 0.0567 0.0672 0.4165

Table 2: The effects of varying the window size and the updating parameter on the error rates for
the various schemes investigated for disjunctive data items.

From these figures, we observe that the GF, the SU and the SLWE converge to zero relatively

quickly prior to the first instant when the distribution changes. However, this behavior is not present

for subsequent (successive) distribution “switches”. Rather, we notice that the GF is capable of

tracking the changes of the parameters when the size of the window is small, or at least smaller

than the intervals of constant probabilities. It is, however, not able to track the changes properly

when the window size is relatively large. Since neither the magnitude nor the instants of the changes

is known a priori, this scenario demonstrates the weakness of the GF, and its dependence on the

knowledge of the input parameters. Again, such observations are typical.

In Table 2, we report the error rates associated with the experiments plotted in Figures 5, 6, 7

and 8. We also include the error rates for the MLE augmented with a sliding window in Table 2.

Clearly, one observes that the SLWE exhibits a lower error rate than the GF, the SU and the MLE.
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Figure 5: Plot of the Euclidean norm ||P − S|| (the Euclidean distance between P and S) for
disjunctive data items, for the SLWE, the GF and the SU, where λ = 0.908 and w = 35.
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Figure 6: Plot of the Euclidean norm ||P − S|| (the Euclidean distance between P and S) for
disjunctive data items, for the SLWE, the GF and the SU, where λ = 0.903 and w = 44.
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Figure 7: Plot of the Euclidean norm ||P − S|| (the Euclidean distance between P and S) for
disjunctive data items, for the SLWE, the GF and the SU, where λ = 0.952 and w = 63.
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Figure 8: Plot of the Euclidean norm ||P − S|| (the Euclidean distance between P and S) for
disjunctive data items, for the SLWE, the GF and the SU, where λ = 0.948 and w = 76.

5.2 Conjunctive data items

In this subsection, we present simulations results related to conjunctive data items. We assume

that for each data item, the probability of appearing in a given record history is binomial. In the

experiments, we considered 4 data items and assumed that at random time instants, the binomial
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Figure Error rate: SLWE Error rate: GF Error rate: MLE Error rate: SU

Figure 9 0.0181 0.1030 0.1151 0.1556
Figure 10 0.0071 0.0533 0.0614 0.1609
Figure 11 0.0371 0.1412 0.1524 0.1864
Figure 12 0.0259 0.1158 0.1281 0.1633

Table 3: The effects of varying the window size and the updating parameter on the error rates for
the various schemes investigated for conjunctive data items.

distribution of each of the 4 data items changed, and that, randomly. We are interested in estimating

the weights of the data items that reflect the respective ratios of their appearances in the usage

history. As alluded to previously, Wi tracks the ratio of appearance of data item i in the usage

history4.

As in the previous experiments, we computed ||P − S||, the Euclidean distance between P and

S, which was used as a measure of how good our estimate, P , was of S. The plots of the latter

distance obtained from the SLWE, the GF and the SU are depicted in Figures 9, 10, 11 and 12

where the values of λ were 0.579, 0.627, 0.771 and 0.809 respectively, and the sizes of the windows

were 33, 39, 55 and 70 respectively. Here the value of λ for the SLWE and the size of the window

were randomly generated from uniform distributions in [0.55, 0.95] and [20, 80] respectively.

In Table 3, we report the error rate associated with the experiments whose results were plotted

in Figures 9, 10, 11 and 12. We have also included the error rates for the MLE augmented with the

sliding window in Table 3. In all brevity we can state that the results are conclusive: The SLWE

exhibits a lower error rate than the GF, the SU and the MLE in all the different settings.
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Figure 9: Plot of the Euclidean norm ||P − S|| (the Euclidean distance between P and S) for
conjunctive data items, for the SLWE, the GF and the SU, where λ = 0.579 and w = 33.

4Since we estimate the quantity W in terms of P , we plot the variation of P (n) instead of the variation of W (n)
in each of the graphs below.
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Figure 10: Plot of the Euclidean norm ||P − S|| (the Euclidean distance between P and S) for
conjunctive data items, for the SLWE, the GF and the SU, where λ = 0.627 and w = 39.

0

0,1

0,2

0,3

0,4

0,5

0,6

0 50 100 150 200 250 300 350 400

t

||
P
-S
||

Score Update Approach

Gradual Forgetting

SLWE

Figure 11: Plot of the Euclidean norm ||P − S|| (the Euclidean distance between P and S) for
conjunctive data items, for the SLWE, the GF and the SU, where λ = 0.771 and w = 55 respectively.
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Figure 12: Plot of the Euclidean norm ||P − S|| (the Euclidean distance between P and S) for
conjunctive data items, for the SLWE, the GF and the SU, where λ = 0.809 and w = 70.

6 Conclusions

In this paper we have studied the complex problem of having a social network adapt with the

preferences of its users. The premise for this study is that the diversity of a social network cannot be
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accurately modeled by a static set of preferences. Thus, the problem of “estimating” the preferences

of its users is becoming increasingly essential for personalized applications which range from service

recommender systems to the targeted advertising of services. This being the case, one observes

that a traditional estimation strategy, (for estimating the user’s interests) which works when the

underlying target distribution is stationary, is unsuitable for dynamic non-stationary environments.

We have therefore argued that resorting to strong estimators that converge with probability 1

is inefficient since they rely on the assumption that the distribution of the user’s preferences is

stationary. Consequently, we have proposed the use of a family of stochastic-learning based weak

estimators for learning and tracking the user’s time varying interests. To solve the problem, we

have approached the problem by modeling the user’s interests using the concept of data items.

Thereafter, we have devised two cohesive models for updating the score of the data items in the

user’s profile depending on whether the data items associated with a given attributed are disjunctive

or conjunctive. Simulations results based on synthetic data demonstrates the superiority of our

proposed weak estimator-based update methods when compared to the state-of-the-art methods

involving “Gradual Forgetting”, the Ambient Media Score Update method (SU), and the Maximum

Likelihood Estimation (MLE) scheme augmented with a sliding window.

The problem of utilizing of the learned profiles in order to perform efficient matchmaking between

available services and the user’s profile is a potential avenue for future research, for which we do,

indeed, have some very promising initial results.
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Abstract: Although random walks (RWs) with single-step transitions have been extensively
studied for almost a century as seen in Feller (1968), problems involving the analysis of
RWs that contain interleaving random steps and random “jumps” are intrinsically hard. In
this article, we consider the analysis of one such fascinating RW, where every step is paired
with its counterpart random jump. In addition to this RW being conceptually interesting, it
has applications in testing of entities (components or personnel), where the entity is never
allowed to make more than a prespecified number of consecutive failures. The article contains
the analysis of the chain, some fascinating limiting properties, and simulations that justify
the analytic steady-state results. Some simulation results for the chain’s transient behavior
are also included. Finally, a comparative testing against a hidden Markov model shows that
within the testing framework, the results of our model are competitive, if not superior. As
far as we know, the entire field of RWs with interleaving steps and jumps is novel, and we
believe that this is a pioneering article in this field.

Keywords: Ergodic random processes; Random processes; Random walks with jumps.

Subject Classifications: 60J10; 60J20; 68M15.

1. INTRODUCTION

The theory of random walks (RWs) and their applications have gained increasing
research interest since the start of the last century. From the recorded literature,
one perceives that the pioneering treatment of a one-dimensional RW was due to
Karl Pearson in 1905. In this context, we note that a RW is usually defined as a
trajectory involving a series of successive random steps, which are, quite naturally,
modeled using Markov chains (MCs). MCs are probabilistic structures that possess
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458 Yazidi et al.

the so-called Markov property—which, informally speaking, implies that the next
“state” of the walk depends on the current state and not on the entire past states (or
history). The latter property is also referred to as the lack of memory property, which
imparts to the structure practical consequential implications because it permits the
modeler to predict how the chain will behave in the immediate and distant future
and to thus quantify its behavior.

RWs have been utilized in a myriad of applications stemming from areas as
diverse as biology, computer science, economics, and physics. For instance, concrete
examples of these applications in biology are the epidemic models described in
Berg (1993), the Wright-Fisher model (Wade and Goodnight, 1998), and the Moran
model in Nowak (1996), among others. RWs arise in the modeling and analysis
of queuing systems as seen in Gross and Harris (1998), ruin problems as seen
in Takacs (1969), risk theory as shown in Paulsen (1983), and sequential analysis
and learning theory as demonstrated in Bower (1994). In addition to the above-
mentioned classical application of RWs, recent applications include mobility models
in mobile networks given in Camp et al. (2002), collaborative recommendation
explained in Fouss et al. (2007), web search algorithms highlighted in Altman
and Tennenholtz (2005), and reliability theory for both software and hardware
components as seen in Bishop and Pullen (1991, please see pp. 83–111).

RWs can be broadly classified in terms of their Markovian representations.
Generally speaking, RWs are either ergodic or possess absorbing barriers. In the
simplest case, the induced MC is ergodic, implying that, sooner or later, each state
will be visited (with probability 1), independent of the initial state. In such MCs,
the limiting distribution of being in any state is independent of the corresponding
initial distribution. This feature is desirable when the directives dictating the steps
of the chain are a consequence of interacting with a nonstationary environment,
allowing the walker to not get trapped into choosing any single state. Thus, before
one starts the analysis of an MC, it is imperative that one understands the nature
of the chain; that is, whether it is ergodic, which will determine whether or not it
possesses a stationary distribution.

A RW can also possess absorbing barriers. In this case, the associated MC has a
set of transient states that it will sooner or later never visit again and, thus, it cannot
be ergodic. When the walker reaches an absorbing barrier, it is “trapped” and is
destined to remaind there forever. RWs with two absorbing barriers have also been
applied to analyze problems akin to the two-choice bandit problems in Oommen
(1986) and the gambler’s ruin problem in Takacs (1969), and their generalizations
to chains with multiple absorbing barriers have their analogous extensions.

Although RWs are traditionally considered to be unidimensional (i.e., on the
line), multidimensional RWs operate on the plane or in a higher dimensional space.

The most popularly studied RWs are those with single-step transitions. The
properties of such RWs have been extensively investigated in the literature. A
classical example of a RW of this type is the ruin problem in Takacs (1969). In this
case, a gambler starts with a fortune of size s. The gambler decides to play either
until he is ruined (i.e., his fortune decreases to 0) or until he has reached a fortune
of M . At each step, the gambler has a probability (chance), p, of incrementing
his fortune by a unit and a chance q = 1− p of losing a unit. The actual capital
possessed by the gambler is represented by a RW on the line of integers from 0 to
M , with the states 0 and M serving as the respective absorbing barriers. Of course,
the game changes drastically to be ergodic if a player is freely given a unit of wealth
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Random Interleaving Walk–Jump Process 459

if he is bankrupt (his fortune is 0) or forfeits a unit if he attains the maximum wealth
of M , in which case the respective boundaries are said to be reflecting.

It is pertinent to mention that the available results pertaining to RWs in which
the chain can move from any state N to non-neighboring states N + k or N − k are
scant. Indeed, the analysis of the corresponding MCs is almost impossible in the
most general case, except when certain conditions like time reversibility can be invoked.
Finally, such chains fall completely outside the scope of the so-called family of
‘birth-and-death’ processes, because even in these cases, the number of individuals
does not drastically fall or increase in a single time unit (except in the case when
one models catastrophes—but even here, MCs of this type are unreported).

Although RWs with single-step transitions, such as the ruin problem, have been
extensively studied for almost a century, as one can observe from Feller (1968),
problems involving the analysis of RWs containing interleaving random steps and
random jumps are intrinsically hard. In this article, we consider the analysis of one
such fascinating RW, where every step is paired with its counterpart random jump.
In addition to this RW being conceptually interesting, it has applications in the
testing of entities (components or personnel), where the entity is never allowed to
make more than a prespecified number of consecutive failures.

To motivate the problem, consider the scenario when we are given the task
of testing an error-prone component. At every time step, the component is subject
to failure, where the event of failure occurs with a certain probability, q. The
corresponding probability of the component not failing is p, where p = 1− q.
The latter quantity can also be perceived to be the probability of the component
recovering from a failure; that is, if it indeed had failed at the previous time instant.
Further, like all real-life entities, the component can operate under two modes,
either in the well-functioning mode, or in the malfunctioning mode. At a given time
step, we aim to determine whether the component is behaving well, that is, in the
well-functioning mode, or whether it is in the malfunctioning mode, which are the
two states of nature. It is not unreasonable to assume that both of these hypotheses
are mutually exclusive, implying that only one of these describes the state of the
component at a given time step, thus excluding the alternative. Let us now consider
a possible strategy for determining the appropriate hypothesis for the state of
nature.

Suppose that the current maintained hypothesis conjectures that the component
is in a malfunctioning mode. This hypothesis is undermined and systematically
replaced by the hypothesis that the component is in its well-functioning mode if it
succeeds to realize a certain number N1 of successive recoveries (or successes). In the
same vein, suppose that the current hypothesis conjectures that the component is
in its well-functioning mode. This hypothesis, on the other hand, is invalidated and
systematically replaced by the hypothesis that the component is in its malfunctioning
mode if the component makes a certain number N2 + 1 of successive failures. We
shall show that such a hypothesis testing paradigm is most appropriately modeled
by an RW in which the random steps and jumps are interleaving. To the best of
our knowledge, such a modeling paradigm is novel. Further, the analysis of such a
chain is unreported in the literature.

An analogous way to illustrate the application of the problem is by considering
the scenario when the knowledge of personnel in an organization is tested, for
example, via a questionnaire. In order to test the knowledge of the person
concerned, she or he is continuously confronted with questions at discretized
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460 Yazidi et al.

time steps. The person can either answer the current question correctly, with a
probability p, or erroneously, with a probability q = 1− p. At any given time step,
we conjecture the hypothesis that the person concerned is in a learning phase, or,
alternatively, that she or he has crossed the learning hurdle and is in a knowledgeable
phase. Suppose that the current hypothesis conjectures that the person is in the
learning phase. The latter hypothesis is invalidated and replaced by the hypothesis
that she or he is in a knowledgeable phase if she or he realizes a certain number, say
N1, of successive correct answers in the questionnaire. In the same vein, suppose that
the current hypothesis conjectures that the person is in the knowledgeable phase. This
hypothesis is, in turn, undermined and systematically replaced by the hypothesis
conjecturing that she or he is in the learning phase if she or he makes a certain
number, say N2 + 1, of successive wrong answers. At this juncture, we point out
that the generalization for a researcher to use the same strategy to know when an
artificial intelligence (AI) scheme should switch from ‘exploration’ to ‘exploitation’
is an extremely interesting avenue for future research. The applicability of the results
produced here for this application domain should thus be evident to the reader.

Having stated the above applications, we feel that it is appropriate to mention
the following, to prevent the reader from possible misunderstandings about the
‘intent’ and ‘mission’ of the article. With regard to the content and overall ‘mission’,
a reader may work with the premise that we have proposed a new strategy for
solving problems such as the ones discussed above—which are easily and aptly
modeled as ‘change-point detection’ problems. However, we emphasize that this
premise is not entirely accurate. Rather, we have intended to propose a solution to
a family of MCs, and one of the applications of this solution is a new strategy for
‘change-point detection’.

Also, one may believe that the techniques for solving such MCs are ‘well
understood’ and ‘easy to solve’. Indeed, though an arbitrary solution for any
MC is standard and well defined (i.e., the eigenvector of MT for the eigenvalue
unity), the actual solution for obtaining this eigenvector for specific, arbitrary chains
is not known except when there is a difference equation between the stationary
probabilities of the state indices. Furthermore, the solution is also known when the
chain possesses some specific phenomena, like the property of ‘time reversibility’.
Otherwise, we emphasize that the closed-form analytic solution of such random
interleaving walk/jump processes is not known. Thus, this is one of the fundamental
contributions of the article, and the applications within the testing-related and
change-point detection-related domains should be considered secondary.

By way of nomenclature, throughout this article, we shall refer to p as the
‘reward probability’ and to q as the ‘penalty probability’, where p+ q = 1.

2. PROBLEM FORMULATION

2.1. Specification of the State Space and Transitions

We consider the following RW with jumps (RWJ) as depicted in Figure 1. Let X�t�
denote the index of the state of the walker at a discrete time instant t. The details
of the RW can be catalogued as follows:

1. First of all, observe that the state space of the RW contains N1 + N2 + 1 states.
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Random Interleaving Walk–Jump Process 461

Figure 1. State transitions of the random walk with jumps. (Figure is provided in color
online.)

2. The states whose indices are in the set �1� � � � � N1� are paired with their
counterpart random jump to state 1.

3. The states whose indices fall in the range between the integers �N1 + 1� � � � �
N1 +N2� are paired with their counterpart random jump to state N1 + 1.

4. Finally, the state whose index is N1 + N2 + 1 is linked to both states 1 and N1 + 1.
5. Essentially, whenever the walker is in a state X�t� = i which belongs to the set

�1� � � � � N1�, he has a chance, p, of advancing to the neighboring state i+ 1, and
a chance q = 1− p of performing a random jump to state 1. Similarly, whenever
he is in a state X�t� = i in the set �N1 + 1� � � � � N1 + N2�, the walker has a chance,
q, of advancing to the neighbor state i+ 1 and a chance p of operating a random
jump to state N1. However, whenever the walker is in state N1 + N2 + 1, he has a
probability p of jumping to state N1 + 1 and a probability q of jumping to state 1.

6. These rules describe the RWJ completely.

The reader will observe a marginal asymmetry in the assignment of our states.
Indeed, one could query: Why should we operate with N1 and N2 + 1 states in the
corresponding modes, instead of N1 and N2 respectively? Would it not have been
“cleaner” to drop the extra state in the latter case; that is, to use N2 states instead
of N2 + 1? The reason why we have allowed this asymmetry is because we have
consciously intended to put emphasis on the so-called ‘acceptance state’, which counts
as unity. Our position is that this is also a more philosophically correct position—
because the acceptance state is really one that has already obtained a success.

2.2. Application to Component Testing

As briefly alluded to earlier, from a philosophical point of view, the testing of a
component can be modeled by the RWJ presented in Section 2.1. At each time step,
the entity is either subject to a success or a failure and is either supposed to be in
the well-functioning or malfunctioning mode. From a high-level perspective, a success
“enforces” the hypothesis that the entity is well-functioning while simultaneously
“weakening” the hypothesis that it is malfunctioning. On the other hand, a failure
‘enforces’ the hypothesis that the entity is deteriorating, that is, malfunctioning, while
‘weakening’ the hypothesis that it is well-functioning. It is worth noting that states
whose indices are in the set �1� � � � � N1� serve to memorize the number of consecutive
successes that have occurred so far. In other words, if the walker is in state i
(i ∈ �1� � � � � N1�), this implies that we can deduce that the walker has passed the
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462 Yazidi et al.

test i consecutive times. Similarly, states whose indices are in the set �N1 + 1� � � � �
N1 + N2 + 1� present an indication of the number of consecutive failures that have
occurred. In this case, if the walker is in state N1 + i where 0 < i ≤ N2 + 1, we can
infer that the walker has made i consecutive failures so far.

We present the following mapping of the states of the RW �1� � � � � N1 + N2 + 1�
to the set of hypotheses �well-functioning, malfunctioning� as follows. The mapping
is divided into two parts:

Malfunctioning states: We refer to the states �1� � � � � N1� as being the so-called
malfunctioning states, because whenever the index X�t� of the current state of the
walker is in that set, we conjecture that ‘the hypothesis that the component is in
its malfunctioning mode’ is true. In this phase, the state transitions illustrated in the
figure are such that any deviance from the hypothesis is modeled by a successful
transition to the neighboring state, whereas a failure causes a jump back to state 1.
Conversely, only a pure uninterrupted sequence of N1 successes will allow the walker
to pass into the set of well-functioning states.

Well-functioning states: We refer to the states �N1 + 1� � � � � N1 + N2 + 1� as
the well-functioning states, because when in this set of states, we conjecture the
hypothesis that the component is in its well-functioning mode. More specifically, we
refer to state N1 + 1 as being an “acceptance” state because, informally speaking,
whenever the walker is in that state, the conjectured hypothesis that the component
is well-functioning has been confirmed with highest probability. In particular, within
theses state, the goal is to detect when the entity deteriorates, causing it to degrade
into one of the malfunctioning states. These states can be perceived to be the
‘opposite’ of the malfunctioning states in the sense that an uninterrupted sequence
of failures is required to “throw” the walker back into the malfunctioning mode,
whereas a single success reconfirms the conjectured hypothesis that the component
is functioning well, forcing the walker to return to the well-functioning state space.

We shall now present a detailed analysis of the above RWJ.

3. THEORETICAL RESULTS

The analysis of the above-described RWJ is particularly difficult because the
stationary (equilibrium) probabilities of being in any state is related to the stationary
probabilities of non-neighboring states. In other words, it is not easy to derive a
simple difference equation that relates the stationary probabilities of the neighboring
states. To render the analysis more complex, we observe that the RW does not
possess any time-reversibility properties either.

However, by studying the peculiar properties of the chain, we have succeeded
in solving for the stationary probabilities, which, in our opinion, is far from trivial.
The proof of the result follows.

Theorem 3.1. For the RWJ described by the Markov chain given in Figure 1, P1, the
probability of the walker being in the malfunctioning mode is given by the following
expression:

P1 =
�1− pN1�qN2

�1− pN1�qN2 + pN1−1�1− qN2+1�
� (3.1)
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Random Interleaving Walk–Jump Process 463

Similarly, P2, the probability of being in the well-functioning mode (or exiting from the
malfunctioning mode) is:

P2 =
�1− qN2+1�pN1−1

�1− pN1�qN2 + pN1−1�1− qN2+1�
� (3.2)

Proof. To prove these results, we shall analyze the properties of the underlying MC
that describes the behavior of the walker. By investigating the various transition
considerations, we see that matrix of transition probabilities, M , is given by:

M =




q p 0 � � � 0 0 0 � � � 0
q 0 p � � � 0 0 0 � � � 0
���

���
� � �

� � �
���

���
���

���
���

q 0 � � � 0 p 0 0 � � � 0
0 0 � � � 0 p q 0 � � � 0
0 0 � � � 0 p 0 q � � � 0
���

���
���

���
���

���
� � �

� � �
���

0 0 � � � 0 p 0 � � � 0 q
q 0 � � � 0 p 0 0 � � � 0




The reader should observe the transitions into the nonadjacent states; that is, those
that represent the jumps.

We shall now compute �i, the stationary (or equilibrium) probability of the
chain being in state i. Clearly, M represents a single closed communicating class
whose periodicity is unity. The chain is thus ergodic, and the limiting probability
vector is given by the eigenvector of MT corresponding to the eigenvalue unity. The
vector of steady-state (equilibrium) probabilities � = 	�1� � � � � �N1+N2+1


T can be thus
computed by solving MT� = �.

Consider first the stationary probability of being in state 1, �1. By expanding
the first row we see that this is expressed by the following equation:

�1 = q�1 + q�2 + · · · + q�N1
+ q�N1+N2+1

= q
N1∑
k=1

�k + q�N1+N2+1� (3.3)

For 2 ≤ k ≤ N1, the stationary probability �k is given by a straightforward first-
order difference equation, equation (3.4):

�k = p�k−1� (3.4)

By applying recurrence, equation (3.4) can be rewritten as:

�k = pk−1�1� (3.5)

By expanding the �N + 1�st row, we can see that the probability of being in the
‘acceptance’ state �N1+1 is given by equation (3.6):

�N1+1 = p�N1
+ p�N1+1 + p

N2∑
k=1

�N1+1+k� (3.6)
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464 Yazidi et al.

Again, for N1 + 1 ≤ k ≤ N1 + N2 + 1, the steady-state probabilities are given by:

�k = q�k−1� (3.7)

By applying recurrence, equation (3.7) can be written for 1 ≤ k ≤ N2 + 1 as:

�N1+1+k = qk�N1+1� (3.8)

Using equations (3.5) and (3.8), and replacing them in equation (3.3) we obtain:

�1 = q
N1∑
k=1

pk−1�1 + qN2+1�N1+1� (3.9)

Therefore, we obtain:

�1 = �1− pN1��1 + qN2+1�N1+1� (3.10)

From the above, we can deduce the equation that relates �1 and �N1+1:

�N1+1 =
pN1

qN2+1
�1� (3.11)

Consequently, P1 is given by equation (3.12):

P1 =
N1∑
k=1

�k

=
N1∑
k=1

pk−1�1

= 1− pN1

1− p
�1� (3.12)

Similarly, P2 can be expressed by:

P2 =
N1+N2+1∑
k=N1+1

�k

=
N2∑
k=0

qk�N1+1

= 1− qN2+1

p
�N1+1� (3.13)

Using the values of P1 and P2 and the fact that P1 + P2 = 1, and after carrying
out some simple algebraic manipulations, we obtain:

�1 =
qN2+1

�1− pN1�qN2 + pN1−1�1− qN2+1�
� (3.14)
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Random Interleaving Walk–Jump Process 465

and

�N1+1 =
pN1

�1− pN1�qN2 + pN1−1�1− qN2+1�
� (3.15)

whence:

P1 =
�1− pN1�qN2

�1− pN1�qN2 + pN1−1�1− qN2+1�
� (3.16)

and

P2 =
�1− qN2+1�pN1−1

�1− pN1�qN2 + pN1−1�1− qN2+1�
� (3.17)

which concludes the proof. �

3.1. ‘Balanced Memory’ Strategies

Although the results obtained above are, in one sense, pioneering, the question of
understanding how the memory of the scheme should be assigned is interesting in
its own right. To briefly address this, in this section we consider the particular
case where N1 and N2 + 1 are both equal to the same value, N . In this case, if
p = q = 1/2, one can trivially confirm that P1 = P2 = 1/2, implying that the scheme
is not biased toward either of the two modes, the malfunctioning or the well-
functioning mode. In practice, employing a ‘balanced memory’ strategy seems to be
a reasonable choice because having equal memory depth (or number of states) for
the malfunctioning and well-functioning modes eliminates any bias toward any of the
conjectured hypotheses.

Theorem 3.2. For a ‘balanced memory’ strategy in which N1 = N2 + 1 = N , the
probability, P1, of being in the malfunctioning mode approaches 0 as the memory depth
N tends to infinity whenever p > 0�5. Formally, limN→� P1 = 0.

Proof. Consider the quotient P1
P2
. To prove this result, we first compute its limit as

N tends to infinity for p > 0�5.

P1

P2

= �1− pN�qN−1

�1− qN �pN−1
� (3.18)

Dividing the numerator and denominator by p2N we obtain:

P1

P2

= �1/pN − 1��q/p�N−1

1/pN − �q/p�N
� (3.19)

Since p > 0�5, we have the condition that q/p < 1. Therefore, limN→��q/p�N−1 =
0. On the other hand, limN→�

�1/pN−1�
1/pN−�q/p�N

= 1.
Therefore, limN→�

P1
P2

= 0. Thus, we conclude that limN→� P1 = 0, and the result
is proved. �
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466 Yazidi et al.

The analogous result for the case when p < 0�5 follows.

Theorem 3.3. For a ‘balanced memory’ strategy in which N1 = N2 + 1 = N , the
probability, P1, of being in the malfunctioning mode approaches unity as the memory
depth N tends to infinity whenever p < 0�5. Formally, limN→� P1 = 1.

Proof. The proof is similar to the proof of Theorem 3.2, except that we consider
the quotient P2

P1
. By dividing the numerator and denominator by q2N , we get the

following expression:

P2

P1

= �1/qN − 1��p/q�N−1

1/qN − �p/q�N
� (3.20)

We remark that p/q < 1 for p < 0�5 and, thus, limN→��p/q�N−1 = 0. Moreover,
by arguing in an analogous manner we can see that limN→�

�1/qN−1�
1/qN−�p/q�N

= 1.
Therefore, limN→�

P2
P1

= 0 and, consequently, limN→� P2 = 0. Hence the result. �

3.2. Symmetry Properties

The MC describing the RW with Jumps is described by its state occupation
probabilities and the overall mode probabilities, P1 and P2. It is trivial to obtain
P1 from P2 and vice versa for the symmetric ‘balanced memory’ case – one merely
has to replace p by q and do some simple transformations. However, the RW also
possesses a fascinating property when it concerns the underlying state occupation
probabilities – the ���’s themselves. Indeed, we shall derive one such interesting
property of the scheme in Theorem 3.4, which specifies a rather straightforward (but
non-obvious) method to deduce the equilibrium distribution of a ‘balanced memory’
scheme possessing a reward probability p from the equilibrium distribution of the
counterpart ‘balanced memory’ scheme possessing a reward probability of 1− p.

Theorem 3.4. Let � = 	�1� � � � � �2N 

T be the vector of steady state probabilities of a

balanced scheme characterized by a reward probability p and penalty probability q. Let
�′ = 	�′

1� � � � � �
′
2N 


T be the vector of steady state probabilities of a balanced scheme
possessing a reward probability p′ = 1− p and penalty probability q′ = 1− q. Then �′

can be deduced from � using the following transformation:

�′
k = ���k� for k with 1 ≤ k ≤ 2N�

where � is a circular permutation of the set S = �1� 2� � � � � 2N� defined by

��k� =
{
2N� if k = N

�k+ N��mod 2N�� Otherwise

Proof. We shall first prove the theorem for states �′
1 and �′

N+1. Using
equations (3.14) and (3.15) and replacing �N1� N2 + 1� by �N�N�, we deduce that:
�′
1 = �N+1 = ���1� and �′

N+1 = �1 = ���N+1�.
Now, consider the hypothesis for k such that 1 < k ≤ N . By a simple

substitution we see that for all k (1 < k < N ), ��k� = �k+ N��mod2N� = k+ N , and
for k = N , ��N� = 2N .
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Random Interleaving Walk–Jump Process 467

We use equation (3.5) to write

�′
k = p′k−1�′

1

= qk−1�N+1� (3.21)

However, as per equation (3.8), for k such that 2 ≤ k ≤ N :

qk−1�N+1 = �N+k�

Therefore, for k such that 2 ≤ k ≤ N :

�′
k = �N+k = ���k�

Now, we treat the case where k is bounded as per N < k ≤ 2N separately.
For this case, first of all, we remark that � can be expressed differently. Indeed,
if k satisfies N < k ≤ 2N , it can be seen that ��k� = �k+ N��mod2N� = k− N .
Considering this, we now apply equation (3.8) to yield:

�′
N+k = q′k−1�′

N+1

= pk−1�1

= �k� (3.22)

The result is proven by a straightforward change of variables, since we can
easily deduce that for N < k ≤ 2N : �′

k = �k−N = ���k�. �

4. EXPERIMENTAL RESULTS

Apart from the above theoretical results, we have also rigorously tested the RWJ
which we have studied in various experimental settings. The simulations have been
grouped into three sets. The first of these, experimentally verifies the accuracy
of the theoretical expressions of the steady-state probabilities derived above. The
second demonstrates the transient properties of the chain. Finally, some simulations
have been included to compare our scheme with a hidden Markov model (HMM)
scheme.

The question of why one should experimentally verify the accuracy of correctly-
derived theoretical expressions is truly pertinent. The point is that although the final
steady-state probabilities are independent of the starting state, in reality, the time it
takes to converge to these is dependent on where one starts, and on the size of the
machine (MC). Thus, in computer simulations (for example, in the case of Learning
Automata), it does occur that the machine converges to the final steady-state accuracy
only after 200�000 iterations. If one terminates the simulations prematurely, one
observes a difference between the anticipated steady-state value and the one that is
observed. We emphasize, though, that our simulations show that for the MC that we
investigate here, such a difference is unobservable.We believe that any thorough study
of a MC should also include such an experimental verification, which is why this has
been undertaken.
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468 Yazidi et al.

In this section, we present some experimental results for cases where the RWJ
has been simulated. The goal of the exercise was to understand the sensitivity of the
MC to changes in the memory size, the properties of P1 as a function of the reward
probability, the limiting (asymptotic) behavior of the walk, and the characteristics
of the RW in nonstationary environments. Although the chain has been simulated
for a variety of settings, in the interest of brevity, we present here only a few typical
sets of results – essentially, to catalogue the overall conclusions of the investigation.

4.1. Sensitivity of the RWJ to Changes in the Memory
Size: Theoretical and Simulation Results

The first study that we undertook has twofold purposes, namely:

– to understand the characteristics of the chain for changes in the memory size.
– to investigate how exact the simulation values match the closed form expression.

The results obtained have been in recorded in Table 1, which summarizes the
performance of the MC, for a wide range of reward probabilities, p, numbers
of malfunctioning states, N1, and well-functioning states, N2 + 1. The resulting
performance is then reported in Table 1 in terms of the asymptotic mode occupation
probability P1, where P1 is obtained using closed form expression of Theorem 3.1 as
well as simulations. In the simulation settings, we report the average value of P1 as
obtained from an ensemble of 10 experiments, each consisting of 10�000 iterations.
From Table 1, we observe a close match between the theoretical results and the
simulation, which also explains the rapid convergence to the optimal values of P1.

From the experimental results and the closed form expression results we can
conclude the following:

1. In spite of the fact that we have used a fairly low number of iterations, and that
we averaged over a small ensemble size, the simulation results and the theoretical
results are almost identical. As mentioned above, this is also due to the fast
convergence of our RWJ for small memory settings.

Table 1. The values of P1 using the closed form expression and the corresponding
experimental results for different values of the memory size and the reward probability

p = 0�9 p = 0�8 p = 0�5 p = 0�2 p = 0�1

�N1� N2� Form. Simulation Form. Simulation Form. Simulation Form. Simulation Form. Simulation

�1� 5� 9.9E-7 9.7E-7 6.39E-5 6.2E-5 0.015 0.016 0.262 0.259 0.531 0.535
�2� 5� 2.11E-6 2.13E-6 1.44E-4 1.3E-4 0.045 0.045 0.680 0.682 0.925 0.92
�3� 5� 3.34E-6 3.56E-6 2.44E-4 2.4E-4 0.1 0.11 0.916 0.912 0.992 0.993
�4� 5� 4.71E-6 4.58E-6 3.68E-4 3.8E-4 0.192 0.19 0.982 0.98 0.999 0.999
�5� 5� 6.24E-6 6.14E-6 5.25E-4 5E-4 0.329 0.33 0.996 0.992 0.999 0.999
�5� 4� 6.24E-5 6.54E-5 2.62E-3 2.1E-3 0.5 0.51 0.997 0.994 0.999 0.999
�5� 3� 6.23E-4 6.41E-4 0.012 0.01 0.674 0.673 0.998 0.999 0.999 0.999
�5� 2� 6.2E-3 6.2E-3 0.062 0.064 0.815 0.815 0.998 0.998 0.999 0.999
�5� 1� 0.059 0.057 0.254 0.261 0.911 0.912 0.99 0.991 0.999 0.999
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Random Interleaving Walk–Jump Process 469

2. For any given values of N1 and N2, the value of P1 generally decreases
monotonically with p. Thus, when N1 and N2 are 3 and 5 respectively, the value of
P1 increases from its lowest value of 3�34× 10−6 for p = 0�9, to 0�992 for p = 0�1.
This is as expected.

3. For any given value of p, if the value of N2 is fixed, the value of P1 generally
increases monotonically with N1. Thus, when p is 0.1 and N2 = 5, the value of P1

increases from its lowest value of 0�531 for N1 = 1 to 0�999 for N1 = 5. This, too,
is as expected.

4. Finally, in order to observe the effect of the size of the memory, we consider the
column in Table 1 for a reward probability p = 0�5. Note that the configuration
�N1� N2� = �5� 4� corresponds to a balanced memory scheme. If N2 + 1 > N1,
the walk is concentrated in the well-functioning states, which has the effect of
minimizing P1. On the other hand, if N1 > N2 + 1, the walk is concentrated in the
malfunctioning states, which, in turn, has the effect of maximizing P1. One can
thus easily deduce the effect of the memory on the bias of the MC.

4.2. P1 as a Function of p, the Reward Probability

In the second set of experiments, we analyzed the value of P1 as a function of the
reward probability, p, for different memory configurations of a balanced memory
setup. We report here the cases when N was equal to 3, 5, and 10. By observing the
plot of P1 (see Figure 2), we see that this is a monotonically decreasing function of
p, which possesses an inflection point at p = 1/2, which confirms the conclusions of
Theorems 3.1 and 3.2. Further, from Figure 2 we see that for values of p such that
p > 0�5, P1 decreases significantly and tends toward 0 as we increase N from 3 to
10. Conversely, for values of p such that p < 0�5, we observe that P1 increases and
tends toward unity as we increase N from 3 to 10. This, too, confirms our earlier
theoretical results.

Figure 2. Plot of P1 as a function of p, the reward probability. (Figure is provided in color
online.)
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470 Yazidi et al.

4.3. Limiting Behavior of the RWJ

In our studies, we were also interested in understanding the limiting behavior of the
RWJ. To investigate this, we simulated various balanced memory schemes. Indeed,
we see that the series �i monotonically decreases with the state index for p < 0�5.
In other words, �1 > �2 > � � � �2N . Figure 3 depicts the steady-state (equilibrium)
distribution associated with two balanced memory chains, each possessing six states
(N = 3). In the first case (Figure 3(a)), the reward probability was p = 0�3, and in
the second (Figure 3(b)), the reward probability was p′ = 1− p = 0�7. The steady
probability of each state was estimated by averaging over 1�000 experiments, each
consisting of 100�000 iterations. The reader will appreciate the confirmation of
Theorem 3.4 as illustrated by Figure 3. In fact, the steady distribution for p = 0�3
can be easily deduced from the steady distribution of p′ = 1− p = 0�7.

Figure 3. (a) The stationary distribution for a reward probability p = 0�7 and (b) the
corresponding stationary distribution for a reward probability p = 0�3. (Figure is provided
in color online.)
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Random Interleaving Walk–Jump Process 471

Figure 4. Ability of the scheme to track the target distribution with N = 3. (Figure is
provided in color online.)

4.4. Investigation of the MCJ for Nonstationary Environments

In this experiment, we were interested in understanding the characteristics of the
chain when interacting with a nonstationary environment (i.e., when p changed
with time). To do this, we modeled a nonstationary environment by altering the
reward probability, p, governing the state transitions at every 100th time slot. Then,
as before, P1 was estimated by averaging over 1�000 experiments, each consisting
of 100�000 iterations. In particular, the reward probabilities that we used in the
experiments were drawn sequentially every 100 time instants from the reward vector
R = 	0�2� 0�8� 0�5� 0�1� 0�7� 0�4� 0�9� 0�1
. To be more specific, between time instants
0 and 100 the reward probability was equal to 0�2, between instants 100 and 200
the reward probability was equal to 0�8, and so on. In Figure 4, we have plotted
the average value of P1 over the set of experiments using a continuous line and the
target distribution of P1 using a discontinuous (dashed) line, when N = 3, where the
specific target distribution of P1 was explicitly calculated using equation (3.16), in
which we substituted p with the respective element of the reward vector, R, currently
used. For example, between instants 0 and 100, because the reward probability was
p = 0�2, the target distribution of P1 was computed to be 0�9701. Similarly, between
instants 100 and 200, because the reward probability was p = 0�8, the corresponding
target distribution was seen to be P1 = 0�029. In Figure 5, we have reported the
results of redoing the same experiment (as in Figure 4) but with a different memory
N = 5. From Figures 4 and 5 we observe that the instantaneous value of P1 tracks
the target distribution drawn in discontinuous line in a in near-optimal manner,
which we believe is quite fascinating. The use of this to track the time-varying testing
of components is obvious.

4.5. Rate of Convergence

This set of experiments was conducted so that we could better understand the
transient behavior of the chain and thus perceive the rate of convergence of P1 for
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472 Yazidi et al.

Figure 5. Ability of the scheme to track the target distribution with N = 5. (Figure is
provided in color online.)

different memory configurations of a balanced memory setup. To do this we fixed
the reward probability, p, to be 0.8 while we increased the memory N from N = 3 to
N = 10. The quantity P1 was then estimated by averaging it over 1�000 experiments.
In order to understand the effect of the internal memory of the RWJ on the rate of
convergence, we report the number of required iterations to reach a value that 95%
of the final value of P1. In all of the following experiments, the initial state X�0� was
set to be state 1.

From Figure 6(a), we see that it took only 18 time instants to reach 95% of
P1 for a memory N = 3. This, we believe, is remarkable. In Figure 6(b), 95% of P1

was attained within 55 iterations when we fixed N to 5. Similarly, in Figure 6(c), we
chose N to be 7 and it took 123 time instants to converge to 95% of P1. Finally, in
Figure 6(d), when we set N to 10, the required number of iterations was 326.

We remark that as we increased the memory, the RW took more time to
converge to the optimal value of P1. This is, of course, understandable.

4.6. Comparing HMM to RWJ

To compare our model with another existing solution for change-point detection,
we now include some simulation results in which we model real-life components
using an HMM, as proposed in Rabiner and Juang (1986). In the same vein as our
RWJ, we assume that the component is either well-functioning or malfunctioning. The
reader should note that in this section, we consider the real state of the component,
which might differ from the one hypothesized by the RWJ—which could conjecture
that the component is in a malfunctioning mode or in well-functioning mode.

We consider an HMM as shown in Figure 7. The two-state Markov model
is used where the states correspond to the well-functioning state (W ) and the
malfunctioning state (M), respectively. Within this framework, without loss of
generality, when the component is in the W state, the failure probability is within
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Random Interleaving Walk–Jump Process 473

Figure 6. This figure depicts the transient behavior of the chain as a function of time,
where we plot (a) P1�t� for a memory size N = 3, (b) P1�t� for a memory size N = 5, (c)
P1�t� for a memory size N = 7, and (d) P1�t� for a memory size N = 10. (Figure is provided
in color online.)

Figure 7. HMM model. (Figure is provided in color online.)
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474 Yazidi et al.

an acceptable level (usually low), and when it is the M state, the component has a
high failure probability.

With this HMM model, the state transition probability is given by:(
PMM PMW

PWM PWW

)
�

where PMW = P(current state is M � previous state is W ), etc.
As reported in the classical literature about HMMs, we assume that the states

themselves are unobservable but that only the output, which is dependent on
the states, is visible. In our case, the output is either the event failure or the
event recovery. Given the parameters of the model, an HMM prediction algorithm,
namely, the Viterbi algorithm (explained in Rabiner and Juang, 1986), infers the
most likely sequence of states that produced a given output sequence. For the rest of
this article, in the interest of simplicity, we shall also refer to the HMM prediction
algorithm as HMM. The emission probabilities in the malfunctioning state are:

PF/M = P�Failure � State is M�� and

PR/M = P�Recovery � State is M��

where PF/M + PR/M = 1. Similarly, the emission probabilities in the well-functioning
state are

PF/W = P�Failure � State is W�� and

PR/W = P�Recovery � State is W��

where, obviously, PF/W + PR/W = 1.
Note that the HMM gives the optimal performance when the parameters of the

HMM are known. We now compare the performance of our RWJ with that of the
HMM, where for a performance metric we use the ratio of correct predictions of
the states of the component. In fact, both the HMM and our RWJ are allowed only
to observe, at discrete time instants, the events recovery or failure. Based on these
events, the HMM and the RWJ try to predict the state of the component.

In the experiments, we chose the following transition matrix:(
0�9 0�1
0�1 0�9

)
�

We report below the average values of the ratio of correct predictions for both
our RWJ and the HMM. Observe that both algorithms are fed with the same
sequence of observations of length 200, and the results obtained from an ensemble
average of 100 replicated experiments is reported Table 2 for different parameters
of the emission probabilities.

We tested the RWJ for different parameters of the internal memory, where we
empirically chose the value N = 2 because we experimentally observed that the RWJ
was able to achieve better performance than for other memory configurations. As
a primary observation, we remark that the RWJ yielded an acceptable performance
that approached the optimal performance achieved by the HMM. Further, as the
gap between PR/M and PR/W was reduced, one observes that it is increasingly difficult
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Random Interleaving Walk–Jump Process 475

Table 2. Ratio of correct predictions for
the RWJ studied here and the HMM for
different emission probabilities

�PR/M� PR/W � RWJ HMM

�0�1� 0�9� 0.813 0.932
�0�15� 0�9� 0.788 0.92
�0�2� 0�8� 0.748 0.86
�0�25� 0�8� 0.72 0.85
�0�3� 0�7� 0.67 0.76
�0�4� 0�7� 0.622 0.698
�0�4� 0�6� 0.6 0.62
�0�5� 0�5� 0.5 0.52

for both the HMM and the RWJ to infer the correct states of the component,
resulting in a decline in the performance of both algorithms. For example, when
�PR/M� PR/W � = �0�4� 0�6�, the RWJ yielded a ratio of right prediction of 0�6 and the
HMM achieved the index of 0.62.

4.6.1. Degrading the Parameters of the HMM

We now consider the cases when the the parameters of the HMM are degraded. In
this experiment, we fixed the memory size to be N = 2 and gradually altered the
underlying transitions probability of the HMM, namely, the emission probability
PR/M . With regard to settings, the HMM was initially configured with PR/M = 0�1
and PR/W = 0�9. Thereafter, at every 50th time instant, we increased PR/M by 0.05.
The total number of iterations that we considered was 200. We observe that as
we altered the parameters of the HMM with time, the optimal HMM prediction
algorithm was actually operating under inaccurate parameters. As depicted in
Figure 8, at around instant 150, our RWJ prediction ratio outperformed the HMM.

These results demonstrate that, under dynamic environments where the
parameters of the HMM change over time, the optimal performance of the HMM is
dependent on tracking the correct transitions probabilities between the states, which
has to be achieved by continuously training the HMM. As opposed to this, our
RWJ does not require a knowledge and/or estimation of the underlying transition
probabilities. Rather, the RWJ is able to adapt to changes brought about by the
dynamic nature of the environment.

4.6.2. Improving Performance via Biased Memory

We now consider the effect of improving the performance of both schemes by
adding a bias to their memory requirements. To do this, we performed experiments
where the component was more likely to be in the well-functioning state. In other
words, the values of the transition probabilities were chosen in such a way that
P�W� > P�M� or, equivalently, PMW/�PMW + PWM� > PWM/�PMW + PWM�. In this case,
the component will spend most of its time in the well-functioning state. Note
that this setting leads to experiments that are different from the above where the
transition matrix was chosen to satisfy P�W� = P�M�. Given this fact, we observe
that the performance of the RWJ can be drastically improved when compared to
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476 Yazidi et al.

Figure 8. Plot of the performance of the HMM and the RWJ when the transition
probabilities between the states are changing. (Figure is provided in color online.)

Table 3. Ratio of correct predictions for both the
RWJ and the HMM for different values of P�W�

P�W� �N1� N2� RWJ HMM

0.95 �1� 4� 0.92 0.95
0.9 �1� 3� 0.84 0.87
0.85 �1� 2� 0.81 0.83
0.8 �2� 3� 0.78 0.81
0.75 �2� 3� 0.71 0.76
0.7 �2� 3� 0.672 0.69

the previous case where the P�W� = P�M�. In fact, we can modify the memory
parameters N1 and N2 in such a way that N2 + 1 > N1, thus rendering the predictions
of the RWJ to be biased toward the hypothesis of being in the well-functioning mode.
Indeed, experimentally we observed that the RWJ approaches the optimal values of
the HMM. In Table 3, we report some of the results of the ratio of predictions for
different values of P�W� and for different settings of the memory �N1� N2�, where the
values of �N1� N2� were chosen empirically.

As an overall observation, we see that our RWJ achieves a near optimal
prediction ratio while using a small memory trace. In addition, the RWJ does not
need to maintain the history of the observation or require a training phase to infer
the right values of the transitions probabilities. We thus assert that the RWJ is a
viable alternative for predicting the state of the component, even though in some
situations we may have to sacrifice the prediction accuracy marginally.

5. CONCLUSIONS

In this article, we have analyzed a novel random walk with interleaving steps and
jumps, which has potential applications in the area of component testing. Although,
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Random Interleaving Walk–Jump Process 477

as explained in Feller (1968), RWs with single-step transitions have been extensively
studied for almost a century, problems involving the analysis of RWs that contain
interleaving random steps and random ‘jumps’ are intrinsically hard. In this article,
we have considered the analysis of one such fascinating RW, where every step is
paired with its counterpart random jump. As mentioned, the RW has applications
in the testing of entities (components or personnel), because we can constrain the
entity to never be allowed to make more than a prespecified number of consecutive
failures. The article contains and detailed analysis of the chain, some fascinating
limiting properties, a numerous simulations that justify the analytic results. The
article also includes some simulation results for the chain’s transient behavior.
Finally, we have also conducted a comparative testing against a hidden Markov
model, which demonstrated that within the testing framework, the results of our
model are competitive if not superior.

We believe that the entire field of RWs with interleaving steps and jumps is
novel, and we believe that this is a pioneering article in this field.
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A New Family of Stochastic Discretized Weak Estimators Operating

in Non-Stationary Environments∗

Anis Yazidi†, B. John Oommen‡,Ole-Christoffer Granmo§

Abstract

The task of designing estimators that are able to track time-varying distributions has found

promising applications in many real-life problems. A particularly interesting family of distribu-

tions are the binomial/multiomial distributions. Existing approaches resort to sliding windows

that track changes by discarding old observations. In this paper, we report a novel estimator

referred to as the Stochastic Discretized Weak Estimator (SDWE), that is based on the prin-

ciples of Learning Automata (LA). In brief, the estimator is able to estimate the parameters

of a time varying binomial distribution using finite memory. The estimator tracks changes in

the distribution by operating on a controlled random walk in a discretized probability space.

The steps of the estimator are discretized so that the updates are done in jumps, and thus the

convergence speed is increased. The analogous results for binomial distribution have also been

extended for the multinomial case. Interestingly, the estimator possesses a low computational

complexity that is independent of the number of parameters of the multinomial distribution.

The paper briefly reports conclusive experimental results that demonstrate the ability of the

SDWE to cope with non-stationary environments with high adaptation rate and accuracy.

Keywords : Weak Estimators, Learning Automata, Non-Stationary Environments

1 Introduction

Estimation is a fundamental and substantial issue in statistical problems. Estimators generally fall

into various categories including the Maximum Likelihood Estimates (MLE) and the Bayesian family
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address: ole.granmo@uia.no.
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of estimates. The MLE and Bayesian estimates are well-known for having good computational and

statistical properties. However, the basic premise for establishing the quality of estimates is based on

the assumption that the parameters being estimated do not change with time, i.e, the distribution

is assumed to be stationary. Thus, it is desirable that the estimate converges to the true underlying

parameter with probability 1, as the number of samples increases.

Consider, however, the scenario when the parameter being estimated changes with time. Thus,

for example, let us suppose that the Bernoulli trials leading to binomially distributed random vari-

able were done in a time-varying manner, where the parameter switched, for example, periodically,

to possibly a new random value. In the binomial case, this implies that the parameter of the

binomial distribution switches periodically. Such a scenario demonstrates the behavior of a non-

stationary environment. Thus, in this case, the goal of an estimator scheme would be to estimate

the parameter, and to be able to adapt to any changes occurring in the environment. In other

words, the algorithm must be able to detect the changes and estimate the new parameter after a

switch has occurred in the environment. If one uses strong estimators (i.e., estimators that converge

w.p. 1), it is impossible for the learned parameter to change rapidly from the value to which it has

converged, resulting in poor time-varying estimates.

As opposed to the traditional MLE and Bayesian estimators, we propose a novel discretized weak

estimator, referred to as the Stochastic Discretized Weak Estimator (SDWE), that can be shown to

converge to the true value fairly quickly, and “unlearn” what it has learned so far to adapt to the

new, “switched” environment. The convergence of the estimate is weak, i.e., with regard to the first

and second moments. The analytic results derived and the empirical results obtained demonstrate

that the SDWE estimator is able cope with non-stationary environments with high adaptation rate

and accuracy.

With regard to their applicability, apart from the problem being of importance in its own right,

weak estimators admit a growing list of applications in various areas such as intrusion detection sys-

tems in computer networks [19], spam filtering [23], ubiquitous computing [9], fault tolerant routing

[14], adaptive encoding [16], and topic detection and tracking in multilingual online discussions [18].

2 State-of-the-Art

Traditionally available methods that cope with non-stationary distributions resort to the so-called

sliding window approach, which is a limited-time variant of the well-known MLE scheme. The

latter model is useful for discounting stale data in data stream observations. Data samples arrive

continuously and only the most recent observations are used to compute the current estimates. Any

data occurring outside the current window is forgotten and replaced by the new data. The problem

with using sliding windows is the following: If the time window is too small the corresponding
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estimates tend to be poor. As opposed to this, if time window is too large, the estimates prior

to the change of the parameter have too much influence on the new estimates. Moreover, the

observations during the entire window width must be maintained and updated during the process

of estimation.

Apart from the sliding window approach, many other methods have been proposed, which deal

with the problem of detecting change points during estimation. In general, there are two major

competitive sequential change-point detection algorithms: Page’s cumulative sum (CUSUM) [2]

detection procedure and the Shiryaev-Roberts-Pollak detection procedure. In [17], Shiryayev used

a Bayesian approach to detect changes in the parameters distribution, where the change points were

assumed to obey a geometric distribution. CUMSUM is motivated by a maximum likelihood ratio

test for the hypotheses that a change occurred. Both approaches utilize the log-likelihood ratio

for the hypotheses that the change occurred at the point, and that there is no change. Inherent

limitations of CUMSUM and the Shiryaev-Roberts-Pollak approaches for on-line implementation

are the demanding computational and memory requirements. In contrast to the CUMSU and the

Shiryaev−Roberts−Pollak approaches, our SDWE avoids the intensive computations of ratios, and

does not invoke hypothesis testing.

In earlier works [5, 6, 7], Koychev et al. introduced the concept of Gradual Forgetting (GF).

The GF process relies on assigning weights that decrease over time to the observations. In this

sense, the GF approach assigns most weight to the more recent observations, and a lower weight to

the more-distant observations. Hence, the influence of old observations (on the running estimates)

decreases with time. It was shown in [7] that the GF can be an enhancement to the sliding window

paradigm. In this sense, observations within each sliding window are weighted using a GF function.

Recently, Oommen and Rueda [15] presented a strategy by which the parameters of a bino-

mial/multinomial distribution can be estimated when the underlying distribution is non-stationary.

The method has been referred to as the Stochastic Learning Weak Estimator (SLWE), and is based

on the principles of continuous stochastic Learning Automata (LA). As opposed to this, our scheme

resorts to discretizing the probability space [1, 8, 13, 20], and performing a controlled random walk

on this discretized space. It is well known in the field of LA that discretized schemes achieve faster

convergence speed than continuous schemes [1, 12]. By virtue of discretization, our estimator re-

alizes fast adjustments of the running estimates by jumps, and thus it is able to robustly track

changes in the parameters of the distribution after a switch has occurred in the environment. It is

worth noting that the concept of discretizing the probability space was pioneered by Thathachar

and Oommen in their study on reward-inaction LA [20], and since then that it has catalyzed a sig-

nificant research in the design of discretized LA [1, 3, 4, 8, 13]. Recently, there has been an upsurge

of research interest in solving resource allocation problems based on novel discretized LA [3, 4].

In [3, 4], the authors proposed a solution to the class of Stochastic Nonlinear Fractional Knapsack

3



problems where resources had to be allocated based on incomplete and noisy information. The

latter solution was applied to resolve the web-polling problem, and to the problem of determining

the optimal size required for estimation.

To the best of our knowledge, our SDWE is the first reported discretized counterpart of the

continuous SLWE [15]. The numerous successful applications of the continuous SLWE reported

in [14, 16, 18, 23] motivates our SDWE, and elucidates its relevance for tracking non-stationary

distributions in real-life problems.

2.1 Contributions of the Paper

In this paper, we provide a novel discretized estimator based on the principles of LA. The scheme

presents a number of notable contributions that can be summed up as follows:

• To the best of our knowledge, the SDWE is the first reported discretized estimator that is

able to track a time varying binomial/multnimoial distribution.

• The scheme uses the discretizing principle of LA, and operates by means of a controlled

random walk on the probability space. Indeed, by virtue of discretization, our SDWE yields

faster convergence speed than analogous continuous weak estimators.

• The SDWE also possesses a low computational complexity, measured in terms of the number

of updates per time step to the estimates vector. Interestingly, this index is independent of

the number of parameters of the multinomial distribution to be estimated. In fact, the SDWE

makes at most two updates per time step, thus rendering the worst case complexity to be

constant or O(1). To the best of our knowledge, this characteristic is unique when compared

to the other estimators including the acclaimed SLWE which possesses a complexity of O(r),

where r is the number of parameters of the multinomial variable.

• Apart from being computationally efficient, the scheme is memory efficient and can be imple-

mented using simple finite state machines.

• Finally, with regard to the design and analysis of Random Walks (RWs), we submit that a

fundamental contribution of this paper is the manner in which we have designed the estima-

tion process for the multinomial distribution, by reducing/projecting the latter onto multiple

binomial state spaces. This issue will be discussed, in detail, later.

3 Properties of the SDWE with Regard to LA

Our devised SDWE is based on the theory of LA [10, 22], and in, particular, on the family of

ergodic and discretized LA. In fact, according to their Markovian representation, automata fall
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into two categories: ergodic automata and automata possessing absorbing barriers. Such automata

are locked into a barrier state after a finite number of iterations. Many families of automata that

posses absorbing barriers have been reported [10]. Ergodic automata have also been investigated

in [10, 12]. These automata converge in distribution and thus, the asymptotic distribution of

the action probability vector has a value that is independent of the corresponding initial vector.

While ergodic LA are suitable for non-stationary environments, absorbing automata are preferred

in stationary environments. In fact, ergodic automata are known to better adapt to non-stationary

environments where the reward probabilities are time dependent. In the next section, we shall

present how our automata is ergodic. In a parallel vein, with respect to the values that the action

probabilities can take, the LA typically fall into one of the two categories, namely, Continuous and

Discretized. Continuous LA permit the action probabilities to take any value in the interval [0, 1].

In practice, the relatively slow rate of convergence of these algorithms constituted a limiting factor

in their applicability. In order to increase their speed of convergence, the concept of discretizing

the probability space was introduced in [12, 20]. This concept is implemented by restricting the

probability of choosing an action to be one of finite number of values in the interval [0, 1]. If the

values allowed are equally spaced in this interval, the discretization is said to be linear, otherwise,

the discretization is called non-linear. Following the discretization concept, many of the continuous

Variable Structure Stochastic Automata (VSSA) have been discretized; indeed, discretized versions

of almost all continuous automata have been reported [12, 11]. Families of Pursuit and Estimator-

based LA have been shown to be faster than VSSA [21]. As a matter of a fact, even faster discretized

versions of these schemes have been reported [1, 12].

We shall presently argue how our automata is linearly discretized. In brief, our estimator relies

on the principle of discretization in order to hasten the convergence speed, and on the phenomenon

of ergodicity to be able to cope with non-stationary distributions.

4 The Estimator for Binomial Distributions

We assume that we are estimating the parameters of a binomial distribution. The binomial distri-

bution is characterized by two parameters, namely the number of trials and the parameter charac-

terizing each Bernoulli trial. We assume that the number of observations is the number of trials.

We seek to estimate the Bernoulli parameter for each trial.

Let X be a binomially distributed random variable, which takes on the value either “1” or “2”.

We choose to use these values instead of the more common used notation “0” or “1” to make the

notation consistent when we consider the multinomial case. It is assumed that the distribution of

X is characterized by the parameter S = [s1, s2]
T. In other words,

X = “1” with probability s1
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X = “2” with probability s2, where s1 + s2 = 1.

Let x(t) be a concrete realization ofX at time ‘t’. We intend to estimate S, i.e, si for i = 1, 2. We

achieve this by maintaining a running estimate of P (t) = [p1(t), p2(t)]
T of S where pi(t) represents

the estimate of si at time n, for i = 1, 2. Our proposed SDWE works in a discretized manner. In fact,

we enforce the condition that pi(t) takes values from a finite set, i.e, pi(t) ∈ {0, 1/N, 2/N, . . . , 1},

where N is a user-defined integer parameter. N is called resolution parameter and determines the

stepsize ∆ (∆ = 1/N) relevant to the updating of the estimates. A larger value of N will ultimately

imply a more accurate convergence to the unknown parameter S. However, a small value of N will

hasten the convergence rate but sacrificing some accuracy.

Initially, we assign p1(0) = p2(0) = N/2, where N is assumed to be an even integer. Thereafter,

the value of p1(n), is updated as follows:

If x(t) = “1” and rand() ≤ 1− p1(t) and 0 ≤ p1(t) < 1

p1(t+ 1) := p1(t) +
1

N
(1)

If x(t) = “2” and rand() ≤ 1− p2(t) and 0 < p1(t) ≤ 1

p1(t+ 1) := p1(t)−
1

N
(2)

p1(t+ 1) := p1(t) Otherwise, (3)

where p2(t+ 1) = 1− p1(t+ 1) and rand() is a uniform random number generator function. In the

interest of simplicity, we omit the time index t, whenever there is no confusion and thus, P implies

P (t).

We state below two fundamental theorems concerning our scheme. The first theorem is about

the distribution of the vector P which estimates S as per Equations (1), (2) and (3). We affirm

that P converges in distribution. The mean of P is shown to converge exactly to the mean of S.

The second theorem is about the variance of the estimate, describing the rate of convergence in

relation to the variance, and its dependence on N . We will show that a small N results in fast

convergence and a large variance, and that a large value of N will lead to slow convergence and a

small variance. As we will see, the choice of this user-defined learning parameter, N , summarizes

the trade off between the speed and the corresponding accuracy.

Since the proofs of the theorems are rather intertwined, we shall prove them together.

Theorem 1 Let X be a binomially distributed random variable, and P (t) be the estimate of S at

time t obtained by Equation (1), (2) and (3). Then E[P (∞)] = S.
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Theorem 2 Let X be a binomially distributed random variable, and P (t) be the estimate of S at

time t. Then the algebraic expression for the variance of P (∞) is fully determined by N . Moreover,

when N → ∞ the variance tends to zero, implying mean square convergence.

Proof :

We now present the proofs of Theorems 1 and 2.

In Theorem 1, our aim is to prove that as the index t is increased indefinitely, the expected

value of the p1(t) converges towards s1, implying that: limt→∞E[p1(t)] → s1.

We shall prove the above by analyzing the properties of the underlying Markov chain, which is

specified by the rules (1), (2) and (3). In brief, rules (1), (2) and (3) obey the Markov chain with

transition matrix H = [hij ], where.

hj,j−1 = s2
j

N
, 0 < j ≤ N ,

hj,j+1 = s1(1−
j

N
) , 0 ≤ j < N ,

hj,j = 1− hj,j−1 − hj,j+1 , 0 < j < N ,

and, accordingly

h0,0 = 1− h0,1

hN,N = 1− hN,N−1.

We shall now compute πk, the stationary (or equilibrium) probability of the chain being in state

k. Clearly H represents a single closed communicating class whose periodicity is unity. The chain

is ergodic, and the limiting probability vector is given by the eigenvector of HT corresponding to

the eigenvalue unity.

The vector of steady state probabilities Π = [π1, . . . , πN ]T can be computed using HTΠ = Π as:
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(4)

Consider first the stationary probability of being in state 0, π0. Expanding the first row of

Equation (4) yields:

π0h0,0 + π1h1,0 = π0 =⇒ π1 =
(1− h0,0)

h1,0
π0 =

h0,1
h1,0

π0. (5)
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Expanding the second row of Equation (4) and substituting (5) yields:

π0h0,1 + π1h1,1 + π2h2,1 = π1 =⇒ π2 =
h1,2
h2,1

π1. (6)

Arguing in the same manner, and after some algebraic simplifications, we obtain the recurrence:

πk =
hk−1,k

hk,k−1

πk−1. (7)

Using Equation (7) and substituting hk−1,k and hk,k−1 gives:

πk = π0

k
∏

i=1

hi−1,i

hi,i−1

= π0

k
∏

i=1

s1(1−
i−1

N
)

s2
i

N

= π0

k
∏

i=1

(
N − i+ 1

i
)(
s1
s2

)k

=

(

N

k

)

(
s1
s2

)kπ0. (8)

Consider the sum
∑

N

k=0
πk. Using Equation (8) and applying the Binomial theorem gives:

N
∑

k=0

πk = π0

N
∑

k=0

(

N

k

)

(
s1
s2

)k

= π0(1 +
s1
s2

)N

=
π0

sN
2

.

Using the fact that
∑

N

k=0
πk sums to unity, we obtain:

π0 = sN2 . (9)

Replacing Equation (9) in Equation (8), we obtain a closed form expression for the stationary

probability πk as:

πk =

(

N

k

)

sk1s
N−k

2
(10)

Let X∗ be the limiting index of the state of the random walker. From the above, clearly X∗ is
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binomially distributed, with parameters s1 and N .

Hence, E[X∗] = Ns1 and var[X∗] = Ns1s2.

Consequently, E[p1(∞)] = 1

N
E[X∗] = s1, and var[p1(∞)] = 1

N2 var[X
∗] = 1

N
s1s2.

Thus, Theorem 1 is proved. Using the fact that limN→∞ var[p1(∞)] = limN→∞
1

N
s1s2 = 0, we

see that Theorem 2 is also proved.

5 The Estimator for Multinomial Distributions

In this section, we shall consider the problem of estimating the parameters of a multinomial distribu-

tion, which is a generalization of the binomial case introduced earlier. The multinomial distribution

is characterized by two parameters, namely, the number of trials, and a probability vector which

determines the probability of a specific event. In this regard, we assume that the number of obser-

vations is the number of trials. Thus, we deal with the problem of estimating the latter probability

vector associated with the set of possible outcomes.

LetX be a multinomially distributed random variable, taking values from the set {“1”,“2”, . . . ,“r”}.

Again, we assume that X is governed by the distribution S = [s1 . . . sr]
T as follows:

X = “i” with probability si, where
∑

r

i=1
si = 1.

Let x(t) be a concrete realization of X at time “t”. The task at hand is to estimate S, i.e., si

for i = 1 . . . r. We achieve this by maintaining a running estimate P(t) = [p1(t), . . . , pR(t)]
T of S,

where pi(t) is the estimate of si at time t. Again we omit the time reference t in P (t) whenever this

does not lead to confusion.

We assume that the resolution is a multiple of the number of parameters r, i.e, N = rδ where

δ is an integer. Therefore, for all i, we initialize pi(0) as per the following pi(0) =
δ

N
= 1

r
.

Generalizing the update scheme used in the binomial case, we get the following update scheme

for the multinomial case:

If x(t) = “i” and rand() ≤ 1− pi(t) and 0 ≤ pi(t) < 1

(i) pi(t+ 1) := pi(t) +
1

N
. (11)

Randomly choose pj, j 6= i, according to the normalized probability
pj(t)∑

k 6=i

pk(t)
and update pj as:

(ii) pj(t+ 1) := pj(t)−
1

N
(12)

P (t+ 1) := P (t) Otherwise. (13)

As before, we shall state two theorems about the properties of the estimate first and prove them
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together.

Theorem 3 Let X be a multinomially distributed random variable, and P (t) be the estimate of S

at time t obtained by Equations (11), (12) and (13). Then E[P (∞)] = S.

Theorem 4 Let X be a multinomially distributed random variable, and P (t) be the estimate of S

at time t obtained by Equations (11), (12) and (13). Then algebraic expression for the variance of

P (∞) is fully determined by N . Moreover, when N → ∞ the variance tends to zero, implying mean

square convergence.

Having stated the theorems, we shall now present the proofs of Theorems 3 and 4.

Proof : Our aim is to prove that as the index t is increased indefinitely, the expected value of

the pi(t) converges towards si, for all 1 ≤ i ≤ r implying that: limt→∞E[pi(t)] → si.

The proof is analogous to the proof of the binomial case.

Let us consider pi(t) for the index i throughout the argument. Indeed, we shall prove the above

by analyzing the properties of the underlying Markov chain associated to pi(t), which is specified

by the rules (11), (12) and (13).

In brief, rules (11), (12) and (13) obey the Markov chain with transition matrix H i. Let us

consider pi(t), in order to specify the exact expression of H i, its Markov chain. Consider the

transitions that the discretized running estimate pi(t) exhibits. Note that the transitions happen

between adjacent states. We can easily remark that: hi
j,j+1 = si(1−

j

N
) , 0 ≤ j < N .

The transition from state j to j − 1, for 0 < j ≤ N , is more complicated to compute. The

latter happens with a certain probability at time t if x(t) = “k” takes place, for i 6= k, and pk(t) is

increased at time instant t. In this sense, if pk(t) is incremented at time t, then pi(t), i 6= k, will

be possibly decremented with a probability equal to pi(t)∑r

l=1
l 6=k

pl(t)
which corresponds to the normalized

probability of the selection of pi(t) among {pl(t), l 6= k}.

In the following, we show that Markov chain is time-homogeneous by demonstrating that the

terms of the transition matrix H i do not depend on time! In addition, we shall show that the matrix

H i does not depend on the state of random walk pj(t) described by Hj , for i 6= j. In other words,

the transitions of the random walk attached to pi(t) are “decoupled” from those of pj(t), for i 6= j.

Therefore:

hi
j,j−1

=
∑

r

k=1
k 6=i

sk(1− pk)
pi∑r

l=1
l 6=k

pl
, 0 < j ≤ N .

We note that,
∑

r

l=1
l 6=k

pl = 1− pk. Moreover, whenever the random walker i is in state j, pi =
j

N
.

Therefore hi
j,j−1, for 0 < j ≤ N is expressed as:

hi
j,j−1 =

∑

r

k=1
k 6=i

sk(1− pk)
j

N∑r

l=1
l 6=k

pl
=

∑

r

k=1
k 6=i

sk
j

N
.

We note too that,
∑

r

k=1
k 6=i

sk = 1− si.
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Therefore, hi
j,j−1 = (1− si)

j

N
.

We now resume our argument by seeing that H i is defined by:

hi
j,j+1 = si(1−

j

N
) , 0 ≤ j < N ,

hi
j,j−1 = (1− si)

j

N
, 0 < j ≤ N ,

hi
j,j

= 1− hj,j−1 − hj,j+1 , 0 < j < N ,

and, accordingly

hi0,0 = 1− hi0,1

hi
N,N

= 1− hi
N,N−1

.

Therefore, H i does not depend on time.

We shall now compute πi

k
the stationary (or equilibrium) probability of the chain being in state

k. Clearly H i represents a single closed communicating class whose periodicity is unity. The chain

is ergodic, and the limiting probability vector is given by the eigenvector of H iT corresponding to

the eigenvalue unity.

Let Πi denote the vector of steady state probabilities. This vector, Πi = [πi

1, . . . , π
i

N
]T , can be

computed using H iTΠi = Πi.

Using the results from the binomial case, we can easily deduce that:

πi

k
=

(

N

k

)

sk
i
(1− si)

N−k.

Let Xi∗ be the limiting index of the state of the random walker i. From the above, clearly Xi∗

is binomially distributed, with parameters si and N .

Hence, E[Xi∗] = Nsi and var[Xi∗] = Nsi(1− si).

Consequently, E[pi(∞)] = 1

N
E[Xi∗] = si and var[pi(∞)] = 1

N2 var[X
i∗] = 1

N
si(1− si).

Note too that, amazingly enough, the convergence does not involve the number of states.

Thus, Theorem 3 is proved. Using the fact that limN→∞ var[pi(∞)] = limN→∞
1

N
si(1− si) = 0,

we prove Theorem 4.

Remarks:

A few remarks regarding our method for updating the estimates are not out of place. Indeed:

• The philosophy behind the form of the update defined by Equations (11), (12) and (13) is to,

eventually, increase one component of the vector of running estimates by a quantity equal to

the stepsize ∆ while decreasing another component by the same quantity ∆. This is done in

order to ensure the sum of the components equals unity.

• The SDWE makes at most 2 updates per time step, thus rendering the worst case to be

constant or O(1). Interestingly, the estimator possesses a low computational complexity that

is independent of the number of the parameters of the multinomial distribution.

11



• It is pertinent to mention that although the rationale for updating is similar to that used for

the Stochastic Nonlinear Fractional Knapsack algorithm [4], there are fundamental differences.

Unlike the latter, where the LA was made artificially ergodic by excluding the end-states

from the set of possible probability values, our estimator is truly ergodic1. The reason for

excluding the the end states in [4] was because the LA in [4] uses its “estimates” to select

“actions” with frequencies proportional to the estimates. Consequently, enforcing an absorbing

condition for the end states in [4] would imply always selecting the same action from that time

instant onwards, and never selecting the alternate one again. As opposed to this, our current

automaton does not perform/choose actions (events) with frequencies proportional to the

estimate vector. Rather, since this present LA is intended for estimation, it is, indeed, the

environment which “produces” events independent of the LA, and which informs the LA about

these events. The LA then, in turn, estimates S based on the observed events. In other words,

the difference between the two LA is that the one in [4] performs actions in the environment

in order to maximize the number of rewards it receives, while the present LA observes the

environment to estimate its properties.

• Apart from the above, it is pertinent to mention that the purpose of introducing the hierarchy

in the knapsack problem was, first and foremost, to achieve better scalability when it concerns

the learning speed. The hierarchy proposed in [4] improved the learning speed dramatically

compared to the approach presented in [3] because of the hierarchical configuration of the

underlying LA. The question of introducing a hierarchical philosophy in the setting of the

current paper remains unsolved.

• One of the most significant contributions of the paper, in our opinion, is the rather elegant

manner by which we have designed the RW for the estimation process in the multinomial

case. By intelligently designing the RW transitions in the discretized probability space, we

have succeeded in deriving and analyzing the multinomial estimates in a manner identical

to what was involved for solving the binomial estimation case. To further explain this, we

mention that if the transitions of the RW associated with pi were directly dependent on the

RW associated with pj for i 6= j, the state space would have been unmanageable, namely of

the order of O(N2). However, the effect of our specific design and representation helped in

reducing the magnitude of the state space of the RW for the multinomial case from O(N2) to

O(N). This further assisted in decoupling the transition matrices for each component of the

multinomial vector, which in fact, is an elegant alternative to the concept of using a team of

normalized binomial estimators for solving multionomial estimation problems2. In addition,

1If the LA in the present paper would have observed the event “i” with probability pi instead of probability si (for
i = 1, 2), the present LA would have also been absorbing!

2The reader can easily see that this is also an alternate, although more cumbersome, way to decouple the updates

12



we believe that the unique RW transitions used here for multinomial estimates, can inspire the

design of novel ways for generalizing two-action learning machines into multiaction machines!

6 Experimental Results

In this section, we evaluate the new family of discretzied estimators in non-stationary environments

and compare this approach to traditional Maximum Likelihood estimation methods which use the

sliding window (MLEW) and the SLWE. In order to confirm the superiority of our scheme, we

have conducted extensive simulations results under different parameter settings. In the interest of

brevity, we merely cite a few specific experimental results.

6.1 Comparison with the MLEW for the Case of Binomial Random Variables

The estimation of the parameters for binomial random variables has been extensively tested for

numerous binomial distributions. However, in the interest of brevity, we include only the results

from two of these experiments here. We adopt the same simulation methodology as in [15], using

randomly generated values of N . To assess the efficiency of the estimation methods in a fair way,

we randomly chose values for the resolution N and for the window width from the intervals [6, 16]

and [20, 80], respectively. To get a smooth result, we performed ensembles of 1, 000 simulations

each consisting of 400 time steps. The true underlying value of was randomly changed every 50

time steps. The plots from each experiment are presented in Figures 1 and 2 where the values for

N are 6 and 8 respectively, and the sizes of the windows are 32 and 57, respectively. The results

we show here are typical. The reason for operating with larger window sizes than 50 is that we

generally have no knowledge about the environment with regard to the frequency or magnitude

of the changes. We observe that when the window size of the MLEW becomes larger, e.g., 57,

the estimation algorithm is unable to track the changes in the environment, yielding poor overall

accuracy. In Figure 2, we see that the MLEW approximates the true value fairly well for the first

50 time steps, but is thereafter unable to track the variations. In Figure 1, when the window size

is smaller, the MLEW is capable of tracking the changes, but not nearly as fast nor as accurate as

the SDWE. Even when the SDWE uses a resolution parameter as low as 6, it clearly outperforms

the MLEW with regard to the convergence speed.

of the different components of vector of multinomial estimates.
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Figure 1: The expected value of the estimates of p1(t), obtained from the SDWE and MLEW, using

N = 6 and w = 29.
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Figure 2: The expected value of the estimates of p1(t), obtained from the SDWE and MLEW, using

N = 8 and w = 57.

6.2 Comparison with MLWE for the Case of Multinomial Random Variables

We have also performed simulations for multinomial random variables, where the parameters were

estimated by following the SDWE and the MLEW. We considered a multinomial random variable,

X, which can take any of three different values, namely 1, 2, or 3, whose probability values change

(randomly) every 50 steps. As in the binomial case, we ran the estimators for 400 steps, repeated

this 1, 000 times, and then took the ensemble average of P . We computed ||P − S||, the Euclidean

distance between P and S, which was intended to be a measure of how good our estimate, P , was

of S. The plots of the latter distance obtained from the SDWE and the MLEW are depicted in

Figures 3 and 4, where the values for N are 6 and 12, and the sizes of the windows are 67 and

34, respectively. The values for N and the window size were obtained randomly from a uniform

14



distribution in [6, 15] and [20, 80].

It is clear from both figures that the SDWE is faster in tracking the changes than the MLEW.

Note that the MLEW converges faster than the SDWE only during the first 50 time instants (before

the first environment switch). However, this behavior is not present in successive epochs. In Figure

3, we remark that a window size as large as 67 slows down the convergence speed of the MLEW.

This is due to the fact that the larger the window size, the greater is the effect of the stale data to

jeopardize the running estimate. From both Figures 3 and 4, we observe that a large value of N

yields low variance, i.e., the accuracy is high. The problem is that the rate of convergence is slower

than when we are using a lower value of N . A low value of N results in a faster convergence, but it

yields a higher variance from the true underlying parameter. This confirms that the choice of the

user-defined learning parameter, N , reduces to a trade off between the speed and the corresponding

accuracy. Similar results are observed for the window width parameter of the MLEW as well. We

notice that the MLEW is capable of tracking the changes of the parameters when the size of the

window is small, or at least smaller than the intervals of constant probabilities. The latter, however,

is not able to track the changes properly when the window size is relatively large. Since neither

the magnitude nor the frequency of the changes is known a priori, this scenario demonstrates the

weakness of the MLEW, and its dependence on the knowledge of the input parameters. Such

observations are typical.
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Figure 3: Plot of the Euclidean norm P-S (or the Euclidean distance between P and S), for both

the SDWE and MLEW, where N is 6 and the window size is 67 respectively.
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Figure 4: Plot of the Euclidean norm P-S (or the Euclidean distance between P and S), for both

the SDWE and MLEW, where N is 12 and the window size is 34 respectively.

6.3 Comparison with SLWE for the case of Binomial random variables

We considered a binomial random variable, X, which can take any of two different values, namely

1, 2 where the probability changes (randomly) every 50 steps. In order to compare the performance

SDWE and the performance of the SLWE in a fair way, we adopted the same method as in the

case of the SDWE and the MLEW reported in [15]. We randomly chose values for the resolution

N and for the parameter λ of the SLWE [15] from the intervals [8, 16] and [0.9, 1], respectively. It

was reported in [15] that using values of λ for the SLWE drawn from [0.9, 1] yields fast convergence

speed and good accuracy. Again, we conducted an ensemble of 1, 000 simulations, each consisting of

400 time steps. In the interest of brevity, we include only the results from two of these experiments

here. The expected value of the estimates of p1(t), obtained from the SDWE and SLWE, using

N = 8 and λ = 0.938 is depicted in Figure 5. Similarly, the estimates of p1(t), obtained from the

SDWE and SLWE, using N = 12 and λ = 0.9623 is depicted in Figure 6. Clearly, the SDWE is

significantly faster than the SLWE. This is parallel to the results known in the field of LA where

discretized LA have been reported to outperform their continuous counterparts.
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Figure 5: The expected value of the estimates of p1(t), obtained from the SDWE and SLWE, using

N = 8 and λ = 0.938 respectively.
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Figure 6: The expected value of the estimates of p1(t), obtained from the SDWE and SLWE, using

N = 12 and λ = 0.9623 respectively.

6.4 Comparison with SLWE for the Case of Multinomial Random Variables

For the multinomial case, we again performed ensembles of 1, 000 simulations each consisting of

400 time steps. The true underlying value of S was randomly changed every 50 time steps. We

computed ||P − S||, the Euclidean distance between P and S, and include here only the results

from two experiments. We randomly chose values for the resolution N and for the parameter λ of

the SLWE [15] from the intervals [6, 15] and [0.9, 1], respectively. Figure 7 illustrates the case of

N = 12 for the SDWE and λ = 0.931 for the SLWE, whereas Figure 8 depicts the results for N = 9

and λ = 0.942.

17



0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0 50 100 150 200 250 300 350 400

t

||
P
-S
||

SDWE

SLWE

Figure 7: Plot of the Euclidean norm P -S (or the Euclidean distance between P and S), for both

the SDWE and SLWE, where N is 12 and the λ = 0.931 respectively.
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Figure 8: Plot of the Euclidean norm P -S (or the Euclidean distance between P and S), for both

the SDWE and SLWE, where N is 9 and λ = 0.942 respectively.

From both figures 7 and 8, we observe that the SDWE outperforms the SLWE in the multinon-

mial case both in speed and accuracy. In the case of the SLWE, we note that a small value for λ,

yields less accuracy, but faster convergence. Similarly, for the SDWE, large values of N yield more

accuracy but slower convergence speed.

7 Conclusion

This paper has presented a novel discretized estimator that is able to cope with non-stationary

binomial/multinomial distributions using finite memory. To the best of our knowledge, our SDWE

is the first reported discretized counterpart of the SLWE. Through this paper, it was shown that

discretizing the probability space offers a new promising approach for the design of weak estimators.

In fact, comprehensive simulation results demonstrate that the new estimator is able to cope with

non-stationary environments with both a high adaptation rate and accuracy. In addition, the results

suggest that the SDWE outperforms the MLEW as well as the SLWE. As a future work, we propose

to study the performance of the estimator in real-life applications. Indeed, the possible application

of the SDWE for classification and language detection is currently being investigated.
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