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Abstract - Load forecasting is the most fundamental application in Smart-

Grid, which provides essential input to Demand Response, Topology Opti-

mization and Abnormally Detection, facilitating the integration of intermit-

tent clean energy sources. In this work, several regression tools are analyzed

using larger datasets for urban area electrical load forecasting. The regression

tools which are used are Random Forest Regressor, k-Nearest Neighbor Re-

gressor and Linear Regressor. This work explores the use of regression tool

for regional electric load forecasting by correlating lower distinctive categor-

ical level (season, day of the week) and weather parameters. The regression

analysis has been done on continuous time basis as well as vertical time axis

approach. The vertical time approach is considering a sample time period

(e.g seasonally and weekly) of data for four years and has been tested for

the same time period for the consecutive year. This work has uniqueness

in electrical demand forecasting using regression tools through vertical ap-

proach and it also considers the impact of meteorological parameters. This

vertical approach uses less amount of data compare to continuous time-series

as well as neural network techniques. A correlation study, where both the

Pearson method and visual inspection, of the vertical approach depicts mean-

ingful relation between pre-processing of data, test methods and results, for

the regressors examined through Mean Absolute Percentage Error (MAPE).

By examining the structure of various regressors they are compared for the
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lowest MAPE. Random Forest Regressor provides better short-term load pre-

diction (30 min) and kNN offers relatively better long-term load prediction

(24 hours).

Keywords - Electrical Energy Demand Forecasting, Impact of meteorological param-

eters on demand forecasting, Smart-Grid management, Machine Learning, Regression

Tools, Random Forest Regressor, k-Nearest Neighbor Regressor, Linear Regressor.

A.1 Introduction

Urban area electrical energy demand forecasting is necessary for optimizing the electrical

power generation scheduling in coordination with distributed generators including inter-

mittent renewable energy sources. It will also be beneficial for demand side management

considering grid constraints. In the literature, most of the electrical energy prediction

studies are using shallow neural networks and support vector [2, 3]. Popular stochastic

models, such as hidden Markov models, are also used for energy prediction [4, 5]. In

the EU FP7 SEMIAH (Scalable Energy Management Infrastructure for Aggregation of

Households) project [5], the domestic demand has been predicted using a two-stage linear

stochastic optimization for managing operation of non-critical power intensive loads (for

example, thermal load).

Recent research from 2018 on Computational Intelligence Approaches for Energy Load

Forecasting [6], that reviewed more then 50 research papers related to the subject out-

lines the complexity of demand patterns as potentially influenced by factors like climate,

time periods, holiday or working days and other factors such as social activities, eco-

nomic factors including power market policies. Electrical energy demand is influenced

by meteorological weather conditions, therefore it is necessary to include the impact of

meteorological weather parameters in electrical energy demand forecasting also renewable

electrical energy production is nature dependent. The future electrified grid will increas-

ingly depend on renewable intermittent energy sources (solar, wind), and the individual

load profiles of such a system will change radically as home appliances includes new energy

demanding appliances (e.g. heat pump, electric vehicles and induction stove) [7]. The

new electrified grid is Smart Grid System, as it is a complex whole of two-way communi-

cation aided by intelligent agents. The information will be used to provide demand side

management such as peak shaving, where non-critical load demands are shifted to other

periods where the stress on the grid is less intense. Electric load forecasting by machine

learning will be useful in the operation of load shifting, with an accurate prediction of the

load demand. Machine learning falls into two categories of Supervised, where the data

points have a known value, and Unsupervised, where data points have unknown outcome.

The types of supervised learning is divided into regression and classification. The first

where the outcome is continuous (numerical), the latter categorical. Regression models

considers the relationship to independent variables, predictors, and a dependent variable,

known as target.





The regression models k-Nearest Neighbor (kNN), Linear Regression (LR), and Ran-

dom Forests (RF) are supervised machine learning algorithms with a numerical outcome.

The model is trained to find rules for pattern recognition in the input to output relation.

The input to the model are known as features. Neural Networks is the preferred machine

learning tool and are known as both feedforward and backpropagating networks, where

a number of inputs are weighted in order to provide a predictive outcome. Neural net-

works are good for detecting non-linearities and therefore preferred as a predictive tool in

electrical load forecasting, yet also often criticized for low transparency and lack of inter-

pretability because of the black box approach, and using large amount of data. Overfitting

is still a challenging issue when applying Neural Networks to electrical demand prediction

[8]. The literature distinguishes between short term prediction and long term prediction

time. In this article short term is defined as the 30 minute prediction time interval, and

long term prediction is defined as 24 hour time prediction interval.

Urban area load is influenced by meteorological conditions therefore it is important to

include impact of weather parameters on load prediction, yet this impact is governed by

the prediction time, greater for long term and decreases as the prediction time is nar-

rowed. The electrical energy demand is influenced by the user behavior as well as weather

conditions. Individual human behavior and weather are so random that a complex neural

network would not predict the outcome better then a coin toss. Hence, if one has to

analyze the load demand of larger area like the urban area, systematic load behavior with

correlation to weather parameters and continuous load profile, should be investigated.

This work has uniqueness in electrical demand forecasting using regression tools through

vertical approach and it also considers the impact of meteorological parameters. This

vertical approach uses less amount of data compare to continuous time-series as well as

neural network techniques.

The objectives of this work are to explore the use of regression tools for regional elec-

trical load forecasting by correlating lower distinctive categorical levels (season, day of

the week) and weather parameters. The vertical time approach is considering a sample

time period (e.g seasonally and weekly) of data for four years and has been tested for

the same time period for the consecutive year. A vertical axis approach, showed to be

competitive to Artificial Neural Networks (ANN), with a low amount of data.

The paper is organized as follows: Review of electrical load forecasting is presented in

Section 2. In Section 3, various parameters (e.g. weather parameters, seasonal impact

and time as well as random effects) are discussed for urban area electrical energy demand

forecasting. Section 4 shows analysis both by Pearson correlation method and visual in-

spection to find correlation of meteorological parameters and previous load patterns on

Urban Area Load Forecasting and shows the Regressor Model and gives regression model

analysis. Results and Discussions are provided in Section 5. Finally, in Section 6, the

conclusions are presented.





A.2 Review of electrical load forecasting

In most of the work, hourly electrical energy predictions are considered. It is important

to have precise prediction for short-term (e.g. 30 min) using less amount of data as well

as for long-term (e.g. 24 hours) for urban area electrical demand for electrical power gen-

eration coordination. The small area of Tunis (with only installed capacity of 4425 MW)

is considered for analysis of load prediction with seasonal variations [22]. A variation in

load due to season is only once a year during heat wave in the summer. For training

set they have used horizontal time-series approach, where almost 10 months (more than

14400 datapoints) of training was used for testing on one week. According to Lahouar and

Slama (2015) [22], who used random forest for day-ahead load forecast for the Tunisian

market with historical data from 2009-2014, they obtained an average MAPE of 2.24%

when crediting for the next 24 hours. Presented method of [22] does not improve, when

predicting for the heat wave season, as the average MAPE for heat wave period (7-13 July)

has increased to 2.6899%. During the Arabic spring in Tunis 2011, Tunis experienced a

Random effect caused by a much lower power demand during the Tunisian Revolution,

the MAPE for some 24 hour intervals of prediction as high as 19.61%. It was even worse

during the Blackout of August 2014 where the MAPE rose to 398.09%. This show the

machine learning algorithms inabilities in forecasting rare events. [22] also makes a com-

parison with ANN, and for the testing period of 7-13 of July it scores 2.9140 MAPE. They

state that the main advantage with Random Forest over other methods is that there are

few hyper-parameters to set and generalize by saying default settings is normally enough

to compete with ANN and Support Vector Machine (SVM)/Support Vector Regressor

(SVR), which accuracy depends on the tuning of their hyper-parameters. In our work we

have used the experiences from Tunis to understand the random effects and their input

on electrical energy demand forecasting as well as the understanding of hyper-parameters.

Jinkyu and Sup (2015) [23] recognizes artificial intelligence techniques like ANN or Kalman

filter, to show promising results in the load forecasting predictions, although the hidden

structures in AI might limit the understanding of the complex spatiotemporal develop-

ments in correlation between meteorological conditions and electricity demand. Electrical

load demand and the temperature effects have been studied and short term load forecast

needs to take temperature effects into consideration for day-ahead predictions. In the

very short time load prediction the time scale is to short for the temperature to have

any effect, and in the long run the effect tend to even out [24, 25]. On the load forecast-

ing for the UK electricity demand Al-Qahtani and Crone (2013), proposes a multivariate

k-NN approach that, opposed to the univariate model that does not take into account

the underlying sub-categories of the calender, create a binary dummy variable where dt

= 1 for all nonworking days and dt = 0 for working days. The load forecast MAPE of

both univariate and multivariate show improved results by the use of dummy variables.

A MAPE of 2.3284 was found using the univariate model, and a 1.8133 was found using

the multivariate model. The dataset contained data for more then 7 years (2001-2008).

The complete year of 2004 was used for training and 2005 used for validation [26]. Based

on their research we developed the relevance of doing multiple correlation analysis with





different time factors, where we can observe that meteorological parameters increase their

importance on the prediction output as time window increases. In this context we re-

garded the work of Afkhami and Yazdi who proposes a way to quantisize the day into 3

periods of 8 hours for neural networks to enhance their performance [27].

Local Interpretable Model-Agnostic Explanations (LIME) aims to reflect the behavior

in proximity to the predicted outcome, and does so by offering a interpretation that can

explain doubts about the model. By explaining here means to provide some mean of

qualitative understanding in the relation between a decision making and the predictive

outcome. In medical diagnosis LIME highlights what features in the dataset that led to

the prediction, and what was evidential against it [28].

ANN studies have shown an MAPE of 1.9, resulting in a Mean Absolute Error (MAE)

of 167.91 MW, based on training data for a whole year. The research includes studies of

temperature effects and introduces two threshold values where the load and temperature

exhibits close correlation, at below 10 degrees Celsius due to heating, and above 23 de-

grees because of cooling [29].

The focus of this work is to verify the regression tools for electrical energy demand fore-

casting and we have not considered the prediction from the supply side. We considered

regional area electrical energy demand forecasting with impact of weather parameters.

And we have the availability of the required data for mentioned period.

A.3 Urban Area Electrical Demand Forecasting

The purpose has been to test the regression tools on the available real data. Urban area

electrical energy demand forecasting is very important for generation scheduling, as well

as effectively taking contribution from renewable energy sources and demand side man-

agement. Urban area electrical energy demand predictions for short term (30 min) and

long term (24 hours) are necessary for scheduling power generation units as well as partic-

ipating them in short term and day ahead energy market. When predicting the electrical

load demand for a particular time window, in this case the next 30 minutes or 24 hours,

the machine learning algorithms search for patterns and rules for the predictive outcome

in the Supervised category with a continuous numerical output.

The following three parameters are important for system electrical energy demand:

(i) Time

(ii) Weather

(iii) Random effects

The seasonal patterns are repeating with the same upper and lower limits (e.g repeating

on annual basis) and therefore considered as no economic effects are influencing the load

behavior in the urban area of Sydney during the years 2006-2010. When investigating

the Sydney dataset, see Figure A.1, we find that the load curves, yet containing cyclic
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Figure A.1: Load curve of Sydney dataset containing five years of half hour values.

and seasonal differences, do not contain significant changes on the system load due to

changing economic trends [57].

A.3.1 Time

Apart from the seasonal effects, shown in Figure A.1, underlying patterns emerges in the

system load demand. There are different peaks throughout the seasons, whether it is a

winter peak or a summer peak. Emerging under this seasonal patterns are daily- and a

weekly-cycles. The daily routines of human behavior are manifested in systematic load

patterns on a daily basis. Day of the week is also significant. Public buildings and offices

demands large amount of electrical load and whether it is a working day or not, influences

load patterns.

When inspecting the daily- and weekly-cycle in Figure A.2, we can clearly see a load

pattern emerging from a very low activity during the early hours of the day, into one peak

at morning (between 8-10 hours), and another peak in the evening (between 19-21 hours)

in Subfigure A.2a. The same daily repeating pattern, with a low activity followed by two

peaks, are also evident in the weekly cycle, seen in Subfigure A.2b, except for that the

two last days of the week (Saturday and Sunday) the peaks and general load is lower. It

can be seen that urban area load predominantly reflects the domestic load and it can be

correlated to human behavior. The periodicity in the load patterns reveal a load demand

that reflects consumer-lifestyle.

The periodicity reflected in the daily load curve is significant in weekly cycles as well as

monthly, seasonal and yearly load curves, as seen in Figure A.1 and A.2. Sub-categorical

levels like working/non-working days are referred to in the literature as an indicator vari-

able. In this work the time has been used as a variable which can be categorized as day

of the week or working/non-working days or time of the day. To give this properties to

our algorithms are very important as it makes prediction of forecast load more efficient

[48]. The use of such type of variables has been successfully employed in electric market

forecasting in the Tunis as well as the UK [22, 26].
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(b) Weekly cycle

Figure A.2: Load patterns in daily- and weekly- cycles





A.3.2 Weather
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Figure A.3: DryBulb temperature curve of Sydney dataset containing five years of half

hour values.

The features enlisted in the Sydney dataset, has two time indicators ’Date’ and ’Hour’,

four weather parameters, information about the electricity price, ’ElecPrice’ and informa-

tion about the electricity load consumption, ’SYSLoad’, these features have been devel-

oped in the pre-processing to match the requirements of the prediction tool, see Figure A.4.

The four weather parameters enlisted are DryBulb, DewPnt, WetBulb and Humidity.

Dry Bulb Temperature (DBT) is temperature measured from the air, yet not exposed

to solar radiation or moisture. Wet Bulb Temperature (WBT) is measured from a ther-

mometer where the bulb of the measurement device is soaked by a wet cloth. As long as

the air is not saturated, evaporation from the moist cloth keeps the WBT lower then the

DBT. From the DBT and WBT one can then derive the relative humidity of the air and

the dew point from a Mollier Chart by psychometrics.

Many electrical utilities are weather-sensitive, such as heating and air conditioning. Tem-

perature, as well as past temperature effect on the load are important effect on the

electrical demand, the temperature on a hot summer day may reach its peak after sunset

due to heat buildup in the construction materials of buildings. In addition to the daily

heat buildup, will a sequence of days with high temperature create new system peak.

The complexity in the control system engineering of maintaining thermal comfort as well

as optimizing for energy is important to know. At the same time it is important to ac-

knowledge that most houses are designed to resist the worst meteorological conditions[50].

There are also limitations in the heating system itself that might cause load peaks, like

the inertia in the floor heating system, known as thermal lag [51].

In humid and hot places it is likely that humidity will effect the load pattern in simi-

lar ways as temperature. Humidity explains the complex relation between temperature

and load, and therefore mathematical models is not enough in a thorough analysis. Hu-

midity is the amount of water vapor in the air and might increase the gap between actual

and apparent or felt temperature. When regulating temperature the body utilizes evapo-

rate cooling, and the rate of evaporation through the skin is correlated to humidity, and

because of the conductive properties of water, we feel warmer at high humid conditions.





Figure A.4: Model input parameters: indicator variables, weather parameters

and previous load consumption.

Also, due to the seasonal changes of weather data, the correlation to the electrical load

will vary during the year.

A.3.3 Random effects

Infrastructural changes in the urban area and maintenance work are random effects that

will not be detected by pattern recognition. When examining the Sydney dataset load

curve as shown in Fig. A.1, there is consisting seasonal patterns. Load pattern are

consistent from year to year, and show reoccurring seasonal pattern. When the yearly

load curves do not vary from year to year show that there are no economic trends.

A.3.4 Relevance

It is important to investigate the main effects on the system load pattern as these are the

main predictors in load forecasting.

To look for causalities in load and effect has been the topic of previous studies in load

forecasting. Knowledge about the cause and effect about external parameters and system

load is needed for accurate prediction. In the literature concerns have been voiced about

more complicated forecast scenarios based on deregulated markets [22] and demand side

management.

When energy consumers are free to choose suppliers the varying energy prices are in-

centives to attempt to shift non-critical load demands to periods where the stress on the

grid is less intense, otherwise known as peak shaving. The other aspect is the integration

of the district level environment friendly power plant, relying on intermittent renewable

energy sources. In Figure 2.4, the load and temperature are plotted in the same plot.

The plot will help searching for linearity among the features. The upper side of the plot

forms a v-shape, separating the plot into two linear relationships at around 21◦C. While

the lower end has a more round u-shape.





A.4 Correlation Analysis of Electrical Load with Me-

teorological Parameters

Correlation is a measurement to how two ranges of data move together, and will give us

an indication of how to assess feature engineering. Other means to measure the relevance

between variables is Shannons concept of Mutual Information (MI), a method based in

the entropy function that gives the certainty of a variable [21]. Correlation is widely used

in contemporary research, where regression tools and other machine learning methods

are applied to various engineering features (e.g. power transformers health index [22],

emission prediction of Combined Cycle Gas Turbine [23], wind power prediction based on

weather data and local terrain [24]). The Pearson Correlation Coefficient (r) computes the

linear relationship between two datasets, in a range from -1 to +1. [36]. If the relationship

is in the proximity of 1, it means that when x increases so does y and at exact linearity,

the opposite is true for -1, it means that when a dataset is increasing the other dataset is

decreasing.

r = rxy =
n
∑

xiyi −
∑

xi

∑
yi√

n
∑

x2
i − (

∑
xi)2

√
n
∑

y2i − (
∑

yi)2
(A.1)

One of the means to improve prediction accuracy in spite the seasonal differences, is to

create a dummy variable that increases the precision of the algorithm while differentiating

the seasonal changes.

A dummy variable or Indicator variable is an variable created to represent more distinct

categorical level. In this paper one was made to categorize on day of week:

df [′season′] = (df [′month′]%12 + 3)// (A.2)

The use of dummy variables has been successfully employed by forecasting on the UK

electricity market, to categorize days into working and non-working days [26].

Other papers conclude what this research also experienced that the most accurate predic-

tion comes from either from predicting on the same hour or for 24 hours, probably due

to the habitual individual behaviour like showering and putting on the coffee at the same

time every day [25].

A.4.1 Regressor Model

The input for the model are based on tree parameters, time, weather and previous load

consumption, see Figure A.4. The time parameters are divided into sub-categories in

lower categorical level as the indicating variables day of the week, working-/non-working

days and season. Included are also the previous load consumption are organized by the

lag method and weather parameters.

The preprocessed inputs are then computed using regression tools, in Figure A.5, rep-

resented by the k-Nearest Neighbour regressor. Figure A.5, is showing the k-Nearest





Figure A.5: The regressor model

Neighbour algorithm, where the model shows the algorithm consider a k-value and dis-

tance function based on the inputs. The regressors are taken from the scikit learn library

[29], and further the hyper-parameters are tuned for optimal performance.

A.4.2 Regression Models Analysis

The regression-tools considered in this article are kNearestNeighborRegressor, Linear-

Regressor and RandomForestRegressor. To elaborate further on the model used in this

research in the following the kNearestNeighborRegressor is explained: The k-Nearest

Neighbour is an algorithm that computes the numerical value of the distance between

given features or data points and a query point in an multi-dimensional array, and then

find the point in vicinity to the query point [26].

In Figure A.5, the model takes a set of inputs, based on time, date, previous power

consumption and weather parameters, based on the features of the Sydney dataset and

further created.

A.4.2.1 kNN Regression Tool

The kNN-classifier is illustrated in Figure A.6, where Subfigure A.6a, depicts a nearest

neighbour of k=1, where simply the nearest neighbour decides the class of prediction,

whilst in Subfigure A.6b, the number of k is increased to more then one [70].

Using k=1 can lead to false prediction, and a set of k-Nearest Neighbours are often used.

When classifying the dependent variable is categorical can easily been made numerical

by regression. The k-NN regressor makes a regression based on the number of k-Nearest

Neighbours to minimize the false predictions. The model considers a range of different

k-values to find the optimal value.





(a) k=1 (b) k=2

Figure A.6: kNN-classifier

A.4.2.2 Distance

A variety of distances is used in the algorithm. As seen in Equation C.10, C.11, C.12,

and C.13, they are most used since it is easy to intersect by changing the variable q. The

variable q is also considered to find the optimal value.

A.4.2.3 Manhattan/City Block Distance

d(x, y) =
k∑

i=1

|xi − yi| (A.3)

A.4.2.4 Euclidean distance

d(x, y) =

√√√√
k∑

i=1

(xi − yi)2 (A.4)

A.4.2.5 Minkowski Distance

d(x, y) =

( k∑

i=1

(|xi − yi|)q
) 1

q

(A.5)

A.4.2.6 Chebychev Distance

d(x, y) = lim
q→∞

( k∑

i=1

(|xi − yi|)q
) 1

q

(A.6)

Similarly the all the regression-tools have parameters viable for optimisation. This re-

search employs a systematic grid-search on selected parameters.





A.5 Results and Discussions

In k-fold cross validation the dataset D is divided into an equally adjusted amount of

k’s. For the Sydney dataset the subsets are D2006, D2007, D2008, D2009 and D2010. One

subset when is taken apart for testing Di, and the remaining four is used for training. The

method is repeated until all the subsets are tested on an equal shifted amount of training

data [28]. In the case of the Sydney dataset containing 87648 datapoints, each k-subset

will contain approximately 17530 datapoints depending if there is a leap year or not.

The cross validation was done on various regressors from the Python library scikit-learn

[29]. All regressors were set to the default values. In Table A.1, the validation is done for

short-term (30 min) time prediction window, denoted t-1, and long-term (24 hour) time

prediction window, denoted t-48. The MAPE of the cross validation show little variation

between the subsets. In this work the weather parameters and the load data from the

urban area of Sydney city is used. The results are analyzed for correlation among the

dataset variables, graphical inspection for understanding some patterns between load and

temperature, impact analyses of q-values on load prediction, and analyses of results for

load and indicator variables.

A.5.1 Correlation Analysis

Correlation analysis between the variables enlisted in the Sydney dataset (Date and Hour,

four weather parameters; DryBulb, DewPnt, WetBulb and Humidity, information about

the electricity load consumption, ’SYSLoad’) are presented in Table A.2.

A.5.2 Graphical Inspection between Load and Temperature

In section 8.1 it is observed that there is significant impact of temperature on the load.

Therefore it is also investigated through graphical depiction the complex relation between

DryBulb Temperature and the load patterns emerging from human lifestyle behavior,

influenced by the weather conditions. The correlation of System Load to Last half hour

value correlates highest at 0.98, and is also the most effective variable for short-term load

forecast. Preceding the last half hour value is the variable Hour at 0.48, giving high impact

on the periodicity. It has been observed that among the weather parameters, DryBulb

has a better correlation with the load. The correlation for DryBulb to the load improves

further when it is correlated to the previous 24 hour load data. This might explain

why the 24 hour prediction results improves when impact of the weather parameters

are included. When investigating the correlation between load and temperature from

the graphical depiction, as seen in Figure A.7, where seasonal effects influences the load

patterns we find complex patterns, but also periodicity. From these observations it can

be seen that the vertical approach (considering a sample time period - e.g seasonally and

weekly - of data for four years, and tested for the same time period of the consecutive

year) enables the algorithm to reveal the complexity of load and temperature for better

prediction results [30].





Table A.1: k-fold validation result in MAPE
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Linear 2.22 5.49 2.12 5.07 2.13 4.95 2.17 5.24 2.11 5.11

Bayes 2.22 5.49 2.12 5.07 2.13 4.95 2.17 5.24 2.11 5.11

Table A.2: Correlation of Dataset
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Figure A.7: Correlation of DryBulb Temperature and Electric Load consumption.





Table A.3: Seasons

Season Months

Season 1 December January February

Season 2 March April May

Season 3 June July August

Season 4 September October November

A.5.3 Impact Analysis of q-value on MAPE

In this work the annual load profile has been divided in four seasons and time frames are

given in Table A.3. Observing the results of the impact of q-values on prediction, the

preferred value is 1, which is the absolute value. Only occasionly are other q-values the

preferred output, meaning the one with the lowest MAPE. On these occasions the highest

q-value was 4. Load prediction has been analyzed for all seasons for different regressors

and the MAPE for short-term (30 minutes) and long term (24 hours) are presented in

Table A.4. In this analysis only the previous load pattern were taken into account. MAPE

analysis has been carried out for horizontal (continous time series) as well as vertical ap-

proach. It has been observed that Random Forest Regressor provides better results for 30

minutes prediction in horizontal as well as vertical approach for all seasons. For 24 hours

prediction it has been observed that in most of the season k-Nearest Neighbour Regressor

performs well compared to other regression tools. But in season one for vertical approach

Linear Regression has given better result. In season three k-Nearest Neighbour regressor

performs well especially considering the vertical approach.

The load prediction using Random Forest Regressor, k-Neareast Neighbor Regressor and

Linear Regression has been presented in Figure A.8. These regression results for 24 hour

load prediction in season three using vertical approach. Tests conducted by including

previous load consumption, weather parameters and indicator variables.

A.5.4 Lowest MAPE for short term and long term prediction

The relative comparison of the MAPE for different regression tools for 30 minutes and 24

hours have been done using both horizontal and vertical approach for all seasons, as shown

in Table C.4. It has been found that the the lowest MAPE was achieved with the use

of previous load patterns together with indicator variables, and noticeably disregarding

weather variables. This goes well with the previous analysis of correlation, which confirms

that previous load patterns and indicator variables have higher correlation to the actual

load, then the weather parameters.

It has been observed from the test results the lowest MAPE is found through Random

Forest Regressor for 30 minutes prediction using the vertical approach. For the 24 hour

time period k-Nearest Neighbor is providing lowest MAPE, again through the vertical

approach. The lowest MAPE for 30 minutes prediction in season three using vertical ap-





Table A.4: q-Value Results

Regressor

Time Random Forest k-Nearest Neighbour Linear Regression

Season One Horizontal Approach

30 minutes 1.12(16*) 1.29(5**,1***) 2.02

24 hours 5.21(13*) 4.30(16**,4***) 5.55

Season One Vertical Approach

30 minutes 1.01(16*) 1.44(11**,1***) 1.78

24 hours 6.75(13*) 6.63(19**,1***) 6.29

Season Three Horizontal Approach

30 minutes 1.13(15*) 1.43(7**,1***) 2.29

24 hours 4.00(15*) 3.60(19**,3***) 5.03

Season Three Vertical Approach

30 minutes 0.93(18*) 1.17(7**,1***) 2.22

24 hours 3.73(13*) 3.58(7**,1***) 5.09

* n-estimator

** k-value

***q-value
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Figure A.8: Regression results on 24 hour prediction for season tree

using vertical approach. Tests conducted by including previous load

consumption, weather parameters and indicator variables.

proach is shown in Figure A.9, and similarly for 24 hours in Figure A.10. The MAPE for

30 min prediction results using ‘random forest regressor’ is varying between 1-2%, as seen

in Figure A.9, and providing very good results compare to other regressions techniques,

which have been used in this work. The 24 hours predictions results using ‘k-Nearest

Neighbor Regressor’ technique has MAP of 2.61%, as seen in Figure A.10, which is much
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Figure A.9: Best performance for 30 min prediction by Random Forest Regressor
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Figure A.10: Best performance for 24 hour prediction by kNN regressor

better compare to other regressors, which have been studied in his work. From the results,

it has been observed that for short-term predictions (30 min) the ‘random forest regres-

sor’ should be used; and for long-term predictions (24 hours) the ‘k-Nearest Neighbor

Regressor’ should be considered.





Table A.5: BEST RESULTS (MAPE Load and Indicator aggregated ver-

sion test results)

Regressor

Time Random Forest k-Nearest Neighbour Linear Regression

Season One Horizontal Approach

30 minutes 1.11(9*) 1.98(7**,1***) 2.04

24 hours 5.32(13*) 6.53(4**,1***) 5.15

Season One Vertical Approach

30 minutes 0.94(16*) 1.85(8**,1***) 1.76

24 hours 5.88(13*) 5.49(5**,2***) 5.83

Season Three Horizontal Approach

30 minutes 1.12(17*) 2.36(5**,1***) 2.29

24 hours 4.76(9*) 5.41(19**,1***) 5.27

Season Three Vertical Approach

30 minutes 0.86(17*) 1.19(6**,1***) 2.15

24 hours 2.71(17*) 2.61(17**,1***) 4.26

* n-estimator

** k-value

***q-value





A.6 Conclusion

In this paper the regression tools, Random Forest Regressor, k-Nearest Neighbor Regres-

sor and Linear Regression are used for analyzing the urban area electrical energy demand

forecasting. Using larger dataset of Sydney region. This work has explored the use of

regression tools for electrical energy load forecasting through correlating weather param-

eters as well as the time period. Load prediction analysis using regression tools have been

done continuous time basis (horizontal) as well as vertical time approach.

A correlation study, where both the Pearson method and visual inspection, of the vertical

approach depicts meaningful relation between pre-processing of data, test methods and

results, for the regressors examined. Data correlation over seasonal changes have been

argued by means of improving Mean Absolute Percentage Error (MAPE). By examining

the structure of various regressors they are compared for the lowest MAPE. The regres-

sors show good MAPE for short term (30 min) prediction and Random Forest Regressor

scores best in the range of 1-2 % MAPE. kNN show best results for 24 hour prediction,

with a MAPE of 2.61%.

Results of this work is going to be useful for predicting the short term 30 minutes electri-

cal energy using vertical approach and considering Random Forest Regression Tool. For

long term prediction of 24 hours kNN Regression Tool can provide better results using

vertical approach. It is also important to consider further investigations of the impact of

various weather parameters on load prediction.

The presented regression techniques can forecast electrical energy demand for short-term

(30 min) and long-term (24 hours) using limited datasets. Vertical axis approach has

shown competitiveness to ANN due to use of low amount of data and considering the

impact of meteorological parameters. Load forecasting is the most fundamental applica-

tion in Smart-Grid, which provides essential input to other applications such as Demand

Response, Topology Optimization and Abnormally Detection, facilitating the integration

of intermittent clean energy sources. Presented regression techniques can also be used for

predicting energy output (short- and long-term) from the intermittent renewable energy

sources.
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