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Preface

This book presents the proceedings of the 20th International Federation of Information
Processing (IFIP) Conference on e-Business, e-Services, and e-Society (I3E), which
was hosted in Galway, Ireland, 1-3 September 2021. The annual I3E conference is a
core part of Working Group 6.11, which aims to organize and promote exchange of
information and co-operation related to all aspects of e-business, e-services, and
e-society (the three Es). The I3E conference series is truly interdisciplinary and wel-
comes contributions from both academics and practitioners alike.

The central theme of the 2021 conference was Responsible Al and Analytics for an
Ethical and Inclusive Digitized Society although, in line with the inclusive nature
of the I3E series, all papers related to e-Business, e-Services, and e-Society were
welcome. Digital technologies (e.g., Al, Blockchain, Big Data Analytics), and ICT in
general, create opportunities and unintended or negative consequences for individuals
and society (Gupta et al., 2021; Majchrzak et al., 2016). These opportunities and
consequences have not been evenly distributed. Therefore, the aim of the conference
was to bring together a community for the advancement of knowledge regarding the
adoption, use, impact, and value of digital technologies across e-business, e-services,
and e-society.

Despite the many personal, economic, and societal benefits offered by Al and
analytics (Dennehy, 2020; Pappas et al., 2018), their use raises a variety of ethical
concerns that need to be addressed in order to create a “good Al society” (Fossa
Wamba et al., 2021). Ethics permeates the entire analytics process, from what data to
use, to how to represent the extracted knowledge and exploit the insights to create
economic and social value. Ethical concerns (e.g., illegitimate surveillance, invasion of
privacy, unemployment, malicious use, etc.) are frequently used to portray Al and other
digital technologies as a danger to humanity. For example, digital exclusion is part
of the overall challenge of exclusion, a growing phenomenon which carries with it a
series of deteriorations in life paths (e.g., poor lifelong earnings and an increased risk of
marginalization). There are many who are currently excluded for reasons of low
income and education, location, culture, trust and confidence levels or various dis-
abilities. These concerns warrant the attention of the academic community to ensure the
information society is built on a foundation in which integrity and rigor for good
science will promote quality systems, and good ethics will promote good professional
practice (Calzarossa et al., 2009). Hence, in order to be able to practice in an ethical
manner, professionals must see vistas beyond technology (Stoodley et al., 2010).

At the same time, we acknowledge that Al and other digital technologies can offer
transformational power across sectors, namely, public (Alshahrani et al., 2021), private
(Mikalef and Gupta, 2021), and not-for-profit (Dennehy et al., 2021), ranging from
enhanced business operations and supply chains (Cadden et al., 2021) to reinventing
business models (Duan et al., 2019) to decision-making (Paschen et al., 2020) to
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changing the nature of work (Schwartz et al., 2019) to enhanced human capabilities
(e.g., Al-enabled recruiting) (Dwivedi et al., 2021).

The Call for Papers solicited submissions in two main categories: full research
papers and short research-in-progress papers. Each submission was reviewed by at least
two knowledgeable academics in the field, in a double-blind process. The 2021 con-
ference received submissions from more than 33 countries across the world, including
China, Mexico, India, Pakistan, Japan, Kenya, Ghana, Morocco, South Africa,
Finland, Sweden, Norway, Greece, the Netherlands, the UK, Papua New Guinea,
Canada, and the USA to name a few. The best papers were selected for inclusion in a
special issue of Information Systems Frontiers or their authors were given the oppor-
tunity to enhance the manuscript for fast-track review and publication in International
Journal of Information Management and Journal of Decision Systems. The final set
of 57 full papers and 8 short papers submitted to I3E 2021 and appearing in these
proceedings were clustered into twelve groups, each of which are outlined below.

Part I encapsulates a core theme of the conference, with nine manuscripts that
address the adoption and diffusion of Al for digital transformation and public good.

Part II contains five manuscripts relating to Al and analytics for decision making.

Part III continues the core theme of the conference, drawing together seven
manuscripts related Al philosophy, ethics, and governance.

Part IV complements the previous clusters, with five manuscripts related to privacy
and transparency in a digitized society.

Part V captures five manuscripts focused on digitally enabled sustainable organi-
zations and societies.

Part VI dovetails with the theme of the previous cluster, with five manuscripts that
address digital technologies and organizational capabilities.

Part VII consists of four manuscripts that investigate the role of Al and analytics in
digitizing supply chains.

Part VIII contains five manuscripts that address customer behavior and e-business.

Part IX is made up of four manuscripts that examine the opportunities afforded by
blockchain technology.

Part X consists of three manuscripts that explore the growing use of Al and analytics
in the context of information systems development.

Part XI draws together eight manuscripts that explore social media analytics in a
variety of contexts.

Part XII is the final cluster of these proceedings, with five manuscripts focused on
Al and analytics in the context of teaching and learning.

In addition to the above papers, we were delighted to welcome Professor Katina
Michael, Professor H. Raghav Rao, and Professor Dinesh Kumar as our keynote
speakers.

Katina Michael has recently moved to Arizona State University, holding a joint
appointment in the School for the Future of Innovation in Society and the School of
Computing, Informatics, and Decision Systems Engineering. She is also the director
of the Centre for Engineering, Policy, and Society. Katina Michael is also affiliated
with the School of Computing and Information Technology at the University of
Wollongong. Until recently she was the Associate Dean — International, in the Faculty
of Engineering and Information Sciences. Katina was formerly the long-standing IEEE
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Technology and Society Magazine editor-in-chief (2012-2017), and is presently an
IEEE Consumer Electronics Magazine senior editor. Since 2008 she has been a board
member of the Australian Privacy Foundation, and was formerly the Vice-Chair. Her
research focuses on the socio-ethical implications of emerging technologies. She has
written and edited six books, guest edited numerous special issue journals on themes
related to radio-frequency identification (RFID) tags, supply chain management,
location-based services, innovation, and surveillance/uberveillance. In 2017, Katina
was awarded the prestigious Brian M. O'Connell Award for Distinguished Service to
the IEEE Society on the Social Implications of Technology (IEEESSIT).

H. Raghav Rao was named the AT&T Distinguished Chair in Infrastructure
Assurance and Security at The University of Texas at San Antonio College of Business
in January 2016. He also holds a courtesy appointment as full professor in the UTSA
Department of Computer Science. Prior to working at UTSA, H. R. Rao was the SUNY
Distinguished Service Professor at the University at Buffalo. He graduated from
Krannert Graduate School of Management at Purdue University. His interests are in the
areas of management information systems, decision support systems, e-business,
emergency response management systems, and information assurance. He has chaired
sessions at international conferences and presented numerous papers. He also has
co-edited four books, including Information Assurance Security and Privacy Ser-
vices and Information Assurance in Financial Services. He has authored or co-authored
more than 200 technical papers, of which more than 125 are published in archival
journals. H. R. Rao was the inaugural recipient of The Bright Internet Award for his
contributions to the information systems discipline by KMIS, the Korea Society of
Management Information Systems. In 2018, H. R. Rao was awarded the International
Federation for Information Processing (IFIP) Outstanding Service Award for signifi-
cant service contributions to the field of information systems and information systems
security. In November 2016, H. R. Rao received the prestigious Information Systems
Society Distinguished Fellow Award (Class of 2016) for outstanding intellectual
contributions to the information systems discipline. Rao’s work has received best paper
and best paper runner up awards at ISR, AMCIS, and ICIS. He has received funding for
his research from the National Science Foundation, the Department of Defense, and the
Canadian Embassy. He also received the Fulbright fellowship in 2004. Rao is a past
chair of IFIP WG 8.11/11.13, the working group for Information Systems Security
Research. He is co-editor-in-chief of Information Systems Frontiers, advisory editor
of Decision Support Systems, associate editor of ACM TMIS, and senior editor at
MIS Quarterly.

U Dinesh Kumar is a professor in decision sciences area and also the chairperson of
DCAL at the Indian Institute of Management, Bangalore (IIMB). Dinesh Kumar holds
a Ph.D. in Mathematics from IIT Bombay and has over two decades of teaching and
consulting experience. He has been recognized as one of the top 10 most prominent
analytics academicians in India for his extensive research in big data analytics. He has
spearheaded the analytics education industry in India. IMB was one of the first edu-
cation institutes in the country to offer a regular long-duration certification program on
Business Analytics & Intelligence (BAI) in the year 2010. U. Dinesh Kumar is also the
Programme Director of the Big Data Analytics certification program. He has published
several research articles in reputed academic journals such as the European Journal of
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Operational Research, Annals of Operations Research, the International Journal of
Production Economics, The Journal of Operational Research Society, Computers and
Operations Research, IEEE Transactions on Reliability, and the International Journal of
Reliability, Quality and Safety Engineering. He has also published more than 30 case
studies on business analytics and machine learning algorithms based on Indian and
multinational organizations at Harvard Business Publishing. He has authored 3 books
and his most recent book titled “Business Analytics - The Science of Data Driven
Decision Making” has been recommended by the All India Council for Technical
Education (AICTE). He is the Founder-President of the Analytics Society of India
(ASI). U. Dinesh Kumar regularly conducts corporate training programs in analytics
and has trained many professionals in the field of analytics in the last 11 years. He has
provided analytics consulting services to organizations such as Boston Consulting
Group, GE Healthcare, General Motors, Hindustan Aeronautics Limited, Indian Army,
TVS Motors, Wipro, and so on. He has conducted in-house training programs on
analytics for several organizations including Accenture, Aditya Birla Group, Allianz
Benelux, Ashok Leyland, Bank of America, CISCO, Fidelity, Honeywell, and ITC
Infotech.

The conference schedule included the IFIP 6.11 Committee Meeting (day 1), live
traditional Irish Sean-nds (old style) dancing (day 1), virtual coffee house meet ups
(days 1-3), Dr. John Oredo chaired a panel discussion with renowned academics and
practitioners on the topic of ethical Al (day 2), Best Paper award (day 2), and the
conference concluded with a closing ceremony that included a presentation about I3E
2022 (day 3). Supplementary to the conference was a one-day doctoral symposium that
involved presentations from 10 Ph.D. candidates and discussions with the symposium
committee.

The success of the 20th IFIP I3E conference was a result of the enormous effort
of numerous people and organizations. Firstly, this conference was only made possible
by the continued support of WG 6.11 for this conference series and for selecting
Galway to host I3E 2021, and for this we are extremely grateful. We are privileged to
have received so many good quality submissions from authors across the globe and the
biggest thank you must go to them for choosing I3E 2021 as the outlet for their current
research. We are indebted to the Program Committee who generously gave up their
time to provide constructive reviews and facilitate enhancement of the manuscripts
submitted. Finally, we extend our sincere gratitude to everyone involved in organizing
the conference, to our esteemed keynote speakers, and to Springer LNCS as the
publisher of these proceedings, which we hope will be of use for continued develop-
ment of research related to the three Es and social media in particular.
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Abstract. The present study advances our understanding of human-AlI interac-
tions, by identifying and analyzing chatbot affordances in prior research. The
results of this review consolidate research findings on chatbots’ affordances, which
must be taken into consideration when chatbot-based services are designed and
deployed. Specifically, the review of state-of-the-art literature led to the identifica-
tion of nine high level affordances: Human Like Conversing, Assistance Provision,
Facilitation, Distilling Information, Enriching Information, Context Identification,
Personalization, Fostering Familiarity and Ensuring Privacy. Our contribution is
twofold. First, we map the chatbot affordances identified in prior research and
group them in higher-level, overarching affordances through a thematic analy-
sis. Furthermore, we identify areas for future research providing a foundation for
researchers aiming to engage with the research area.

Keywords: Chatbots - Human-Chatbot interaction - Human-Al interaction -
Affordances - Review

1 Introduction

Chatbots, or conversational agents, are increasingly being used in various contexts to
handle large volumes of inquiries from customers [1], to automate mundane tasks inter-
nally in organizations [2], or for the delivery of public services, with a focus on citizen
inquiries and information [3]. They use natural language to interact and communicate
with different users, allowing ‘rich’ and expressive digital interactions convincingly sim-
ulating how a human would behave in a conversation [4]. Chatbots not only automate
communication tasks replacing humans but also, provide opportunities for developing
new types of services through synergies between humans and digital agents [5]. Since
the early chatbot developments back in the 1960s, chatbots have significantly improved
leveraging advancements in machine learning (ML), natural language processing (NLP)
[6], natural language understanding (NLU) [1], natural language generation (NLG) [7],
and other artificial intelligence techniques. By 2024, chatbots are projected to facilitate
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142 billion US dollars of retail enabled by the advances in NLU capabilities that allow
to significantly increase chatbot effectiveness [8].

There is an increase in implementing chatbots in online service encounters. Many
companies communicate with their end users through chatbots, on either their own
website or via social media [9]. Typically, chatbots are introduced to reduce or eliminate
the waiting time customers spend on phone or email-inquiries or reduce the workload of
chat employees [1]. Chatbots have proven to be very useful for addressing demand surges
handling inquiries that correspond to the capacity of multiple human agents. This has
been especially useful during the major crisis caused by the Covid-19 pandemic [10].
Recent studies discuss the required characteristics of chatbots along with the pitfalls
that must be avoided [11, 12], while offering suggestions for further advancements
in chatbot technologies through innovations such as sentiment-adaptive responses for
increased empathy [13]. There is extensive research on chatbot features, nevertheless, for
the design and deployment of chatbot-based services it is important to leverage insights
that go beyond chatbots’ capabilities. Service design relies on insights for the emergent
relations between users and chatbots and especially the synergetic relationships that
make possible human-AT hybridization in service offerings [14].

To better understand and explain the complex relations between humans and Al,
we take an affordance theory perspective [15], as it can help conceptualize what action
possibilities chatbots afford to their users. Affordances are “possibilities for goal-oriented
action afforded to specified user groups by technical objects” [16]. Taking into account
the vast increase of chatbot implementations across industries, it is critical to explore the
action possibilities offered by chatbots helping to advance research and practice from
the traditional uses of chatbots for task substitution (Al substitutes humans by chatbots
responding to user inquiries) towards the combination of chatbots with human agents in
new types of task assemblages.

The present study identifies, analyses, and integrates empirical research on chat-
bot affordances across different contexts. We performed a systematic literature review
covering empirical studies done in the last five years in this research area. The research
question is as follows: What affordances of chatbots are identified in prior literature? Our
contribution is twofold. First, we map the chatbot affordances identified in prior research
and group them in higher-level, overarching affordances through a thematic analysis. The
results of this review offer important information on chatbots’ affordances, which can
inform the design of chatbot-based services. Furthermore, we identify areas for future
research providing a foundation for researchers aiming to engage with this research area.

The remainder of the paper is organized as follows. First, we present the method used
for selecting and analyzing the articles for this review. Then, we present the findings and
the groupings of affordances. We continue by discussing the implication these findings
have for further research, before we end with overall concluding remarks.

2 Research Method

In this systematic literature review we followed the process as described by Kitchen-
ham [17] who presents a structured approach comprising three main steps: a) plan-
ning the review, where a detailed protocol containing specific search terms and inclu-
sion/exclusion criteria is developed, b) conducting the review, where the selection,
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appraisal and synthesis of prior published research is performed and c) reporting the
review, where the write-up is prepared. We used these steps as our methodological
framework. Further, we implemented key principles offered by Webster and Watson
[18] for the article analysis. Following these principles, we identified key concepts and
created a concept-centric matrix that provides an overview of the literature reviewed.

To identify and select research articles to be reviewed, we used the terms “Chatbot
AND affordance”, “Conversational-agent AND affordance”, “Chat-agent AND affor-
dance”. We searched for these combinations in the abstract, title and keywords of pub-
lished articles. Moreover, we performed backward and forward searches to review rele-
vant citations. While the main search was performed in Scopus, we used Google Scholar
for our backward and forward searches.

Inclusion and exclusion criteria were established to reduce selection bias, guarantee
the quality of the papers selected and increase the validity of our review. Peer-reviewed,
empirical papers, written in English, published in the last five years were included. Con-
ceptual papers that lacked empirical evidence, reviews, papers that did not have an author,
all duplicate, and papers not in English were excluded. The initial search yielded 67 arti-
cles in total. The next step was to read the titles and abstracts of the articles identified
checking their relevance to the research question. For this step the exclusion criteria were
used. After this step, 48 papers were shortlisted. Finally, the full text of the shortlisted
papers was assessed for relevance leading to 9 papers being included in the review.
Figure 1 provides an overview of the selection process and Table 1 presents the list of
articles included in the final review corpus.

Results

a fri)r?n Exclusion Full text 5
Pplymg criteria analysis
search

terms

Fig. 1. The literature selection process.

Table 1. Final article corpus

# | References

1 | Barnett, A., Savic, M., Pienaar, K., Carter, A., Warren, N., Sandral, E., & Lubman, D. I.
(2020). Enacting ‘more-than-human’ care: Clients’ and counsellors’ views on the multiple
affordances of chatbots in alcohol and other drug counselling. International Journal of Drug
Policy, 102910

2 | Knote, R., Janson, A., Sollner, M., & Leimeister, J. M. (2020). Value Co-Creation in Smart
Services: A Functional Affordances Perspective on Smart Personal Assistants. Journal of
the Association for Information Systems, 78

(continued)
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Table 1. (continued)

# | References

3 | Lippert, A., Gatewood, J., Cai, Z., & Graesser, A. C. (2019). Using an Adaptive Intelligent
Tutoring System to Promote Learning Affordances for Adults with Low Literacy Skills.
Adaptive Instructional Systems. HCII 2019. Lecture Notes in Computer Science, 11597,
327-339

4 | Lunberry, D., & Liebenau, J. (2020). Human or Machine? A Study of Anthropomorphism
Through an Affordance Lens. Digital Transformation and Human Behavior. Lecture Notes
in Information Systems and Organisation, 37, 201-215

5 | Meske, C., Amojo, 1., & Thapa, D. (2020). Understanding the Affordances of
Conversational Agents in Mental Mobile Health Services. ICIS 2020 Proceedings

6 | Moussawi, S. (2018). User Experiences with Personal Intelligent Agents: A Sensory,
Physical, Functional and Cognitive Affordances View. SIGMIS-CPR’18: Proceedings of
the 2018 ACM SIGMIS Conference on Computers and People Research, 86-92

7 | Stoeckli, E., Dremel, C., Uebernickel, F., & Brenner, W. (2020, 06). How affordances of
chatbots cross the chasm between social and traditional enterprise systems. Electron
Markets, 30, 369-403

8 | Stoeckli, E., Uebernickel, F., & Brenner, W. (2018). Exploring Affordances of Slack
Integrations and Their Actualization Within Enterprises — Towards an Understanding of
How Chatbots Create Value. Hawaii International Conference on System Sciences (HICSS)

9 | Waizenegger, L., Seeber, 1., Dawson, G., & Desouza, K. (2020). Conversational
agents-exploring generative mechanisms and second-hand effects of actualized technology
affordances. In Proceedings of the 53rd Hawaii international conference on system sciences

The full texts of the papers identified were analyzed. All the different chatbot affor-
dances identified in the papers were listed. We then performed a thematic analysis group-
ing together affordances in higher level affordances. The outcome of this analysis is
presented in the next section.

3 Results

This section presents the literature review results. Prior research has investigated the
action possibilities provided by chatbots in different contexts. Across these different
contexts, 91 different affordances have been identified and grouped in nine categories.

Affordances Related to Human-Like Conversing

Chatbots provide to users action possibilities for engaging in conversations. They rep-
resent a shift in how people interact with software applications. They can produce
human-like message content allowing users to communicate with computers using natu-
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ral language. Due to advancements in natural language processing and interpretation and
progress in conversational modelling the flow of conversation with chatbots is becoming
smoother than ever. Chatbots can infer users’ intent, synthesize answers responding to
users in natural language and retain the conversation context to answer follow-up ques-
tions. Table 2 provides an overview of the affordances related to human-like conversing
in the literature reviewed.

Table 2. Affordances related to human-like conversing

Related affordances identified in the literature

Capture, storage and renderings of voice recordings Lunberry and Liebenau [19]

Mimicry of human-like conversation methods

Mimicry of human-like conversational elements

Presentation of human-like message content

Fostering team cohesion Stoeckli, Dremel [2]

Enforcing discipline and compliance

Socializing Waizenegger, Seeber [20]

Mitigating boredom

Simulating a human-like interaction

Depending on the degree of anthropomorphism of virtual
anthropomorphic advisors, they afford users to establish positive
emotions (such as empathy) to increase users’ satisfaction during
and after value co-creation in a U-shaped manner

Through their anthropomorphic design, virtual anthropomorphic
advisors help users overcome information disclosure barriers in
value co-creation

Hands-free and eyes-free use Moussawi [21]

Communication Lippert, Gatewood [22]

Affordances Related to Assistance Provision

Chatbots are commonly used to assist employees of organizations or external audiences
(customers, patients, or citizens in general in the context of public services) in their
everyday transactions. They can carry out a range of assistive tasks such as setting
and getting reminders and notifications, invoking software functionality, or accessing
relevant information. The chatbot assistance capabilities provide to users interesting
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Table 3. Affordances related to assistance provision

Related affordances identified in the literature

Receiving status notifications and updates

Receiving real-time information

Receiving metrics and key performance indicators

Setting and getting reminders

Setting and getting nudges/triggers to action

Having messages processed and replaced

Increasing visibility and ambient awareness

Relieving employees from application switching

Relieving employees from repetitive work

Stoeckli, Dremel [2]

Receiving status notifications and updates

Receiving real-time information

Receiving metrics and key performance indicators

Getting reminded

Getting nudges

Getting a nudge to action and resolve it

Invoking functionality

Invoking functionality and making invocation visible

Stoeckli, Uebernickel [23]

Instantaneous solving of fact-based questions

Executing tasks

Help-seeking for personal issues

Relief from mundane tasks

Self-servicing

Waizenegger, Seeber [20]

Different affordances according to their unique combinations of
material properties that influence value co-creation in smart
services

Afford users to spend more cognitive load on the
actual value-creating task rather than on interacting with the
system

Afford users to identify the technical object as an expert in a
certain domain

Knote, Janson [24]

Speedy assistance

Usefulness

Moussawi [21]

Access relevant information

Engage with application

Meske, Amojo [25]

(continued)
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Table 3. (continued)

Related affordances identified in the literature

Minimising human error and maximising expertise Barnett, Savic [26]

novel action possibilities, they can offload some of their everyday tasks to these smart
agents and they can get smart support for their exchanges with service providers. Table
3 provides an overview of the affordances related to assistance provision in the literature
reviewed.

Affordances Related to Facilitation

Chatbots can offer facilitation in the relationship between users and organizations. They
provide users action possibilities for querying information or invoking functionalities
from third party systems without engaging directly with the third parties. They can
unify access across multiple systems offering external integration. Overall, chatbots can
reduce the effort required for different tasks through their facilitation. Table 4 provides
an overview of the affordances related to facilitation in the literature reviewed.

Table 4. Affordances related to facilitation

Related affordances identified in the literature

Capturing data in third party systems Stoeckli, Dremel [2]

Querying information from third-party systems

Invoking functions from third-party systems and make this invocation
visible

Unifying access to third-party systems

Building rapid prototypes (F)

General activity assistants afford smart service stakeholders to co-create | Knote, Janson [24]
value through external integration, and, thus, shape affordances
accordingly in a reciprocal and dynamic manner

Contact relevant institutions Meske, Amojo [25]

Affordances Related to Distilling Information

Chatbots provide users with action possibilities related to distilling information. For
instance, they aggregate information, they facilitate users’ understanding of large infor-
mation amounts and they can even help users reflect on the information they provide for
their own mood or mental state. Table 5 provides an overview of the affordances related
to distilling information in the literature reviewed.
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Table 5. Affordances related to distilling information

Related affordances identified in the literature

Receiving aggregated information Stoeckli, Uebernickel [23]

Ensuring information flow through uncoupling Stoeckli, Dremel [2]

Receiving aggregated information

Afford users to effectively access and better Knote, Janson [24]
understand large amounts of potentially consecutive information
necessary for information-intensive value co-creation in a
particular domain of interest

Reflect own mood/mental state Meske, Amojo [25]

Affordances Related to Enriching Information

Chatbots can enrich the information provided. For instance, they can enrich information
visually or with additional text. This way, they can accelerate communication making
it possible to connect more effectively. Al-enabled information enrichment makes chat-
bots more helpful as assistants in everyday tasks. Table 6 provides an overview of the
affordances related to assistance provision in the literature reviewed.

Table 6. Affordances related to enriching information

Related affordances identified in the literature

Having messages processed and enriched with additional information | Stoeckli, Dremel [2]

Having messages processed and visually enriched with user interface
elements

Voice facilitators afford the facility to complement or replace Knote, Janson [24]
interaction modes other than voice in value co-creation with respect to
specific user needs

Voice facilitators afford the facility to complement other smart services
through external integration that enable/shape new value co-creation
possibilities

General activity assistants rely on continuous adaptation in affordance
actualization processes through crowd data integration to improve value
co-creation

Affordances Related to Context Identification

Chatbots can provide context to what users are talking about or looking for. Hence,
they can identify problem-specific information, provide feedback as reaction and orient
ongoing conversations. Related affordances are presented in Table 7.
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Table 7. Affordances related to context identification

Related affordances identified in the literature

Consolidating information flow Stoeckli, Dremel [2]

Facilitating feedback as reaction and discussions

Separating organizational units

Capturing data Stoeckli, Uebernickel [23]

Querying information

Having messages processed and replaced

Afford users to explore a wide range of value co-creation Knote, Janson [24]
possibilities for different purposes within their ecosystem

Identify problem specific information Meske, Amojo [25]

Access to other affordances

Identify relevant institutions

Identify others with similar problems

Identify problem specific information

Affordances Related to Personalization

Chatbots contribute to the provision of personalized experiences. They are able to adapt
interactions to their users providing tailored responses, adjusting their tone and style.
Personalization means that the chat becomes more appealing to the user. As chatbots learn
from interactions further they continually improve personalization. Related affordances
found in the papers reviewed are presented in Table 8.

Table 8. Affordances related to personalization

Related affordances identified in the literature

Personal assistance Waizenegger, Seeber [20]
SPAs provide different affordances for specified users or user Knote, Janson [24]
groups, which in turn influences value co-creation in smart services

Personalization and learning from interactions Moussawi [21]
Interactivity Lippert, Gatewood [22]
Adaptivity

Feedback

Choice

Nonlinear access

(continued)
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Table 8. (continued)

Related affordances identified in the literature

Linked representations

Open-ended learner input

Affordances Related to Fostering Familiarity

The use of chatbots requires little prior experience as practically everybody is familiar
with chat applications nowadays. Users are increasingly familiar with messaging and
chatbots allow them to express their needs directly through a familiar interaction mode.
The familiarity with the channel allows also tensions to emerge, user satisfaction can
be followed by disappointment when expectations are not fulfilled. Related affordances
found in the papers reviewed are presented in Table 9.

Table 9. Affordances related to fostering familiarity

Related affordances identified in the literature

Emerging tensions: satisfaction and disappointment | Moussawi [21]

Emotional connection

Familiarity and potential improvement

Affordances Related to Ensuring Privacy

Chatbots employ privacy preserving approaches and may also act as gatekeepers for
access to different functions. Chats may require the disclosure of key information about
users so, it is important to ensure privacy in conversations. Related affordances found in
the papers reviewed are presented in Table 10.

Table 10. Affordances related to ensuring privacy

Related affordances identified in the literature

Adding gatekeepers that validate access to function of third-party | Stoeckli, Dremel [2]
systems

Adding gatekeeper Stoeckli, Dremel [2] Stoeckli, Uebernickel [23]

Leveraging anonymity Waizenegger, Seeber [20]

(continued)
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Table 10. (continued)

Related affordances identified in the literature

If the user is aware that the data-driven active observer collects | Knote, Janson [24]
context and usage data, information disclosure barriers (such as
privacy and trust concerns) will negatively influence value
co-creation in smart services

4 Discussion and Conclusions

The present study advances our understanding of human-Al interactions, by identifying
and analyzing the affordances of chatbots through a systematic review of the state-of-
the-art literature in the area. By conducting a thematic analysis, we present 9 higher
level affordances that capture the variety of action possibilities that chatbots afford to
their users. Table 11 provides a concise overview of the papers reviewed in the form of
a concept matrix.

The results show that the literature covers the two key perspectives regarding the
users of chatbots. These are: 1) the customers’ perspective, including a large variety
of audiences, such as consumers, patients, and service seeking citizens, and 2) the
employee’s perspective, including employees that seek interorganizational collabora-
tion but also employees that simply aim to improve their efficiency in day-to-day tasks.
Furthermore, prior research covers both text and voice based chatbots. The mapping of
these affordances enables the better understanding of the complex interrelations between
humans and Al enabled services, towards the creation of human-AI hybrids [14]. This
is particularly interesting for the design and deployment of novel types of services.

The most commonly researched affordances for chatbots are human-like convers-
ing and assistance provision. These two, form the basis of conventional human-chatbot
interactions. Our study shifts attention beyond the conventional human chatbot inter-
action by pointing to 7 additional affordances. Specifically, the facilitation affordance
indicates that there are significant opportunities for digital intermediation by chatbots
in service provision. Such intermediation can pave the way towards the creation of one
stop services, where the chatbots provide a gateway to multiple systems in an easy
and seamless manner. Furthermore, the distilling and enriching information affordances
create prospects for more synergies between chatbots and human service agents. For
instance, chatbots can enrich the content of short messages drafted quickly by agents,
increasing their efficiency allowing them to serve a greater number of customers. Fur-
thermore, the personalization affordance is especially interesting as it can enable private
and public organizations to revolutionize customer experience. Personalization may be
achieved through implementation of authentication functionalities, that are widely used
in other contexts. User authentication allows chatbots to access customers’ personal and
case-related data.

The findings reveal 3 affordances that need to be further researched aiming to more
mature and reliable chatbot implementations through the use of emerging technologies.
These are the context identification, familiarity and privacy affordances. Identifying
context is critical in any service provision. For example, if the chatbot is aware that an
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inquiry relates to private or business purposes, it may provide the appropriate type of
information in a faster way requiring less iterations. However, identifying the context in
a human-chatbot interaction requires access to information that is not always available
(e.g., due to privacy issues) or because the chatbot is not advanced enough to ask the
right questions, as a human agent would do when interacting with a customer. Regarding
familiarity, although the findings show that only one paper has explicitly examined
related affordances, the general chatbot literature suggests that creating chatbots with
high empathy that are able to mimic emotional responses remains a challenge [13].
Privacy is by itself a very complex and sensitive issue, thus creating challenges for
chatbot development, as for example in cases where access to personal data is required
for service provision.

The current work can contribute to research on Al and autonomous agents in the
context of citizen and worker behavior towards successful digital transformation [27, 28].
Overall, we find that the studies reviewed, explored different chatbot characteristics and
related action possibilities afforded to users. Nevertheless, we find little engagement with
aspects that are critical for the actualization of affordances such as digital literacy and the
elimination of digital inequalities [29] and the responsiveness of structures and processes
at the organizational level. A clearer focus on relevant users’ and organizational aspects
could be helpful for service designers and those who define digital channel strategies in
organizations. Affordances create potential, it is important to have in place the necessary
conditions for goal-oriented actions [16]. In conclusion, we call for further research on
affordances related to context identification, familiarity and privacy and on the different
facilitating conditions for the actualization of chatbot affordances in different contexts.
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Abstract. The adoption of Artificial Intelligence (AI) applications in organisa-
tions is growing rapidly. In this study, we focus on Chatbots as one type of Al
applications in the workplace. Chatbots differ from traditional organisational ICTs
in many aspects including machine learning and exhibiting social presence. These
characteristics motivate us to explore the role of emotions on chatbot use in the
workplace. Following a case study approach and collecting rich qualitative data,
the research identifies the different emotions involved in chatbot use in the work-
place and their effect on employees’ use behaviour. The findings surprisingly
highlight that excitement, hope and playfulness in addition to empathy towards
the chatbot offset the negative emotions of frustration experienced when getting
wrong results and propel users to continue their use. The social presence of the
chatbot and its potential to learn infuses a more tolerant forgiving user behaviour
towards the chatbot. The study theoretically contributes to the understanding of
chatbot adoption and use in organisations and informs research into the adoption,
use and design of this new class of technology. Further research is encouraged to
take the findings of this study and test them on a large sample of employees.

Keywords: Chatbots - Artificial Intelligence - Emotions - Emotions at work -
Digital workplace - Technology adoption - Al adoption - Future of work -
Chatbot use

1 Introduction

The use of Al in organisations is increasing exponentially [1, 2]. Chatbots present a
class of new technology that relies on Aurtificial Intelligence (AI), Natural Language
Processing (NLP) and Machine Learning (ML) [3, 4] to provide human-like conversa-
tional agents. The adoption of chatbots in the workplace is growing, which is motivated
not only by the efficiency and cost reduction potential but also by the possibility of
projecting a contemporary office that appeals more to modern workers and digital native
generations while they enter the workplace [5] and to improve employee experience
and satisfaction [6]. In a recent survey by Gartner, CIOs identified chatbots as the main
Al-based application used in enterprises and its adoption is expected to soar, where 70%
of white-collar workers are expected to interact with conversational platforms on a daily
basis by 2022 [5]. This trend has been accelerated as a result of the Covid-19 pandemic
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and the associated forced home office work and social distancing measures. Despite its
growth and potentials, research into the integration of this new class of technology into
the workplace is in its infancy. Indeed, little is understood regarding their use and impact
on employees’ experience.

As chatbots exhibit conversational abilities with natural language processing, “it is
important to understand the emotional, relational and psychological outcomes that chat-
bots covey to the user through their communication” [7]. Emotions have been associated
with information systems use in organisations. Research shows that the successful use
of organisational systems is impacted by users’ emotions [8]. Beaudry and Pinsonneault
[8] argue that excitement and happiness are positively related to organisational IT use
while anxiety is negatively related to it. Evidence from the fields of management, mar-
keting and information systems finds that emotions and feelings play an important role
in job satisfaction, decision-making behaviour and technology adoption and “can even
have more explanatory power” on behaviour than cognition [9, 10]. Hence, understand-
ing emotions in chatbots adoption and use is vital and can inform technology design,
management and use.

Against this backdrop, this research questions: What are the types of emotions
involved in chatbot use in the workplace and what role they play in its adoption and
use? To answer the research questions, we conducted an in-depth qualitative study in
a large organisation that implemented a chatbot for the exclusive use of its employees.
Through inductive research processes and benefitting from Beaudry and Pinsonneault’s
framework [8] and Richins’ emotions inventory [11], the findings identify the different
emotions associated with chatbots’ use in the workplace. They highlight that excitement,
hope and playfulness, in addition to empathy towards the chatbot, offset the negative
emotions of frustration experienced when getting wrong results and propel users to con-
tinue their use. The social presence of the chatbot and its potential to learn infuses a
more tolerant forgiving user behaviour towards the chatbot. This research contributes to
the nascent literature on Al and chatbots adoption and use in organisations. It draws the
attention to the role played by emotions and their impact on chatbot adoption and use
and informs research in this domain. Further research can take the findings of this study
and quantitatively test them on a large sample of chatbot users in the workplace.

Following the introduction, this paper is structured as follows: Sect. 2 presents a
brief literature review on chatbots and their emotional aspects. Section 3 introduces the
theoretical framework on emotions and technology adoption, followed by the outline of
the research methodology including the case description and data collection in Sect. 4.
Section 5 presents the research findings in terms of the key emotional aspects upon which
users interact with the chatbots. The paper closes with a discussion of key insights from
the study (Sect. 6) and the conclusion (Sect. 7).

2 Literature Review

Chatbots refer to any software application that engage in a dialog with a human by
using natural language [12]. They are conversational agents that typically have a natural
language interface which allows users to explore data and services either via text or voice
[9]. The natural language interface component is a distinct characteristic of chatbots
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and provides them a human-like conversational capability. In general, there are three
types of chatbots, namely, chatbots without embodiment, virtually embodied avatars
and physically embodied robots [13]. The ability of chatbots to interact with users
through the use of natural language is a unique characteristic that distinguish this class
of technology from other software [14].

As an Al-based technology, chatbots use machine learning and artificial intelligence
methods to imitate human-like behaviours and provide a task-oriented framework [15].
The chatbot architecture comprises of a language model and computational algorithms
[16]. Hence, chatbots consistently learn from their users and the ways they interact
with them. Therefore, understanding their use is of paramount importance. The chatbot
design consists of two fundamental components: the form and the function [17]. The
function of a product, which is dominated by principles from engineering, refers to
product specifications and standard architectures. It focuses on the utilitarian aspect
through addressing the practical needs of users, such as being able to communicate with
an agent in natural language, whereas the form of a product refers to the individual
design components. It represents the aesthetic component and can be interpreted as a
user’s perception of non-utilitarian aspects. Moreover, a form feature that has attracted a
lot of attention in chatbots is the anthropomorphic presentation. Apart from the human-
like visual cues of chatbots, the language is a major aspect as it might be enriched by
emotional semantics or expression of emotions [17].

3 Theory of Emotions in Technology Adoption and Use

3.1 Emotions and Feelings

Much has been done on the cognitive side of technology adoption and use, while the
affect side has received less attention despite its importance. Studies of technology adop-
tion embracing emotions have mostly focused on the negative affect such as computer
anxiety [18-20]. According to Venkatesh [21] the emotional aspect of technology usage
could be captured through the construct of computer anxiety [21]. Furthermore, people
establish judgments and feelings about any technology. These judgments and feelings
are essential factors in the adoption of new technologies. To improve our understanding
of the motivation of people to adopt and use new technologies, a fundamental step is to
understand the influence of emotions and feelings [18].

Emotions and feelings have been used to measure affect. However, these two terms
are distinct. Emotions have been defined as a mental state of readiness that occurs from
cognitive appraisals of events or thoughts [22]. As such, emotions influence behaviours
or changes in action readiness [8]. On the other side, feelings are different in the sense that
they lack the evaluative, cognitive and motivational components which are distinctive of
emotions [23]. In addition, moods are low intensity mental states which have a longer
duration than emotions and lack intentional capacity and action tendencies [24].

3.2 Triggers and Appraisals of Emotions

Laros and Steenkamp [25] distinguished between negative and positive emotions. A
narrower distinction between different emotions has been introduced by Richins [11]
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within the consumption context, who developed the “Consumption emotions set” (CES).
This set of descriptors represents the range of emotions consumers most frequently
experience in consumption situations [11]. Furthermore, Beaudry and Pinsonneault [8]
developed a framework that classifies emotions based on two appraisals. The primary
appraisal is goal achievement which is the opportunity/threat to the personal goals [26].
The secondary appraisal is the degree of certainty users feel about the outcome [26].
Accordingly, they suggest four distinct types of emotions: achievement, challenge, loss
and deterrence emotions as presented in Fig. 1.

Achievement emotions are triggered from the appraisal of an event with positive
outcome and high degree of certainty over its consequences. This category of emotions
includes happiness, satisfaction, joy and pleasure. Challenge emotions are also caused
by the appraisal of an event as being an opportunity over which individuals feel they have
some control. These emotions might evoke excitement, hope, anticipation, playfulness
and flow. On the other side, loss emotions reflect the perception of an IT event as a threat
and the perception of a lack of control over its consequences. This category of emotions
includes anger, dissatisfaction and frustration. Similarly, another class of emotions that
perceives IT as a threat is the deterrence emotions however, with some degree of control
over its consequences. Emotions such as worry, fear and distress are included in this
category [8].

Since this paper aims to understand the types of emotions involved in chatbot use
in the workplace we adopt Beaudry’s and Pinsonneault’s [8] emotion framework that
classifies emotions and concentrates on how they are related to the usage of a new
IT system [8]. Richins [11] has provided an inventory of emotions that complements
Beaudry and Pinsonneault [8]. Based on these two studies, and informed by our analysis,
we introduce the framework in Fig. 1 as a guidance for the reader and not to represent
the order of the research process.

Personal Goal Achievement

High

Achievement Emotions Challenge Emotions

(i.e. happiness, satisfaction, joy, (i.e. excitement, hope, anticipation,
optimism, astonishment) playfulness, flow)
Certainty Low High
Loss Emotions Deterrence Emotions
(i.e. anger, dissatisfaction, frustration) (i.e. worry, tension, panic)

Low

Fig. 1. Classification of emotions, adapted from Beaudry and Pinsonneault [§].
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4 Methodology

4.1 Case Description

Omilia (a pseudonym) is a global organisation that has developed an internal chatbot for
its employees to provide IT services. The main reason for the creation of the chatbot was
initially to reduce cost and later evolved to provide seamless work experience to their
employees. The chatbot provides employees with a wide range of IT-related information
and support of the kind typically held and done by traditional IT helpdesk. One of the
objectives of implementing the chatbot was to enable the users to be self-sufficient.
The chatbot was developed based on the Microsoft Bot Framework utilizing the Azure
Cloud Services. The implementation of the cognitive services of the chatbot was initially
challenging for the project team, however, soon, they mastered it and expanded the
functionalities of the chatbot. The utilization of the cognitive services helps the chatbot to
continuously learn based on users’ input. Nevertheless, the team implemented supervised
learning to be able to review and approve the suggestions they receive from the cognitive
services.

4.2 Data Collection

In terms of data collection, we gained access to the development team and users in
December 2019 and continued with data collection till September 2020 as part of a wider
research programme investigating chatbots’ use in the workplace. Data collection took
place in two rounds and the third is planned. Data collection consisted of interviews and
document reviews. We conducted 28 semi-structured interviews with users and develop-
ers. The first round of interviews included the product owner and professionals from the
development team. The focus of these interviews was on understanding organisational
objectives behind the creation of the chatbot and its development approach and use within
the organisation. In the second round of interviews, which took place from the beginning
of July until the end of September 2020, we conducted 24 interviews with users. Par-
ticipants were randomly selected from different teams, who agreed to participate in the
study. The interviews addressed themes relevant to the research topic, including people’s
experiences and emotions on their use of the chatbot in their daily work. The interviews
were semi-structured and conversational in nature, addressing participants’ experience
of using the chatbot in their day-to-day activities at work. Interviews lasted between
20 min to 1 h. Each participant was interviewed over a conference line, due to Covid-19
lockdown and travel restrictions. All interviews were transcribed verbatim. In addition
to the interviews, data was also collected from different organisational documents and
internal links. Moreover, observations of use took place and the users shared screen shots
with the researcher. All the data and the organisation’s name have been anonymized to
maintain confidentiality.

4.3 Data Analysis

This study is part of a wider research programme on chatbots’ use in organisations. We
performed inductive analysis in coding, followed by themes development [27]. “The
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primary purpose of the inductive approach is to allow the research findings to emerge
from the frequent, dominant or significant themes inherent in the raw data” without
the enforcement of any structured theory upfront [28]. This approach is suitable for
the exploratory nature of the study and considering the novelty of chatbots adoption in
the workplace [29]. The data analysis initially focused on the participants’ perceptions
and experiences with the chatbot. During the data analysis, emotions emerged as a
key concept that influenced the adoption and use of the chatbot in the organisation.
Hence, the data was coded to identify different types of emotions. In doing so, we
benefited from Beaudry and Pinsonneault’s [8] classification and Richins’ [11] inventory
of emotions. While Beaudry and Pinsonneault’s [8] study focused on four emotions,
namely, happiness, excitement, anger and anxiety in IT use, we complemented it with
emotions of ‘hope’ and ‘anticipation’ from Richins’ as they were emerging from our data
[11]. Throughout the analysis, we did not force the data into categories. This allowed for
the emotion of empathy to emerge from the data as a new emotion associated to chatbot
use.

5 Research Findings

The findings show that users experience different emotions in their chatbot use. These
emotions are not discrete, and one user could experience a mixture of emotions. The
following sections present the emotions experienced by chatbot users in their workplace.

5.1 Achievement Emotions

Achievement emotions result from the appraisal of an upcoming event that generates
primarily from users’ perception that new ICT offers them opportunities to achieve their
personal goals. It includes emotions such as happiness, satisfaction, joy, and pleasure
[8]. For example, the interviewees expressed their view of the chatbot as useful. This
perspective is illustrated below:

“I just wrote ‘software’ and then it gave me the options, like ‘do you want to
request a software’, ‘do you want to review an order’ and all that. So, it was quite
handy, very useful. For all these cases I just went to the chatbot because it’s quite
handy, especially for ticket creation. [...] it gives you all the possible options quite
nicely.” Interviewee 5

Achievement emotion was also expressed even when the chatbot did not provide the
required information, but it offered to assist in generating a request to the helpdesk from
where the user can get support. This reference to the helpdesk was perceived as useful
in assisting with the process and influenced positive emotions towards the chatbot use.
A user eloquently expresses this view in the following quote:

“It didn’t give me the information I wanted, but what I did like when it got to the
end and it couldn’t help me, it said ‘do you want to open a ticket?’ that aspect
was very useful because that is really what I wanted to do in the first place.”
Interviewee 12
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5.2 Challenge Emotions

Emotions from this class are triggered by the appraisal of an event as being an opportunity
likely to result in positive consequences and over which users feel they have some control.
This category includes the feelings of excitement, hope, anticipation and playfulness [8].
Challenge emotions were evident in the data. In this regard, we found that users were
excited to use the chatbot due to its novelty and their curiosity to try it. The following
quote expresses this view:

“I just knew that it was kind of Al and because it was an Al, I just wanted to try it
out, because we didn’t have anything like that before and that was what actually
drove me to just use the chatbot.” Interviewee 5

Users find the chatbot as a potential opportunity that is likely to result in positive
consequences now or in the future. The characteristic of chatbots as learning agents
brings about users’ anticipation that it will improve based on their continuous use. This
is despite delayed or mistaken results of the chatbot. The following quote shows this
anticipation and hope from users which is driving their continuous use:

“Well, I think it’s fine. I mean, it’s I think it’s just a matter of time before it gets
smarter and better. | mean the more training it has it would definitely get better.”
Interviewee 10

Users are also hopeful that the chatbot with their learning capability will improve
based on acquiring more users. Hence, as good citizens, users find their continuous use
to be a contribution to the chatbot future improvement. The following quote presents an
example of this view:

“If less people are using it, I don’t see how the robot can learn.” Interviewee 6

5.3 Loss Emotions

Loss emotions are negative emotions such as anger, dissatisfaction and frustration.
According to Beaudry and Pinsonneault [8], these emotions are stemmed from user per-
ception of lack of control. However, in the case of chatbot, while users exhibit frustration
of its use, they surprisingly find different excuses for its faulty results. The following is a
representative quote that shows that users experience lack of goal achievement and less
control over results. However, they continue to use the chatbot, despite their frustration,
annoyance and the fact that they find excuses for it, based on its characteristic as an
“intelligent agent”, that is here to help. The following quote encapsulates this view:

“Not upset, maybe just a little bit frustrated..., it tries to help you so it’s not
its fault, but yeah. It’s not upsetting, it’s just a little bit annoying sometimes.”
Interviewee 5

While users get frustrated from the use of the chatbot, they sometimes blame the
complexity of the task as a satisfying reason for its confused results. In this case, they
revert to a human to help them with their queries. It is intriguing that users refer to their
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colleagues, in this case, as “humans” and not as “colleagues”, nor they mention their
names or use their job title. This is illustrated in the following quote:

“So, that way it is good and the only problem for me it’s that you know, sometimes,
it doesn’t understand you and then it becomes frustrating. [...] Yes, when it’s a
complicated issue maybe it’s better, because the chatbot doesn’t solve every issue
so it’s good to have the human aspect as well.” Interviewee 9

5.4 Deterrence Emotions

Deterrence emotions are perceived when the IT event was considered as a threat to per-
sonal goal achievement and the users feel that they have some control over the expected
consequences. Emotions such as anxiety, worry, fear, and distress could be experienced
in this situation [8]. Sometimes users show their panic and tension over the use of the
chatbot. However, for some users, this frustration and panic, triggered by the chatbot
use, deterred them from trying it again. The following quote depicts this perspective:

“The chatbot was first saying ‘is it maybe one of these issues’? I said ‘No’. Next,
‘Is it maybe one of these issues’? ‘No’. Ok, let’s create a ticket together. And then
you create a ticket and then the bot was also asking additional questions and then
I didn’t understand anymore, I don’t know, it’s like, fed up with.” Interviewee 11

Furthermore, users express their tension which is based on their expectations by
saying that they stopped using it after their first attempt:

“Once I realised it didn’t answer my question as I expected, I stopped using it.
Because one negative experience, I think for such cases it prevents you for using
it further.” Interviewee 14

5.5 Empathy Emotions

In addition to the four categories of emotions, the data analysis revealed a new category
of emotions: empathy towards the chatbot. A number of users expressed sorrow towards
the chatbot when it did not return correct answers. This made them more forgiving for
its mistakes. The following quote from one of the users summarises this view:

“I’'m not mad at the bot, I just feel sorry for the bot.” Interviewee 5

Besides, employees avoided blaming the chatbot for faulty results. They were tolerant
to mistakes as they felt they are part of the interaction into which they enter the chatbot
and they play an active role in the conversation. The following quote encapsulates this
view:

“I'mean, I have no frustration, but I thought maybe I was not typing the right way
that it could give the information.” Interviewee 8
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6 Discussion

With the proliferation of innovative technologies, the workplace of the future becomes a
digitally enhanced workplace [30]. This study focuses on the use of chatbots by employ-
ees in organisational setting. It aims to answer the research question of what the emotional
aspects of chatbot use are. The research provides an inductive exploratory analysis based
on Beaudry and Pinsonneault’s [8] classification of IT-related emotions complemented
by the emotions inventory developed by Richins [11].

The findings identify a range of emotions involved in a chatbot used by employees.
They highlight that chatbots trigger emotions of achievement, challenge, loss, deterrence
and empathy. The conversational characteristic of the chatbot infuses a feeling of flow
where users enjoy the interaction with it. Flow characterises the subjective human-
computer collaboration as playful and exploratory. The concept of flow indicates the
extent to which the user perceives a sense of control while gaining optimal and enjoyable
experiences [31].

Our findings extend Beaudry and Pinsonneault’s [8] framework to include the emo-
tion of empathy, as a new category of emotions. We theorise that this emotional reaction
could be stemmed from the social presence of the chatbot and its characteristic as a
conversational agent. We also find that emotions towards the chatbot were mixed. A
user could experience more than one category of emotions, when using the same chatbot
under study. Further exploration of this aspect is needed.

The study mainly contributes to the literature on technology adoption and use, by
examining the actual use of technology and by exploring the emotional aspects of chatbot
use in its organisational setting. In highlighting the different emotional aspects of chatbot
use and identifying the emotion of empathy, the research extends the IT-related emotions
framework to include the category of empathy. Multiple studies showed that humans react
to artificial entities with social cues such as use of natural language, and interactivity,
by showing social reactions and behaviour due to the humanlike characteristics of CAs
[32].

This study contributes to the understanding of chatbots as a new class of technology
based on Al As an Al technology, Chatbots are learning agents; this characteristic trig-
gers different emotions for the users including joy, excitement, frustration and tension.
Also, as chatbots rely on Machine Learning and Natural Language Processing, they cre-
ate a new class of interactive technology for corporate users beyond the typical passive
corporate systems they are familiar with and used to. This new technology is different
from other corporate systems in that it is not passive, but it engages users on a voluntary
basis. Hence, users are curious, excited and playful in their use. They are always hopeful,
expect improvement, and they want to contribute to its learning as they anticipate the
future advancement of it. In addition, users feel they should be part of a critical mass of
chatbot learning and contribute to its development by acting as chatbot trainers.

7 Conclusion

In summary, the study emphasises the collaboration between users and chatbots, by
revealing how users feel about this partnership and their attempts on defining its future
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advancement by their use. Consideration of this individualisation of chatbots provides
useful direction for managers seeking to connect these components as they manage new
technologies. It provides researchers and designers with knowledge about how users
adopt and engage emotionally with chatbots in their work.
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Abstract. The adoption of Artificial Intelligence (AI) applications in organisa-
tions is growing rapidly. In this study, we focus on chatbots as one type of Al
applications in organisations. As an Al-enabled application, Chatbots learn from
their use patterns. Therefore, the ways users adopt and use chatbots will have sig-
nificant impact on the future evolvement of this technology. This study examines
the use of chatbots in the workplace. It questions how employees use chatbots in
the workplace. It adopts an inductive approach to examine the use of the same
chatbot in the same organisation. The findings highlight the existence of different
patterns of use. Based on the inductive analysis of data, we develop a taxonomy
of chatbot users. The taxonomy offers four types of users based on two promi-
nent criteria. The study presents a key step in understanding chatbot use in the
workplace that could pave the way for future research.

Keywords: Chatbots - Future of work - Artificial Intelligence - Al adoption - Al
use - Smart organisation - Smart technology - Technology appropriation -
Taxonomy

1 Introduction

The growth of Artificial Intelligence (Al) use and popularity in organisations is con-
tinuing apace. A recent report shows that 85% of the surveyed organisations are either
evaluating or using Al [1]. Al technology is an umbrella term that covers Robotics,
Natural Language Processing, Machine Learning among other smart capabilities [2, 3].

Chatbots are widely used by organisations to externally serve customers in many
service domains and are recently used by organisations to internally serve its employ-
ees. In the customer service context, chatbots promise to create a fast, convenient, and
cost-effective channel for communicating with customers [4]. In the workplace context,
chatbots are implemented to enhance the productivity of the employees through assisting
them in information retrieval tasks [5]. It has been also argued that chatbot use in the
workplace could reduce stress and information overload and provide employees with
valuable assistance [6, 7]. The increasing use of chatbots in the workplace presents a
significant development in the digitalisation of the workplace [8], that has consequences
for organisations and employees. However, integrating such digital innovations into the
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workplace has received little attention despite its importance as a key area in workplace
transformation that drives efficiency [9, 10].

While the use of chatbots in the workplace is increasing, limited research is available
in the applications of chatbots in employee support services. As chatbots are Al-enabled
applications, they consistently learn from use patterns and the ways users interact with
them. Therefore, understanding how employees interact with this technology and how
they use it is of particular importance. This study contributes to closing this research gap
by exploring the use of chatbots in the workplace from the employees’ perspective. It
aims to answer the research question of: how employees use chatbots in the workplace?

To answer the research question, we conduct an inductive qualitative research to
examine the use of a chatbot in a large international organisation. Data analysis shows
that employees use chatbots in different ways. Accordingly, we develop an inductive
taxonomy to categorise users based on their patterns of use. This research contributes
to the very thin literature on chatbots and Al adoption in the workplace. By building a
taxonomy of users in relation to chatbot use, it lays the foundation for further work and
theory building in this domain [11, 12].

Following the introduction, the paper is organised into six sections. Section 2 presents
the concept of Technology Appropriation a brief literature review on chatbots in the
workplace. Section 3 provides the research methods including the case description, data
collection and taxonomy development method. Section 4 presents the research findings
in terms of the key themes upon which users were organised into four types. Section 5
discusses the findings while Sect. 6 presents the conclusions, limitations and future
research.

2 Literature Review

2.1 Technology Appropriation

The concept of Technology Appropriation explains the transformation process of a tech-
nology as it is envisaged by its designer (technology-as-designed) into technology as
it is being used (technology-in-use). It studies the cycle of the usage after the initial
adoption, thus complementing existing technology adoption, use and implementation
research [13]. The core focus of research adopting the Technology Appropriation con-
ceptis that users make technology their own, in a process of adaptation, by which both the
technology and individuals and/or collective practices are transformed [14]. It involves
the adaptations, the practices and skills that users initiate of the novel technology [14].
It is recognised that there are multiple views on appropriation: organisational, technical
and personal [13]. However, following the inductive analysis, this paper embarks on
classifying the different use patterns and how users appropriate chatbots in the work-
place, it concentrates on the behavioural outcome of the individual users. While many
existing Technology Appropriation models draw on social science principles to consider
appropriation by groups, Carroll’s [15] proposed an individual-based model of Technol-
ogy Appropriation that focuses on the interplay between an individual and a technology.
We adopt this model of Technology Appropriation [15] that focuses on the concept of
appropriation from an individual user perspective.
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Level 2
Appropriation criteria /
Disappropriation criteria

Non- Disappropriation

appropriation

Level 3

/ Reinforcers

Process of
appropriation

Appropriation

Level 1
Technology Attractors Technology
-as-designed -in-use

Fig. 1. The model of technology appropriation adopted from Carroll et al. [20]

Carroll et al. [16] suggest that users evaluate a technology at three levels which
reflects different degrees of familiarity with the technology as shown in Fig. 1:

Level 1: At this level, initial judgements are made with the users’ first encounter with a
new technology. The outcome of this encounter is the decision to non-appropriation,
where users are not interested in this technology, or to the adoption, where the
appropriation process begins.

Level 2: Through the process of appropriation users explore the technology in depth.
The outcome of this process is either the appropriation, where the users take possession
of its capabilities in order to satisfy their needs, or the disappropriation, where users, at
some stage during the appropriation process, choose not to persist with the technology.
Level 3: The technology is appropriated and integrated into users’ everyday practices
based on the long-term use of the technology. However, changes in users’ evaluation of
the technology may lead to disappropriation [15].

The individual model of Technology Appropriation maintains that the use of technol-
ogy is strongly influenced by users’ understandings of the capabilities of the technology
[17]. Users adapt by changing their practices and situations of use to fit in with the
technology, in both intended and unintended ways [15]. Consequently, they might not
use it in ways that were initially expected by the developers [17].

2.2 Chatbots’ Use in the Workplace

The use of chatbots has been studied from a human computer interaction (HCI) per-
spective and in marketing from a customer service perspective. However, there is little
understanding of chatbots use in the workplace and how employees use this Al-enabled
technology. From a HCI perspective, chatbots’ design features could provide social cues
to users. For example, human-like function/appearance, language style, personality, the
degree of interactivity and assumed agency could trigger social responses and influ-
ence users’ perception and behaviour [18, 19]. These ‘social cues’ can substantially
affect users’ perception and as a result impact the adoption and use of these systems
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[18]. Moreover, the social presence of chatbots technologies is believed to influence the
development of social and emotional bonds with this intelligent system [20].

Schmitt [21] distinguished five strategic experiential modules of creating different
types of customer experiences: sensory experience (Sense), affective experience (Feel),
cognitive experience (Think), physical experience (Act) and experience defined by social
identity (Relate). Hoyer [22] proposed that Al-enabled technology, including chatbots,
create experiential value and identified three dimensions of this experiential value involv-
ing cognitive, sensory/emotional, and social. Cognitive value is the experiential value
that consumers receive as a result of processing the information and decision-making
and is closely tied to the analytical features of Al technologies [22]. Sensory/emotional
value comprises the value consumers get from sensory stimulation and emotional attach-
ment, which results from the sensory and affective features of the Al technologies. The
sensory/emotional value of chatbots consists of making intelligence tangible, making
them a true human companion. It is recognised that anthropomorphisation falls in this
category and increases this type of value [22].

3 Research Methods

3.1 Research Site and Data Collection

Omilia (a pseudonym) is a large international organisation that has recently developed
an internal chatbot for its employees to support them in IT related issues as a virtual
IT help desk. We gained access to the development team and users since December
2019 as part of a wide ongoing research project. We also had access to the different
documents and internal links. We conducted 28 semi-structured interviews with users
and developers in two rounds. The first round of interviews included the product owner
and professionals from the development team. The focus of these interviews was on
understanding the initial purpose of the creation of the chatbot and how the development
cycle works. In the second round of interviews, which took place from the beginning
of July until the end of September 2020, we conducted 24 interviews with users aged
between mid-twenties to 50s with a University degree; they were randomly selected from
different teams across the IT department, who agreed to participate in the study. These
interviews broadly explored people’s experiences and use of the chatbot in their daily
work. The interviews lasted between 20 min to 1 h. Each participant was interviewed over
a video/audio conferencing line. All interviews were recorded following participants’
consent and transcribed verbatim. All the data that were collected from the interviews
and the organisation’s name have been anonymized for the purposes of confidentiality.

3.2 Taxonomy Development

We adopted an inductive approach to data analysis [23, 24]. Our analysis highlighted
the existence of different patterns of use among users. We therefore embarked in the
categorization of these patterns in a taxonomy. There is a variety of ways to present
taxonomies and the literature does not recommend how a taxonomy should be presented
[25]. However, once we observed in the data the existence of different pattern of use,
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we adopted Nickerson’s et al. [11] recommendation on developing taxonomy through
empirical inductive approach — which is strongly rooted on Bailey’s [26]. This involves
inductive analysis to extract patterns, dimensions and characteristics upon which a tax-
onomy is constructed. The characteristics of a useful taxonomy include being concise,
robust, comprehensive, extendible and explanatory [11]. The analysis proceeded in three
steps. In the first step, an inductive coding was performed on the raw data [24]. The sec-
ond step, two broad themes were users differed were identified. The two themes that
emerged were: Interaction and Perception which served as the basis of the classifica-
tion. In the third step, data was re-analysed based on these two themes which led to the
emergence and identification of four types of users as shown in Fig. 2:

Interaction

The Early Quitter Based on emotion The Challenger

_— Virtual personal
Tool assistant

Perception

The Objective Based on objectivity The Persistent

Fig. 2. User classification based on the two themes: interaction and perception

4 Research Findings

4.1 Key Themes

Through data analysis, two main themes related to users’ appropriation of chatbots were
identified using an iterative process and later used to create the taxonomy. The first
theme that emerged from the analysis of data is the employees’ perception towards the
chatbot. The perception ranges from considering the chatbot just as other applications
for information retrieval to considering it as a human-like assistant and a colleague.

The second theme that arose from data is related to the interaction with the chat-
bot. The interaction ranges from emotional to functional based. The following section
presents how these two themes provided the base for further analysis that resulted in the
taxonomy building.
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4.2 A Taxonomy of Chatbot Users

Based on the two identified themes mentioned above, four distinct types of chatbot
users in an organisation were identified. Each type comprises a unique combination of
dimensions related to the above-mentioned themes [11, 26]. The four types of chatbot
users are: ‘The Early Quitter’, “The Challenger’, ‘The Objective’ and ‘The Persistent’
as explained in the following sections.

The Early Quitter. The Early Quitter represents the category of users who perceive the
chatbot as a machine, as another additional tool to support their daily work and interact
based on emotions. The following quote encapsulates this view.

“If you ask me right now, I see it simply as a search engine.” Interviewee 22

In terms of interaction, this type of user tends to act based on emotion as they have
a biased opinion about the chatbot which is based on their previous encounter with such
an application in a different setting. Furthermore, this type of user gets easily frustrated
in cases where the chatbot is not responding as they would assume, and they assign
the dysfunctionality to the chatbot without thinking of the possibility to change their
language pattern. This view was succinctly summarised as follows:

“Because in your daily life you are also confronted with these bots, right? So, if
you go on an internet page and then you see some kind of smart robot on a certain
web page ‘can I help you?’, you know it’s just a robot, you never get anything out
of it. But I typed some questions and what I could recall is that it never really gave
me the answer I was looking for.” Interviewee 11

The Challenger. This type of users finds the chatbot to be an assistant and interact
based on emotions. They embrace the chatbot and experiment with its use. They try to
find different ways to use the chatbot so that it could assist them in daily activities. This
type of users is interested in the technology and tries to experiment with the chatbot, to
test it, evaluate it and find its limits.

In terms of perception, the Challenger considers the chatbot not only as a mere tool,
but also as a personal virtual assistant. For example, Interviewee 19 mentions:

“I really try to imagine the chatbot as my personal virtual assistant.” Interviewee
19

In addition, in terms of interaction, these users express, and act based on emotions,
due to the enthusiasm towards technology they emanate. Interviewee 6 shares this notion:

“The chatbot also needs to learn. I guess it asks me at the end ‘was this helpful
or how did 1 find it’, and when I tell him no, I feel bad for the bot.” Interviewee 6

The Objective. The Objective represents the category of users who perceive the chatbot
as a machine, as another additional tool to support their daily work and also hold a
functional view of the chatbot. For example, Interviewee 9 refers to the functionality
of the chatbot as a machine that needs to be trained and compares its performance to
human interaction:
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“If the bot can be trained in a way that it’s giving better results, more efficient
results, then it’s fine otherwise it’s better to talk to a person.” Interviewee 9

In terms of interaction, this type of user tends to act based on their logical analysis of
chatbot functions and capability. For example, Interviewee 23 gives a rationale behind
the interaction with the chatbot in terms of its capability:

“So, to be able to trust the chatbot, I would personally also like to understand and
see what information sources it covers. So how much can I really trust, how deep
does the chatbot go into the different pages. So, I would need to first understand
how detailed its searches are and how widespread it is looking to be able to trust
it.” Interviewee 23

The Objective type of users will continue to use the chatbot for as long as it is
functioning to their expectations. They will discontinue its use once its usability weakens.

The Persistent. This type of users sees the chatbot as a personal assistant and inter-
act with it based on its functions and capabilities. The element that differentiates the
Persistent from the Objective type, is the former’s perception of the chatbot as an assis-
tant, having a human cue as well as their continued use of the chatbot by rephrasing
their question. As below, Interviewee 16 expresses their perception of the chatbot as
communicating with a person:

“I always chat as if I am chatting to a person, it’s not like I am searching for
anything.” Interviewee 16

In terms of interaction, they act based on objective and functional understanding
that is driven by emotions. Interviewee 5 provides a justification behind the chatbot
interaction:

“So, that’s better than the human interaction because it is actually giving you the
links and pages and everything that you need. So that way, it is more helpful when
you really want information about something.” Interviewee 5

5 Discussion

The use of Alin organisations is growing. This study focuses on the use of chatbots as one
type of Al It aims to answer the research question of: how employees use chatbots in the
workplace? To do so, it adopted an inductive qualitative approach to examine a chatbot
use in an organisation. The findings show that employees vary in their appropriation
of the chatbot at work and the way they perceive it. In this study, we categorised the
differences under two themes namely: perception of the chatbot (tool or assistant), and
basis of interaction (based on emotion or objective and function). Accordingly, four
types of users were identified.

Regarding perceptions, the study finds that users either perceive the chatbot as a
mere tool or as an assistant. Both ‘The Early Quitter’ and ‘The Objective’ types of users
perceive it as a machine that supports their daily activities, while “The Challenger’ and
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‘The Persistent’ perceive it as an intelligent tool or a person (Fig. 3). Consequently,
the latter type recognises it as a personal virtual assistant and a viable replacement of
a colleague. Hence, they continue with its use and act as chatbot trainers due to their
tendency to experiment. Figure 3 provides a review of the identified types in light of
Carrol’s et al. [20] appropriation framework. It shows that the perception of the chatbot
as an assistant that is integrated into the users’ practices reinforces its appropriation.

In terms of interaction, the study finds two types of interaction namely logical and
emotional. The ‘Objective’ and the ‘Persistent’ interact with the chatbot based on logic
while the ‘Early Quitter’ and the ‘Challenger’ interact with it based on emotions. How-
ever, the logic in the interaction does not translate into persistent use unless the user also
perceives the chatbot as an assistant. Hence, the ‘Persistent’ type of user rarely quits and
tries to use the chatbot until some answer is found. They interact based on logic and do
not express any emotion towards the chatbot. In contrast, as the findings demonstrate,
the ‘Early Quitter’, who is interacting based on emotion, considers the chatbot as a tool
and has a limited view about the chatbot’s capabilities. When faced with an irrelevant
answer, the ‘Early Quitter’ exhibits negative emotions and becomes more frustrated. As
aresult, this dissatisfaction leads to the non-appropriation of the chatbot during the initial
encounter with the technology, which is represented by the Level 1 in the appropriation
process (Fig. 3). However, the Objectives also consider the chatbot as a tool, but they
are based on logic. Additionally, they continue to appropriate the chatbot for as long as
it is functioning to their expectations, explore the chatbot in depth and disappropriate
it once its usability weakens, which is represented by the Level 2 in the appropriation
process (Fig. 3).

Interaction

Level 1: Level 3:
Non - _ The Early Quitter Based on emotion The Challenger ‘ " o
ppropriation

appropriation

_ Virtual personal
Tl assistant

Perception

Level 3:
- The Objective Based on objectivity The Persistent - evel 3:
Appropriation

Fig. 3. Users’ taxonomy and appropriation levels

The study contributes to the emerging literature on chatbot use through providing a
case study of their use in an organisational setting. In highlighting the different types of
chatbot use, the study draws the attention that Al-based technology might not bring about
homogeneous use. Accordingly, training Al and chatbots in organisational settings might
be impacted by the different patterns of use. In building a taxonomy of users, this study
provides a vital base to research on chatbot use and training. In evaluating the proposed
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taxonomy, we found that it meets both the criteria of mutual exclusion and exhaustion
[27]. As none of the types of users has two different characteristics in a dimension, the
developed taxonomy provides mutual exclusive classification. As each user type has one
of the characteristics in a dimension, the taxonomy also provides collective exhaustive
classification. As a consequence, each user type has exactly one of the characteristics in
each dimension, interaction based on emotion with shared responsibility or logic with
non-shared responsibility, perception as a tool or virtual personal assistant, as shown in
Fig. 3.

6 Conclusions, Limitations and Further Research

In short, this study focuses on employees’ perspectives on using chatbots at work and
contributes to the existing literature of Al adoption and use in organisations by propos-
ing a taxonomy of chatbot users. The taxonomy presented here facilitates a more deeply
nuanced understanding of the use of chatbots by the employees in a process of appropria-
tion in an organisational setting. Ultimately, the findings show that specific types of users
are more enamoured of appropriating the chatbot than others and the characteristics of
these types of users have been presented based on the two themes identified: Perception:
tool/virtual personal assistant, Interaction: based on emotion/logic, shared/non-shared
responsibility. Therefore, the ‘Challenger’ and the ‘Persistent’ user type can have a
greater influence on the advancement and training of Al applications by use.

The taxonomy developed by this study is based on the examination of chatbots,
future research could extend it to other Al applications. Understanding the use of Al
applications in practice is particularly important in this new type of technology since
it plays a substantial role in the learning and advancement of such applications [28,
29]. The taxonomy reveals heterogeneity in the employees’ characteristics on how they
use Al applications and what they expect from them. Ultimately, the findings show that
specific types of users can have a greater impact on the learning of Al applications, thus
helping designers and researchers in the advancement of such applications while creating
value and efficiency for the organisation. The results of this study could be further
strengthened by examining the use of chatbots in multiple organizations. Moreover,
additional interviews would allow to evaluate if participants demographic data such as
gender and experience could further explain the criteria of this classification. The results
of this study emerged from the qualitative data inductively, to create the different chatbot
user types and did not originate from the theory. Future studies could test the user types
and further validate them to a population with sampling techniques.
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Abstract. This study aims to fill a gap in the literature by identifying and extract-
ing critical success factors that impact the success of Al implementation. The
factors are then categorized and presented in a process model that demonstrates
the sequence of the factors and the interrelationships among them. The model
is composed of three stages: pre-implementation, implementation, and post-
implementation. The implementation is composed of three categories organiza-
tion, process, and technology. Each of these categories contains several critical
factors. The model presented helps both researchers and practitioners. Details,
discussion, and future research opportunities are discussed in the paper.
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1 Introduction

The adoption and implementation of Artificial Intelligence (Al) is rapidly growing across
global businesses [1-3]. According to Gartner’s 2019 CIO Agenda survey, 48% of global
CIOs planned on implementing Al systems by 2020 [4]. It is forecasted that AI will grow
into a $118.6 billion industry by 2025 [5]. Al is defined as systems that mimic cogni-
tive functions/tasks, such as learning, speech and problem solving, that are associated
and performed by humans within the workplace and society in general [6]. Al offers
multitude of benefits to businesses such as reducing costs, eliminating human errors,
being able to work 24/7, improving customer experience, enhancing productivity and
operational efficiency, and streamlining and accelerating decision-making to make the
proper decisions [5, 7]. One can perhaps argue that the last one on decision-making is the
most important applications in Al since decisions impact all other areas in any business.
Al systems can be used to either support the human decision makers or replace them
[8].

The benefits of Al for decision making have been praised by many researchers and
practitioners because Al is believed to be able to help organizational decision makers
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to reach better decisions, to enhance employees’ analytic and decision-making abilities,
and to intensify creativity e.g., [9, 10]. At the same time, researchers and practitioners
admit that without a successful implementation of Al systems, organizations cannot
achieve the desired outcomes including the correct and proposer decisions. For this
reason, researchers in recent papers called for research that examine the critical factors
affecting AI’s success in decision making [6, 9]. This research satisfies the calls and
attempts to answer the following research questions: What are the critical factors that
will significantly affect AI’s success for decision making?

The extant literature on successful Al implementation lacks comprehensive studies
that combine the critical success factors. A model that demonstrates the process to
achieve success in Al implementation is also missing. To our best knowledge and based
on the search we conducted, there exist two peer-reviewed academic studies [11, 12],
two peer-reviewed practitioners’ studies [13, 14], and four practitioners reports [2, 4, 15,
16] on Al implementation. None of these papers present a comprehensive model since
their aim was not to present such a model. In this paper, we intend to fill this gap in the
literature by:

— Identifying and extracting the significant factors from previous studies,

— Explaining how these factors impact successful Al implementation and decision
making, and

— Presenting a comprehensive model that includes the critical factors.

We argue that a successful implementation of Al needs to pass through three major
stages: pre-implementation, implementation, and post-implementation. Each of these
stages has different critical factors. The first stage includes planning, budget, analysis,
etc. The second stage includes critical factors that have been found to be important in
literature. In this study, we categorize these factors to three categories: organization,
process, and technology. The last and final stage is the outcome desired including proper
decisions.

The presented model is a holistic, flexible, and dynamic framework expected to
help both researchers and practitioners. Practitioners will find in this study a powerful
means for identifying fundamental factors that can lead to smooth AI implementation
and success. This model is flexible in that it can be used in different sized organizations:
large, medium, or small; and countries: emerging or developed. Different organizations
have different resources and cultures; depending on its use, this model can function as
an integrated tool with all the factors, or with just a few of them. For researchers, the
framework presented can be used as a foundation. To our best knowledge, no study has
yet presented a taxonomy model on AI’s success for decision making. Future research
can empirically assess this model and/or add other critical factors that may influence
Al’s success for decision making.

2 Background and Literature Review

As mentioned earlier, the extant literature lacks a comprehensive study that examine the
success factors of Al for decision making. To collect the factors that act as barriers or
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those that lead to successful implementation of Al, we searched three main databases,
Business Source Complete, IEEE Xplore, and Emerald Insight. We only found two peer-
reviewed academic studies and two peer-reviewed practitioners’ studies on Al imple-
mentation. We also searched for Al practitioners reports in Google.com and found four
reports. We briefly mention the factors indicated by these previous peer-reviewed articles
and practitioners reports.

Of the two peer-reviewed journal articles, [11] suggested that lack of benefits vis-
ibility, integration complexity, and cost of Al are barriers to the success of Al [12]
indicated that resistance, ethics issues, low data quality, insufficient quantity of data,
and responsibility and accountability are critical factors leading to success or failure of
AL

After interviewing more than 3000 business executives, managers, and analysts from
organizations around the world, [13] found that top management, security and confiden-
tiality, lack of technical expertise, lack of benefits visibility, and IT infrastructure play
an important role in the success or failure of Al. [14] identified nine critical factors that
can challenge the success of Al. These factors are organizational structure, security and
confidentiality, lack of technical expertise, integration complexity, ethics issues, data
governance issues, low data quality, responsibility and accountability, and high cost of
Al

[15] advised that security and confidentiality, IT infrastructure, insufficient quantity
of data, and high cost of Al are important factors leading to success of Al In their report,
[2] indicated that organizational structure, lack of technical expertise, lack of benefits vis-
ibility, resistance, integration complexity, IT infrastructure, ambiguous strategic vision,
low data quality, insufficient quantity of data, and project champion as critical factors to
Al success. In a report published by Gartner after interviewing CEOs of different orga-
nizations, [4] mentioned twelve critical factors to Al. These factors are top management
support, security and confidentiality, lack of technical expertise, lack of benefits visi-
bility, resistance, integration complexity, ambiguous strategic vision, data governance
issues, low data quality, insufficient quantity of data, responsibility and accountabil-
ity, and selection of vendors. Recently, [16] suggested that lack of technical expertise,
resistance, ambiguous strategic vision, and ethical issues are barriers to Al success.

3 Proposed Model and Taxonomy

The research framework introduced in this paper classifies the factors of successful Al
implementation into three phases. An illustration of the Al Process Model is depicted in
Fig. 1.

3.1 Pre-implementation

The first is the pre-implementation, in which decision makers choose to go with the
project or not. Every project, including Al systems implementation, should start by
defining the goals to be achieved, the available resources, the timeline, the required
budget, the scope of the project, the systems to be implemented, the vendors, and the
possible methods needed to accomplish these goals. This step serves as the blueprint of
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the project and helps motivate the stakeholders to commit to the project and work harder
towards achieve its goals.

Organization Process

-Project champion
-Resistance
-Ethics issues
-Responsibility &
accountability

-Goal setting
(Plan, identify
goal, budget,
time, scope)

Post-Implementation

-Expected
processes &
outputs attained
especially
correct
decisions

-Top management
support
-Organizational
culture
-Organizational
structure

-Readiness
analysis
(organization
size, #of
employees,
technology,
etc.)

h 4

-Low data quality
-Scalable &flexible system
-Insufficient quantity of data
-IT infrastructure
-Security & confidentiality
-Data governance issues

Technology

Fig. 1. A process model of Al success leading to proper decisions.

3.2 Implementation

The second stage — the implementation —is made up of three subcategories: organization,
process, and technology. These categories are interrelated because Al implementation
is a very complex process that touches different sections of the organizations. Factors
under the category organization are top management, organizational culture, and orga-
nizational structure. Researchers and practitioners have validated the importance of top
management on the success of IS and considered it to be a very critical factor leading to
successful implementation of high cost and strategic value IS (e.g. [17, 18]). Al systems
are like any other strategic IS and thus require top management support.

Organization’s culture can be defined as the values, social ideals, and beliefs that
employees of an organization share [19]. Because Al impacts all the decisions taken in an
organization, it, thus, have an influence on the organizational culture and structure since
the processes that are set inside the organization will change after the implementation
of these systems. In their interviews with business executives, managers, and analysts,
[13] found that the changes of culture and structure caused by Al are daunting.
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Factors under the “process” category deal mostly with the employees inside the orga-
nization. Employees are the backbone of any organization. They are the ones who use the
technology, make decisions, and advance the organizations. Factors that are under this
category are: resistance, ethics issues, and responsibility and accountability. Al systems
introduce new processes and methods, causing changes in social and technical environ-
ments that can lead to confusion and inefficiency in the organization. The changes caused
by the implementation of the new systems usually generate users’ resistance because
employees generally prefer the status-quo and avoid the changes. Employees’ resistance
to change has been found to be a major factor in many IS project failures [20, 21].

Technology factors are those related to the systems such as data quality and quantity,
IT infrastructure, data security and governance issues. [22] emphasize that the data
intelligence system’s technical framework should be scalable and flexible with respect
to additional data sources, attributes, and dimensions. Al are systems depend on data and
technology. Data accuracy and reliability should be top priorities in the implementation
of Al systems because they can lead to failure. Al systems rely on data and the quality
of these data impact the output/result. Unreliable, incorrect, and poor data input impact
the functionalities of the systems and lead to incorrect decisions. At the same time, these
data need to be highly secured and protected to prevent misuse, fraud, or breaches. All
stakeholders must feel confident that their private information will not be lost, sold, or
otherwise, misused.

From the taxonomy model presented above, one can see that the three major cat-
egories are not separated. Conversely, these categories are interrelated. For instance, a
project champion supervises the factors of both organization and process categories. A
“champion project manager,” who is a person that possesses managerial competencies
in personal, technical, and business-oriented, is the one who sets all these objectives and
leads the project. Without a strong managerial leader, the project will most likely fail.
Also, having a technical expertise is necessary to link the technology to the process cat-
egories. Employees need to have the technical expertise necessary to use Al systems. If
not, these employees need to be trained. An organization also need to select a vendor that
can meet the criteria set by the management and that can have a good relationship with.
Finally, three categories are linked by integration. Al systems depend on data collected
from multiple databases that must be integrated. Also, outputs of Al systems impact all
departments of an organization.

3.3 Post-implementation

Once the factors presented above are done correctly, the successful implementation (goal
of the project) will be achieved. A successful implementation should lead to success in
decision making and help organizations achieve competitive advantage and all desired
outcomes of Al

4 Discussion and Conclusion

Organizations across the globe of all sizes and sectors are interested in implementing
Al systems. The enormous amount of produced data has also proliferated the need for
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intelligence systems. Al and data intelligence systems convert the collected data and
transform them to knowledge and information that help enhancing decision making. Al
systems also make decision by themselves. Studies on the implementation of Al systems
in are scarce as discussed earlier and there are calls for studies that examine this area.
This paper fills a gap in the literature by identifying and extracting the most critical
factors that were found to influence the implementation of Al and presenting them in
a process model. To our best knowledge, no study has yet combined the factors and
presented them in a taxonomy model.

This paper is expected to help both practitioners and researchers. The model pre-
sented helps practitioners in identifying fundamental factors that can lead to success
of AI implementation. This model demonstrates how the factors are interrelated. For
researchers, the framework presented can be used as a foundation. Future research can
empirically assess this model and/or add other critical factors that may influence AI’s
success for decision making. For instance, the factors presented in the model can be
evaluated and assessed using the analytical hierarchy process, a quantitative method of
decision-making, to evaluate the importance of the factors presented in the study based
on data collected from experts. Such studies can help both researchers and practitioners
to understand the importance of the factors presented here.

5 Limitations and Future Research

This study has several limitations. First, the research model includes several factors and
sub-factors that are the most critical factors; however, as mentioned, there may exist
other factors that influence the implementation of artificial intelligence. We call for
future research to investigate and find other critical success factors that may impact the
implementation of artificial intelligence.

Factors that are specific for specific countries such as national culture factors, cor-
ruption, legal systems, etc. can be added to the list of factors identified in this study.
Nations that suffer from high levels of corruption tend to face more resistance to IT-
related projects because data analytics and intelligence systems fight the corrupt people
and stop their business. Also, different nations have different levels of advancements,
sizes, as well as resource capabilities. Another potential area for research is by collecting
secondary or primary data on the factors included in the study and empirically examine
the relationships help improving and enriching the body of knowledge.

Lastly, Al and data intelligence are evolving and changing drastically which means
that new factors may become more important in the coming years. Thus, we call for
future research to investigate the importance of new factors that may influence the
implementation of Al systems as these phenomena evolve.
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Abstract. This paper introduces the Telecommunication’s Industry
approach to adopt Artificial Intelligence mechanisms into daily tasks
and operations, in order to accelerate digital transformation. The scope
of this paper is to analyze and explore the opportunities and the chal-
lenges that are raised for telecommunications organizations by exploiting
vast amounts of data they own or handle. The opportunities and chal-
lenges that are created by Al technologies are presented through several
Use Cases, that I'T Innovation Center of OTE Group is investigating, and
create the baseline towards digital transformation and the engagement in
future markets. However, as depicted in this paper, although the numer-
ous opportunities, telecoms in this Al journey face many challenges that
they need to overcome. This work in progress is under the DataPorts
project that is funded by the European Union’s Horizon 2020 Research
and Innovation Programme under grant agreement No. 871493.

Keywords: Al - Big data - Services - Telecommunications - Digital
transformation

1 Introduction

Nowadays, Artificial Intelligence (AI) is the main driving force behind Digital
Transformation. Al is the engine to lead this transformation and the data is the
fuel to power this engine. Al algorithms and models need vast amounts of data
they can rely on to produce valid results; therefore, a hand-in-hand relation is
created between AI and Data. Telecoms have a plethora of available data from
multiple sources such as, customer data, network, mobility tracking, billing, sales,
etc. The correlation of such datasets, as well as the combination of them with
external publicly available data (or other types of data that may not be publicly
available), may potentially create great value for solving problems and serving
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future needs. Since it is a new field of operations and since until now such data
availability and correlation wasn’t possible for many different reasons, the value
or what needs data can fulfil may be uncertain yet. Today, Europe is considered
a weak player in the data-driven market, trying to catch up to US and Asia.
The volume of data that will be produced globally is expected to reach 175
zettabytes in 2025 and Europe is aiming to position itself and become a leader
in this area [1].

Open data in Greece can generate an additional 3.2 bn euros GDP and
approximately 12 bn euros in cumulative benefits within 5 years. That led
researchers and other related entities in Greece, to be highly involved in order
to benefit from these numbers. Telecom operators own rich sources of data that
should be utilized by other sectors Use Cases as well, that will could create oppor-
tunities for new services. Incumbent telecoms often face difficulties exploiting the
data they own or handle through Al-based mechanisms. In most cases it is due
to the complexity of the corporate environment but also due to the lack of pri-
oritization or digital transformation maturity. According to Tata Consultancy
Services Global Trend Study [2] Al is expected to have a dramatic impact on
organizations. Al functionality [3] is becoming a standard feature instead of a
special capability in existing software products. Hence, the Al adoption time by
the organizations will become minimum. Artificial Intelligence (AI) has come to
be a great enabler for businesses on the way to their digital transformation and
the number of enterprises adopting AI has increased by 270% over the past 4
years (and tripled in the past year alone!), according to Gartner [4].

In the following sections an overview of the relation between the Telecom
industry and the adoption of Al-based solutions is presented, as well as the
opportunities and the challenges that exist in the Telecommunications sector.
Moreover, several Al-related Use Cases are presented and analyzed.

2 Related Work

At Telcos, text services have reduced by around 75%, followed by voice services
and the average revenue per user as stated in [5]. This result signifies that Tele-
coms are being affected by digital disruption. Towards this direction, several
telecommunications service providers have started implementing AI Use Case
in the form of AI services. Some of these services aim to transition Network
Operation Centers (NOCs), where human administrators manage the telecom-
munications network, to Service Operation Centers (SOCs), where analytics and
AT deliver automation. Telefénica, for instance, has launched pilot SOCs in sev-
eral markets. Other telecommunications service providers are adopting Al in
different ways. AT&T, for example, is researching how to use Al algorithms to
enable drones to inspect and repair base stations. SK Telecom in South Korea
is using machine learning to analyze network traffic to detect abnormalities and
enhance network operations. Hong Kong telecom PCCW is testing Al-powered
tools to forecast growth in network capacity and predict network failures [4].
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MIT Sloan Management Review [6] predicted that 58% of all organizations
foresee modifications to their business models due to Al within five years. Al-
powered mechanisms are used to extract business insights from vast amounts
of data from multiple data sources they own or handle. These insights are the
enablers for better customer experience and process optimization towards a posi-
tive impact on companies’ revenues. Telecoms worldwide invest or develop inter-
nally Al-based solutions. Deutsche Telekom has developed a chatbot that helps
the company offer 24/7 assistance to customers in Austria. Tinka, the chatbot,
can process about 80% of the customer requests. Globe Telecom uses ML to
enhance the Omni-channel customer experience. Using predictive models based
on their data sources makes decisions faster and more target specific. Telefon-
ica uses a platform for a new customer relationship model exploiting personal
data, while Nokia ML platform is used for network management purposes that
improve planning and predicts service fluctuations in advance [7].

However, although AI may surpass humans in many areas it is considered
impossible for computers to emulate human abilities. Al can either protect or
damage people depending on how it is used and while AI technologies, remain
neutral, it is on humans to determine the purposes of how AI will be used [8]. In
the following sections, opportunities and challenges that emerge in the Telecom-
munications sector are presented in some depth. The need for transformation
will force to be adopted and resolved by the industry in the upcoming period.

3 Opportunities

We have encountered many opportunities for Al adoption within the organiza-
tion and many of them were tested and evaluated. These optimizations according
to Deloitte [9], give several major advantages of the adoption of Al in enterprises,
including, enhancing existing products and creating new ones, increasing the
efficiency of internal processes, decision-making based on processed data, opti-
mizing external operations, as well as, optimizing resource allocation by taking
off routine tasks from the employees.

3.1 Network Management Optimization

AT will benefit network monitoring and network management for organizations.
The demand for more automated processes and tasks is because of the ability
to identify complex network operational problems and provide diagnostics in a
very short time. In addition, Al is the process of network monitoring that is also
known as AIOps (Artificial Intelligence for Operations) [10]. AIOps are capable
to reduce the time-critical troubleshooting and process analysis and create an
opportunity to network units to deal with network planning issues. Hence, Al
can also be applied to enhance the awareness and the accuracy improving the
network capacity in a cost-effective manner. The use of Al may be a valuable
tool for logs analysis but also an alerting mechanism for an Al-assisted, real-
time, centralized network management, which can handle multiple anomalies,
including node or link failures, degradation, congestion, and overload.
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3.2 Customer Centricity

Telecoms, nowadays owning and handling vast amounts of data related to their
customer’s services, billing information, traffic analysis, using AI are now able to
provide personalized services and recommendations to targeted consented cus-
tomers. An offer very appealing to the customers. The early use of Al-based
applications/services related to customer support, has resulted in the ability for
organizations to reduce costs and improve their customers’ retention and there-
fore increase revenues through their customer satisfaction. Customer requests
could be handled using AI technologies without a customer agent’s involvement:
hence, the most important benefit is ensuring expertise of them and the so-called
boring jobs to truly require assistance. A survey conducted by Tata Consultancy
Services depicted that 32% of major companies around the world are currently
using Al customer service technologies. It is the second most common use of
AT after IT-related services [11], and according to IDC [12], Al is the game
changer technology across customer-facing industries, that has the power to ele-
vate customer experience using virtual assistants, product recommendations, or
visual searches. Moreover, Al as a tool for biometrics is used as a mechanism
for authentication, identification and access control, or as call classification and
routing at a call center. Combining the power of AI with the capabilities of
human support agents gives companies the ability to provide the high level of
service their customers expect and deserve.

3.3 Al for Hardware Monitoring

Al-driven predictive analytics are helping Telecoms to provide better services
by utilizing data, sophisticated algorithms and machine learning techniques to
predict results based on historical data. By this Telecoms can use data-driven
insights to monitor the infrastructure, anticipate failure based on patterns given
by internal and external datasets (e.g., weather data), and proactively fix prob-
lems with communications hardware, such as Base Stations, power lines, data
center servers, and even set-top boxes in customers’ homes. In the short term,
network automation and intelligence will enable better root cause analysis and
prediction of issues, while in the long term, these technologies will underpin more
strategic goals, such as creating new customer experiences and dealing efficiently
with emerging business needs.

3.4 Process Automation

ATl is indented to free up employees for more value-added activities, aiming to
enable employees to perform more efficiently, to enhance existing processes, to
adapt quickly and eventually to improve business results. The most obvious and
common use of Al when it comes to processes and operations is the automation of
tasks. This implies to the use of ‘robotic process automation’ (RPA) technologies.
RPA is considered the easiest form of Al to implement since it operates across
multiple back-end systems. It is not a new form of AI but lately, it is adopted
by more and more organizations.
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3.5 Management Support

Prior to the resurgence of Al and its eventual commercial application, execu-
tives have had to rely on inconsistent and incomplete data. With AI, they have
data-based models and simulations to rely on. Today’s Al systems are trained
based on substantial amounts of data. This is augmented intelligence in action,
which eventually provides executives with sophisticated models as basis for their
decision-making. Al models can analyze vast amounts of data and therefore pro-
vide critical insights to management and business owners as well as make criti-
cal decisions for businesses autonomously. Al exploitation can provide extremely
helpful forecasts and predictions. Reasonably, it is undoubtedly better than rely-
ing only on experience, or intuition and hypothetical scenarios. Humans now play
the role of the final processor, relying on accurate figures and insights.

3.6 New Products and Services

Since people are able of consuming products and obtaining services using the
internet, a widespread usage of Al has played a major role in that. Al creates
an opportunity for organizations only if they pursue the right Use Cases, build
analytics capability and finally embed the analytics in the day-to-day processes.
It is perfectly understood that the more data it is consumed the greater insights
AT can provide, especially in Telecoms where, a plethora of data from many
different sources exist. As a result of Al, services can be more personalized and
could match real customers’ needs. The Al-driven mechanisms used to analyze
corporate data create an opportunity for better exploitation towards the mon-
etization of those data and set up a new revenue stream for the organizations.
However, in order to achieve monetization of data there are several prerequi-
sites that should be met. AT may be applied only on proper/accurate datasets,
otherwise, the results may end up disastrous for the organization.

4 Challenges

Despite the numerous potential benefits of Al technologies for Telecoms, there
still exist several challenges in the successful adoption of it. Al technology is still
in its infancy, and this creates different challenges for Telecoms that aim to break
into Al. One of the main problems many data owners face is the quality of the
data. So, before the presentation of the identified challenges it seems reasonable
to demonstrate the below figure. A process that could be followed in order a data
owner to prepare and exploit data toward Al-based service creation is depicted
in Fig. 1. This presents the stages that not only a Telecom organization, but
also, any other industry that owns vast amounts of data should follow, in order
to benefit from the power given by data.
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Identify the Identify Understand Organise the Define the Decide on Create
use Cases available data Regulatory Data / Assure Data willing to How to Use Services
sources Environment Quality Use them based on Data 1

Fig. 1. Data exploitation process

4.1 From Data to Business Value

In the State of Data Culture Report by Alation[13], several challenges were iden-
tified as important by companies in their Al transformation. Alation performed
a quantitative research study among 300 Data and Analytics leaders. The study
identified eight major challenges in using data to drive business value. More
specifically, lack of analytical skills among employees emerged as the top chal-
lenge in 42% of the responses. Data democratization, the fact that not everyone
can access data on their own, also ties for the first place at 42% of the responses.
Closely related comes the challenge of organizational silos, the fact that data is
not shared among different groups, at 41% of the responses. As in many Telecom
Operators, OTE is addressing this issue by reskilling and training its employees.
Additionally, IT Innovation Center forms cross functional teams and onboards
experts from other units on all Al-related PoCs.

4.2 Lack of Technology Maturity

Due to the relative infancy of Al technology, perhaps the biggest obstacle for
AT adoption for Telecoms is lack of technology maturity. With the number of
commercial Al solutions growing every day, it is hard to identify the best solution
for your company’s individual needs. As an Innovation Team, we have faced the
challenge of constantly evaluating the potential value of external AI solutions
and collaborations with innovative partners. Moreover, according to McKinsey
[14], one of the challenges to Supervised Machine Learning is the need for large
amounts of human effort to label training data. In addition, the large amounts
of data required for Deep Learning may be challenging to collect or may even
not be available.

4.3 Lack of Expertise

Another barrier for the adoption of Al in Telecoms is lack of Al expertise. Com-
panies have only recently started investing in Al talent. In addition, people spe-
cializing in AT and Data Analytics are in short supply. Currently, the demand for
such talent certainly exceeds supply. This alone is a challenge and a threat that
Telecoms must deal with in order to keep their competitive advantage. They
need to provide career incentives and proper growth opportunities to attract
data scientists and data analytics experts.
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4.4 Al Ethics and Trust

An ethical perspective of Al is the ability of algorithms and models to optimize
tasks by learning from large available amounts of data without any human inter-
vention. Another important consideration that has to do with the explain-ability
of Al algorithms and possible algorithmic bias. Regarding Al and trust, accord-
ing to Accenture [15], several risks arise in this context. These include unethical
or even illegal use of insights, amplifying biases that stem from issues of social
and economic justice, and using data for purposes to which its original disclosers
have not given their consent. Moreover, risks of Al adoption also include lack of
transparency, biased algorithms, unclear liability for actions and decisions taken,
loss of control, loss of privacy, the great influence of big data-driven AI compa-
nies like Facebook and Google, impact in the labor market, and the emergence
of deep fake videos and fake news, among others. Thus, organizations should
carefully consider the ethics behind the data collection, manipulation, and use.

4.5 Data Security and Privacy

A risk that Telecoms should mitigate has to do with how they handle security
and privacy issues related to their data. For instance, as stated by SAS in [16],
especially in Europe, General Data Protection Regulation (GDPR) in many cases
restricts or, at least, complicates the process of personal data in the context
of Analytics and AI. This is another challenge that European Telecoms must
overcome. GDPR may eventually help create the trust that is necessary for Al
acceptance by consumers and governments as we continue to progress toward
a fully regulated data market. According to Accenture [15], Al risks that are
left unchecked can severely damage the consumer trust in a brand. Interestingly,
digital trust is difficult to build but easy to lose.

4.6 Data Infrastructure

For enterprises to transition from proofs of concept to deployed Al, existing data
infrastructure and data management should be reconfigured. Machine learning
systems require large amounts of data to function meaningfully, and it is not
uncommon that the data needs to be in real-time, streaming format. Typically,
most enterprise application systems are not set up this way. In contrast, Al
adoption requires a highly flexible technology stack that can support big data
volumes and cloud-native solutions. This also brings in additional costs related to
the storage of large amounts of data and machines with the capability to process
it. Moreover, another challenge related to data infrastructure is the scalability
of models in production. Moving a model to production and having it scale to
large amounts of data is a challenge that enterprises must overcome before they
reap the real benefits of AI [16].



54 P. Palaiogeorgou et al.

4.7 Al in the Change Management Process

In order AI to move to production and influence or automate day-to-day deci-
sions, it should also convince C-executives about the positive Return on Invest-
ment (ROI). The business owners of a final product should stay in close contact
with the people that are building the Al solutions, since relatively inexpensive
proofs of concept get the green light but never make it to production when the
associated costs of such a move are increased. Al requires a transformation in
the mindset of enterprises not only technologically but also from a business point
of view. A solution could be the involvement of outsourced experts that have
already adopted Al in their enterprises and can help with the transition through
the learnings they have acquired [17]. This cultural transformation is one that
many Telecoms have started and should continue investing in the future.

5 Use Cases

Since the opportunities and challenges of the adaptation of Al technologies have
been thoroughly presented in the sections above, the next logical step is to
demonstrate the Use Cases that we are experimenting with, in order to evaluate
AT technologies and measure potential benefits. Table 1 presents those Use Cases
and illustrates their connection with the opportunities and challenges as we have
previously identified.

Table 1. Use Cases mapping

Use cases Oportunities Common challenge
Chatbot & NLP Customer centricity Lack of analytical skills
Robotics Process automation Security & privacy
Customer & employee
centricity
Sentiment analysis Customer & employee Lack of technology maturity
centricity
Machine vision AT monitoring Lack of expertise
Sales forecasting Decision support Ethics & trust
New products & services
Predictive maintenance | Operational support Infrastructure
(Network/customer) Optimization
AT monitoring

The potential for Al to drive revenue and profit growth is enormous. Market-
ing, customer service, and sales were identified as the top three functions where
AT can realize its full potential according to a survey of more than one thousand
executives by Forbes [18]. One of the biggest goals is to incorporate Al solutions
in the daily operations of the company with a slow but certain and steady growth
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in the upcoming years. Of course, similar Use Cases have already been and will
continue being experimented and tested within our organization, since there is
efficient support and documentation that AI and Big Data Analytics projects
bring financial and operational gain [19].

5.1 Chatbot and NLP

Today’s natural language processing systems can analyze unlimited amounts of
text-based data in a consistent and unbiased manner. They can understand con-
cepts within complex contexts and decipher ambiguities of language to extract
key facts and relationships [20]. Given the huge quantity of unstructured data
that is produced every day this form of automation has become critical to ana-
lyzing text-based data efficiently. The basic concept here is the creation of chat-
bots that takes advantage of NLP systems in an interactive layout. Telecoms are
among those that adopted chatbots at early stages. This innovative trend offered
value to the customers as well as to the employees. Conversational Al chatbots
in Telecom industry can reduce the waiting time of internal and external cus-
tomers to a few seconds. Especially for external customers, apart from operating
in simple and repetitive customer demands, chatbots can redirect complex cases
enquires to appropriate departments on complex cases. Through chatbots a cus-
tomer support center can operate effectively and minimize costs, while at the
same time can allow agents to focus on their selling campaigns.

5.2 Robotics

The next Al area that it is believed that will be a future trend of Telecoms is the
area of robotics applications. The adoption of their communication skills and the
fast-operating tasks will make them an ideal assistant to Shop agents. Physical
stores of the future will either be digital or at least have a high volume of digital
flavor. Not far from now, humanoid robots will assist Shop agents in their tasks
to interact and serve customers. Tasks that until now are difficult or even time
consuming will be carried out by humanoid robots. Humanoid robots are being
tested and used to enhance customer experience and engagement. Such robots
can capture emotional cues from people and adapt their behavior appropriately
[21]. Leading organizations should be planning on using intelligent robots to
inform customers about their offerings in an interesting way, ensuring increased
engagement.

5.3 Sentiment Analysis

Sentiment analysis is extremely important because it helps businesses quickly
understand the overall opinions of their customers. By automatically sorting the
sentiment behind reviews, social media conversations, and more, you can make
faster and more accurate decisions. In today’s Big Data environment and espe-
cially in Telecoms there is quite often a data overload issue created by customer
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feedback. Reasonably, it seems rather impossible for individuals to analyze the
data manually without any sort of error or bias [22]. Thus, sentiment analysis
could be used in order to sort/filter the data at scale by providing answers into
what the most important issues are. Furthermore, by using a centralized senti-
ment analysis system, companies can apply the same criteria to all their data
and minimize bias caused by subjectivity and opinions that are influenced by
personal experiences and beliefs. Sentiment analysis can be used by companies
to gain insights about how customers feel about certain topics, the company
in general and finally it enables them to detect urgent issues or crisis in real
time before they spiral out of control. By doing so, Telecoms can automatically
organize incoming support queries (verbal and textual) by topic and urgency in
order to route them to the correct person or department. This application also
increases efficiency and ensures that customers are not left waiting for support
and as a result decreases churn rate.

5.4 Machine Vision

Due to the existing covid-19 pandemic, several actions were forced to be adopted
by large organizations. Al through Machine Vision mechanisms came to assist
on issues such as the social distancing between the employees, as a mechanism to
count people in a meeting room or even in stores. The fact that the exploitation
of such Use Cases demonstrated a rapid volume of usage due to the pandemic,
most definitely does not mean that their usage is limited to the existing situation.
Evidence that supports the above statement can be found in multiple types of
Organizations and Markets. The brightest example is Amazon [23] which has
more than 25 autonomous stores scattered across the United States. One of
the benefits from the implementation of computer vision in Telecom’s retail
stores is Stock visibility [24] (the awareness of what is basically happening at
the Shop). The camera system intertwined with AT technology can detect all
kinds of fraudulent attempts. It is also worth mentioning the stock visibility in
the context of stock replenishment. The camera system can record deficiencies
in specific products and inform the management in real time.

5.5 Sales Forecasting

Nowadays, where data availability, artificial intelligence (AI) and machine learn-
ing (ML) technologies are at their peak [25], accurate forecasts can most cer-
tainly become reality. Next to generic demand drivers like expected revenue,
sales, and transactions, retailers would want to know the estimated foot fall,
call centers the number of calls to expect and warehouse the number of orders.
In addition, demand forecasting can form the foundation on which businesses
can execute their supply chain systems, from procurement and inventory and
warehouse management to distribution management [26]. Companies that uti-
lize demand forecasting, can easily find themselves getting ahead of competi-
tion and assess their own performance. Improvement in supply chain efficiency
is probably the most essential reason to use demand forecasting in operations
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management. Given the forecast of the level of sales and when they will occur,
management can better schedule the procurement, warehousing, and shipping.
This even enables management to plan scheduled maintenance shutdowns and
most importantly to have adequate materials and labor on hand throughout the
year. The need for such models became even more important during the pan-
demic. It is of vital importance that customers can purchase the products that
they want, when they want them, and without delays.

5.6 Predictive Maintenance (Network/Customer)

Predictive maintenance is a technique that collects, analyzes, and utilizes data
from various manufacturing sources like machines, sensors, switches, etc. It
applies intelligent algorithms to the data to anticipate equipment failure before
it happens [27]. In the Telecom industry insights on internal data to generate
cost optimization in maintenance, analyze extra streams of revenue and their
potential, and establish comparative advantage against competition is of essen-
tial value. An efficient Al-based alerting notification solution can be introduced
in order to preserve the high QoS provided as a contractual requirement con-
forming to customer Service Level Agreement (SLA). Advanced ML techniques
could be used in business context exploiting big data analytics or prediction capa-
bilities. To do this, Petabytes (PBs) of data streams in real-time coming from
core network backbone, log files from back-end infrastructure monitoring appli-
cations, anonymized subscribers’ Call Detail Records (CDRs), etc. in daily basis
in conjunction with a vast amount of historical data proceed to predictions on
potential service degradation based on probabilistic models and ML techniques.
A predictive maintenance example in research is the Typhon H2020 project [28]
where its architectural components were deployed by using Telecom data. The
project strives to anticipate equipment failures to allow for in advance scheduling
of corrective actions, thereby preventing unexpected equipment downtime and
improving customer service quality. By that, it enables proactive scheduling of
corrective work, and thus prevents unexpected failures.

5.7 Research Collaborations

An industry that owns and handles vast amounts of data like mobility, sales,
demographic, and traffic data, should search for the right methods and services
to benefit from. A common and successful approach is through participation of
research and innovation projects and partnerships to benefit from third parties’
expertise in certain fields. For example, on the seaport transformation journey,
the Telecommunication industry (also actively involved in ICT services) can have
a significant role and perhaps become a key player towards the transformation
success. Telecom holds the backbone of the data-driven environment [29,30]
through its networks. DataPorts H2020 project [31] is such an example, where
OTE offers anonymized mobility data to be used for seaport related analytic
services and by that enhance the offered analytic services to the ecosystem.
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6 Conclusions

Undoubtably, Al is in our daily routines and is an integral part of our work
environments. Therefore, it is a reality and not a trend idea. Al is a tool for
large organizations to leverage their assets and begin their digital transformation
journey. A continuous journey that besides the numerous opportunities, there are
many challenges and risks needed to be overcome. The digital transformation will
emerge if the entire organization clearly plans the next steps and use Al as the
technology that will push the organization forward. As it has been stated above,
several beneficial use cases have already been implemented. It may be pointed out
and verified by OTE as a Telecom Operator that more complex applications, such
as traffic management and 5G related issues, are being considered for the foreseen
future [32]. Thus the intention of large organizations should be to form and to
establish innovation teams with data science and Al engineering capabilities.
However, most organizations strive hard to match existing business problems/
needs with Al initiatives. What is needed is to set a concrete strategy, to on-board
personnel with Al-related skillsets and in parallel to follow an Al lifecycle that
fits properly with the organizations’ business needs, otherwise the results might
prove harmful for the organization. As in every case, there are considerations and
risks that should be considered. Since the adoption of Al is today’s reality, the
legal and regulatory environment should be clearly understood, especially when
data contains private or sensitive information. Regarding offering data service
offering, entering a new area always demands careful business approaches. Since
this contains data sharing, trust should also be considered, not only from a
technological perspective but also from an ethical. The benefits of Al solutions
in today’s organizations have become more evident than ever, and many of them
have already drive their digital transformation journeys.

Acknowledgements. This work does not necessarily reflect company’s implementa-
tion plans as use cases mentioned later in this paper are in a proof-of-Concept phase.
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Abstract. The importance of inter-organizational information systems (IOISs) to
contemporary organizations has been demonstrated in research and practice. How-
ever, the effects of IOISs use on procurement practices in the public sector are less
understood. The practice lens theory is drawn upon in this study to understand
IOIS effects on procurement activities in the public sector of Ghana, a developing
country context. The findings show the effects as: (1) successtul online tender-
ing processes; (2) unsuccessful online procurement execution processes; and (3)
continuing use of paper-based document exchanges. The paper discusses how the
effects resulted in a partial online procurement system and the failure to realize
the desired benefits. It also discusses the constraints of a full-scale e-procurement
platform deployment and use in developing country public sector and how they
can be addressed.

Keywords: Inter-organizational information systems - Public sector -
E-Procurement - Practice lens theory - Interpretive case study - Ghana

1 Introduction

The purpose of this study is to understand the effects of inter-organizational information
systems (IOISs) use in public sector procurement practices. IOISs are ICT infrastructure
that enables interactions between actors in different organizations [1]. Governments
around the world pursue e-government initiatives to digitalize operations and improve
effectiveness and efficiency [2]. One of such initiatives is electronic procurement (e-
procurement) [3].

Within the public sector, e-procurement refers to the use of integrated web-based
IOISs for government purchasing processes [4, 5]. E-procurement enables government
institutions to conduct online public tenders and reach out to potential bidders [6]. In the
public sector, e-procurement is noted to be one of the means to reduce corruption [6, 7].

Information systems (IS) research on IOISs in the public sector has focused on
knowledge sharing and data synchronization [8, 9]. However, studies aiming at the
effects of IOISs on procurement practices in the public sector are limited. Thus, this
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study is a novel attempt to extend the literature on IOISs to the area of e-procurement
in the public sector. The research question we address is how does the use of IOISs
influence procurement practices in the public sector?

Accordingly, we employ the practice lens theory [10] as analytical lens and qualitative
interpretive case study [11] as the methodology to gain rich insight into the use of an
OIS for procurement activities in the public sector of Ghana, a developing country in
Africa. Ghana was chosen because it has recently migrated its public sector procurement
activities from offline to IOISs to improve operational processes and service delivery.

The rest of the paper is structured as follows. Section 2 reviews literature on IOISs
and public sector e-procurement. Section 3 presents the practice lens as the theoretical
foundation. Section 4 presents the methodology. Section 5 reports the empirical findings.
Section 6 provides a practice lens analysis of the empirical findings. Section 7 discusses
the research findings while Section 8 concludes the paper with its contribution.

2 Inter-organizational Information Systems and Public Sector
E-Procurement

IOISs are central to business ecosystems and for communication between suppliers
and buyers of goods and services [12]. The advantages that IOISs offer have motivated
existing firms to move towards web-based business models [13]. Thus, actors in business
ecosystems use [OISs to enable exchange of information on goods and services. A crucial
characteristic of IOISs is the provision of digital affordances [12]. Digital affordance
denotes what an individual or organization with a particular purpose can do with a
technology [12, 13]. IOISs thus provide digital affordances to consumers and suppliers
by offering them the technological infrastructure for easy communication [14].

In practice, some e-procurement systems provide information only (e-
announcement), while others facilitate transactions [5]. The benefits of an e-procurement
platform to adopting organizations include efficient procurement processes, cost reduc-
tion, improved internal services, and improved purchasing functions [6]. Specifically
in the public sector, e-procurement systems offer additional benefits such as enhanced
transparency, reduced corruption, and access to foreign and SME bidders [4].

In general, e-procurement practice in the public sector is more complicated than in
the private sector [4]. It adheres to rigid regulations, depends on political decisions, and
involves a variety of goods or services [15]. Transparency is one of the basic requirements
in public sector e-procurement, and it usually involves a variety of stakeholders with
different and often conflicting agendas [15]. Consequently, institutionalizing and using
such systems become very challenging and more complex [3, 15].

Despite the insights from existing studies on IOISs and e-procurement, they fail to
unearth knowledge on the relationship between IOIS use and procurement activities in
the public sector. Thus, it is important to understand how procurement practices are
influenced by IOISs use in the public sector.

3 Theoretical Foundation

The guiding lens for this study is the practice lens theory [10]. This study employs the
practice lens theory to understand the effects of IOIS on procurement practices in the
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public sector. The basic concepts of the theory are facilities, norms, interpretive schemes,
technology-in-practice, and ongoing situated use of technology.

Facilities refer to resources needed to accomplish work, norms are rules that define
the organizationally sanctioned way of executing work and inferpretive schemes sig-
nify reflected knowledge of the work done [16]. Technology-in- practice denotes the
specific interaction with technology repeatedly enacted in everyday situated activities
[17]. Ongoing situated use of technology portrays a revised version of the technology-
in-practice through repeated use as experienced differently by users at different times
and circumstances [10].

The fundamental principle of the theory is enactment. Enactment is the reconstitution
of technology-in-practice [ 10, 17]. Constant enactment of a technology-in-practice tends
to reinforce it, so that it becomes standardized and repeated [10]. Enactment may occur
in one of two forms: reinforcement, where actors enact essentially the same structures
with no noticeable changes; or transformation, where actors enact changed structures
with the changes ranging from incremental to substantial [10, 18].

The practice lens theory has been employed severally in IS research in recent years
(e.g., use of technology in work places [19, 20], smart systems services [21], strategiz-
ing ICT practices [22]). However, the application of the theory in e-procurement studies
IOISs studies is less hence its use in this study. The rationale for using it is that the princi-
ple and concepts are useful to understand the effects of IOISs use on online procurement
services in the public sector.

4 Research Setting and Methodology

As part of a larger research project, this study was conducted as an interpretive quali-
tative case study [11] in Ghana. The study focuses on the effects of the use of an IOIS
initiative aimed at transforming public sector procurement practices from physical to
digital processes. The Ghana Electronic Procurement Systems (GHANEPS) is the IOIS
and the Public Procurement Authority (PPA) is the government institution in charge of
its implementation and use. GHANEPS interconnect the information systems of PPA,
the Registrar General’s Department (RGD), the Social Security and National Insurance
Trust (SSNIT), the Ghana Revenue Authority (GRA) and the Ghana Integrated Financial
Management Information System (GIFMIS).

4.1 Methodology

Interpretive case study was employed to understand how the use of IOISs shapes pro-
curement practices in the public sector. Interpretive case study was used because it falls
in line with the view that reality and the knowledge are socially constructed between
researchers and respondents. The motivation for choosing qualitative interpretive case
study approach is based on the understanding that the research phenomenon and its
context can be understood through the meanings that participants assign to them.
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4.2 Data Collection

We collected data from multiple sources, including interviews, observations, documents,
and media news perusal. This approach is in conformity with interpretive research where
many data sources can be used by a researcher. Interviews were conducted between 15
August, 2020 and 31% January, 2021. We used purposive sampling and snowballing to
identify the various stakeholder-groups and interviewees. In all, 21 respondents were
interviewed at their own convenience with sessions recorded upon gaining consent.
Interviews were semi-structured [23, 24], lasted between 30 and 45 min, and transcribed.
Table 1 shows the user-groups, interviewees, and number of interviews carried out.

Table 1. Stakeholder Groups, Interviewees and No. of Interviews

Stakeholder Groups Interviewees No. of
Interviews

Central Government Senior Government 1
Official

Regulator (PPA) Deputy CEO
Head of MIS

IT Officer
Public Agencies Head of Agency

NN =

Head of Procurement
Unit

w

Tender Coordinator

Tender Evaluation
Member

Suppler Organizations Head of Organization

Head of Procurement
Department

Staff of Procurement 2
Department

Total 21

4.3 Data Analysis

We conducted data analysis by reading and re-reading all the data gathered from the
interview transcripts, documents and field notes to derive logical meanings. In doing so,
we sought to gain broad understanding of how the data gathered made sense towards
the research question and the research purpose. Then, we iteratively compared the data
with emerging findings for verification and confirmation. Where necessary, we followed
up with interviewees to verify the emerging findings according to the principles of the
hermeneutic circle [25].
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5 Empirical Findings

Public procurement plays a significant role in national development. In view of this, the
Government of Ghana passed the Public Procurement Act (Act 663) in 2003 to regulate
procurement activities at all levels of government. Before 2019, procurement practices
were carried out through physical interactions. However, from 2019, a digital transfor-
mation of these practices was initiated through the implementation of GHANEPS. The
sections below describe procurement practices before GHANEPS and its use.

5.1 Procurement Practices Before GHANEPS

Procurement activities before GHANEPS involved invitation to tender, submission of
tender, tender evaluation, and award of contract. At the time, a public agency would invite
tenders by publishing in the procurement bulletin and/or at least two national newspa-
pers. In the case of international competitive tendering, the invitation was published in
an international newspaper, a technical or professional journal, or relevant trade publi-
cation. The public agency physically provided tender documents to potential suppliers
in accordance with the procedures and requirements specified in the procurement Act.

Potential suppliers were allowed four weeks for national competitive tendering or
at least six weeks in the case of international competitive tendering for submission of
tenders. Tenders were formulated in English and physically submitted at a place and time
fixed by the public agency. Public agencies could extend the deadline for submission of
tenders before its expiration. Notice of the extension was communicated by fax, e-mail
or any other expedited written means of communication to suppliers to whom tender
documents had been given.

Tenders were physically opened and evaluated when the time specified in their docu-
ments as deadline for the submission or extension is due. A supplier who had submitted
a tender or their representative was permitted to be physically present at the opening.
During the examination of tenders, a supplier could be asked for clarification of its tender
in order to assist in the examination, evaluation, and comparison of tenders.

Award of contract involved acceptance of the tender by the public agency and the
signing of a procurement agreement with a successful supplier. A contract came into
force on the commencement date indicated therein. A public agency could select the
next successful tender if a supplier whose tender had been accepted failed to execute the
tender within 30 days, unless otherwise stated. A head of a public agency during one of
the interviews noted that:

“Before a contract is signed, a public agency must ensure that the service provider
meets all statutory requirements. The challenge here is that the verification of
statutory requirement is cumbersome. This is due to the lack of interconnectivity
between the information systems of statutory bodies in the country.”

5.2 Use of GHANEPS

GHANEPS is a web-based, collaborative IOIS that offers a secure and dynamic environ-
ment for carrying out procurement of all categories, complexity or value. It is expected
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to be used by all public agencies and the general population. GHANEPS was designed
to support online procurement practices and procedures such as tender invitation, prepa-
ration, submission, and evaluation. It also supports advanced procurement procedures
such as contract awarding, catalogue creation and management, framework agreements,
auctions and payments, and asset disposal.

Public agencies are required to register on GHANEPS before they can invite and
issue tenders. The head of the procurement unit (HPU) of a public agency initiates
the invitation process on GHANEPS by creating a workspace per tender. The HPU
then uploads a procurement plan onto the workspace and associates other users with
the tender. The users associated with tenders are procurement officers (POs), tender
opening panel (TOP) members, and tender evaluation panel (TEP) members of which
one is the chairperson (TEPC). The associated PO uploads all documents for the tender,
after which the HPU defines the workflow and evaluation criteria for the tender. The HPU
then creates and publishes tender notices on GHANEPS and/or send them via emails to
registered suppliers.

A supplier needs to register with PPA to bid for and submit tenders. Apart from
the information systems of the RGD, SSNIT, and GRA, GHANEPS was supposed to
interconnect with the Payment and SMS Gateways for effective delivery of services. The
interconnections of these systems are needed for the necessary background checks on
the supplier to be done. While the information system of the RGD enables PPA to verify
if a supplier has been registered and incorporated as a business entity in Ghana, that
of SSNIT helps to check if the supplier pays employee contributions. The information
system of GRA helps to check whether a supplier has paid all relevant taxes and that of
Payment Gateway is to enable the payment of procurement processing charges to PPA
and public agencies to pay suppliers for executed contract.

If a supplier is interested in a particular tender, its associated documents are down-
loaded. After downloading the documents, the supplier then creates and submits a bid
for the tender on GHANEPS. During an interview, an IT officer at PPA noted that:

“Apart from the SMS gateway which GHANEPS has successfully connected to
for the sending of emails, it is unable to connect to the information systems of
other public institutions and service providers which it is required to link up with.
This is because the owners of the systems such as SSNIT, Registrar General and
Ghana Revenue Authority are unwilling to connect them to GHANEPS due to
security reasons. This means that some tendering processes involving third party
organizations are still done manually”

Tender evaluation is digitally performed on GHANEPS by the TEP. Members of
the TEP with conflicts of interest are not allowed to evaluate tenders. Evaluation of a
submitted bid is performed when TEP members unlock bided documents and assess
them. TEP members unlock bids by clicking on the unlock-bid button on the evaluation
page of GHANEPS. Documents on the unlocked bids then appears on the assessment
page of GHANEPS. A TEP member then assesses the unlocked bid by reading through
the documents and inputting the result and other observations on the assessment page.
Evaluation is finalized when the TEPC using GHANEPS generate a report that consists
of summed up results of each TEP member on each submitted bid in ascending order.
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The evaluation report is then approved by the TEP and head of the public agency (HPO)
on GHANEPS.

After the approval of the tender evaluation report, the PO announces the results on
GHANEPS, by SMS, and email to bidders. The HPO then awards a contract to the bidder
with the highest evaluation result by uploading contract documents on GHANEPS.
The bidder who wins the contract receives SMS message from GHANEPS about the
uploaded contract documents, digitally signs it, and uploads it back on GHANEPS.
Lack of necessary ICT gadgets, high cost of internet data, slow and unstable internet
connectivity, high ICT illiteracy rate among service providers are some challenges that
users complain about when using GHANEPS.

6 Analysis

The empirical findings raise a number of interesting issues for analysis and discussion.
However, in line with the research question and the practice lens theory, this section
focuses on the technology-in-practice and ongoing situated use before and after the
OIS for procurement.

6.1 Technology-in-Practice and Ongoing Situated Use Before E-Procurement
10IS

The empirical findings suggest the existence of some form of technology-in-practice
before the e-procurement IOIS. The pre e-procurement technology-in-practice included:
paper based forms; physical tender documents, procurement plans and related records;
physical signature; telephone communication and emails, and the procurement act
(Act 603). The use of these technology-in-practice elements before the adoption of
GHANEPS constrained effective delivery of procurement services in the public sector.
This led to challenges such as frustration on the part of the organizations that access
procurement services, bureaucracy and unprofessional attitude of procurement officers
in public agencies, delay in document processing, and corruption. The findings also
suggest that invitation of tenders, submission of tenders, tender evaluation, and contract
awarding were the main procurement activities to be routinely carried out i.e. ongoing
situated use before GHANEPS and these activities were physically performed.

6.2 Technology-in-Practice and Ongoing Situated Use After E-Procurement
101S

GHANEPS is the main facility needed to ensure effective offering of procurement ser-
vices in the public sector. It was designed to migrate all procurement activities online,
thus removing the use of physical paper and signature, as well as reducing physical
contact between stakeholders. Attestation, tender notification, tender submission, con-
tract awarding, cataloging, auctioning, and project management are the practices (i.e.
norms) routinely performed through the IOIS. GHANEPS connects third-party informa-
tion systems such as RGD, SSNIT, GRA, Payment Gateway, and SMS Gateway for these
activities to be successfully carried out. These third-party systems, GHANEPS, and the
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norms were to ensure the following interpretive schemes (i.e. benefits): improve public
procurement integrity; reduce corruption and procurement malpractices; enhance regula-
tor and public entities decision making capabilities; increase compliance to procurement
laws and regulations; and shortened procurement processes and cycles.

These interpretive schemes are however constrained by lack of necessary ICT gad-
gets, high cost of internet data, slow and unstable internet connectivity, and high ICT
illiteracy rate among staff of supplier organizations. This has made GHANEPS a partial
online system offering basic electronic procurement practices such as tender invita-
tion, submission, evaluation, contract awarding, as well as SMS messaging. However,
advance procurement practices such as project management, attestation, management
of framework agreements, auctions and payments, and asset disposal are still offered
offline.

7 Discussion

GHANEPS was intended to enable the offering of all public sector procurement prac-
tices online. The empirical findings however show that this agenda was not entirely
achieved. This is because GHANEPS could not interconnect with some third-party sys-
tems needed to efficiently carry out procurement activities online. This is due to the
unwillingness of the management of some of the institutions to allow interconnection
between GHANEPS and their information systems because of security reasons. Effective
collaboration between information systems of different organizations has been found to
be one of the main benefits of IOISs [4, 9]. Nevertheless, such interconnectivities are usu-
ally associated with high security risks due to interactions between customer devices,
organizations’ back-end infrastructure and other third-party information systems [9].
The lack of interconnectivity between GHANEPS and related third-party systems in
the public sector leads to the offering of basic electronic procurement practices such as
tender invitation, submission, evaluation, contract awarding as well as SMS messaging.
Advanced electronic procurement practices such as attestation, cataloging, and project
management are not carried out on GHANEPS.

Other factors also shape the non-effective use of GHANEPS. These factors include:
lack of necessary ICT gadgets; high cost of internet data; slow and unstable internet
connectivity; and high illiteracy rate among suppliers. Public agencies and suppliers
need computers to connect and use the functionalities on GHANEPS. However, due to
the lack of these devices, users from these agencies and supplier organizations are unable
to connect, access, and use the platform satisfactorily.

Additionally, the high cost of internet data and the slow and unstable internet connec-
tivity discourage stakeholders from the using GHANEPS. Third-party systems need to
be always available and connected to GHANEPS for effective use. However, it is some-
times difficult to access the interconnected third-party systems through GHANEPS, even
in Accra, the capital city due to unstable internet. Also, the internet is not available in
most of rural Ghana, thus making it difficult for users in the remote parts of the coun-
try to access and use GHANEPS and its third-party systems. Challenges with internet
connectivity are identified as one of the constraints of IOIS adoption [26, 27].

Moreover, Ghana has a large segment of her population being illiterate, particularly
in ICT. Employees of small scale setups and suppliers are largely ICT illiterates. Thus,



68 M. N. Agbeko et al.

they are mostly unable to use ICT devices. Those who can use ICT devices sometimes
find it difficult to understand some of the functionalities on GHANEPS. This discour-
ages them to connect and use GHANEPS and its third-party systems. Thus, lack of IT
expertise and infrastructure, technology competence, technology integration, technol-
ogy readiness, unresolved technical issues, and web functionalities misunderstandings
are key technological factors identified by prior research as inhibiting the effective use
of I0ISs [27, 28].

Finally, this study suggests that neither reinforcement nor transformation, outcomes
of the enactment has been achieved as a result of the ongoing situated use of GHANEPS.
Thus, enactment of technology in practice has not been realized in the case of GHANEPS
making it a partial online IOIS.

8 Conclusion

The purpose of this study was to understand how the use of e-procurement IOIS influ-
ences procurement practices in the public sector. By applying the practice lens theory
to analyze IOIS use in e-procurement practices, our work, in a novel way, contributes to
OIS research in the public sector in general and e-procurement utilization in particular.
The findings show that though IOISs are promising means for effective collaboration
between actors in public sector procurement, it was not entirely so in this case. The anal-
ysis demonstrates that the effects of using e-procurement IOIS on procurement practices
in the public sector include the offering of basic procurement activities to the detriment
of advanced procurement practices, and persistence use of physical documents, signa-
ture, contacts, and disjointed third-party systems. As a result, the e-procurement IOIS
has become a partial instead of a full online platform. This is attributed to constraining
factors in the environment such as lack of ICT devices, high cost of internet data, slow
and unstable internet connectivity, and high ICT illiteracy rate among staff of supplier
organizations. Accordingly, to derive intended benefits, attention should be paid not only
to enablers, but also to constraints that shape the use of IOISs for procurement in the
public sector.

This study contributes to research, practice and policy. For research, the study reveals
the emergent structures that enable and/or constrain the link between e-procurement prac-
tices and IOISs usage (i.e. technology in practice) in the public sector. By identifying
these structures, the study extends existing knowledge in IOISs use in the public sector
in developing countries. For practice, the study shows that managers of government
institutions should not only be interested in implementing digital infrastructures such as
GHANEPS but should be equally concerned with how the use of such infrastructures
can affect procurement in the public sector. For policy the study calls on governments,
particularly in developing countries to create the right structures (i.e. institutional envi-
ronment and frameworks, and provision of appropriate technological infrastructure) to
support IOISs use in the public sector. The study is limited by its single country focus.
However, with the principles of interpretive study, the findings are applicable to devel-
oping countries with similar context. Future research can look at the creation of public
value via e-procurement platform use.
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Abstract. Artificial Intelligence (Al) has received significant attention in recent
years, with claims of unlimited potential across sectors and industries. Despite
the media hype about Al there is limited understanding of how governments can
utilize Al for the delivery of value to citizens and what are the barriers and trade-
offs that need to be addressed to lead to value realization. Al has the potential to
bring transformative benefits to society, but first we need to understand the current
state of play in the public sector through an appropriate theoretical lens. We adopt
the attention-based view of the organization to identify key challenges in terms of
organizational attention. This study draws on a single case study in Saudi Arabia
to identify key challenges associated with the adoption of Al

Keywords: Atrtificial Intelligence - Data - Big data - Public sector - Al adoption -
Saudi Arabia

1 Introduction

ATl has been claimed to convey significant transformative potential across sectors. Global
spending on Al is predicted to be nearly $98 Billion in 2023, more than double what was
spent in 2019 (International Data Corporation), and by 2025, nearly a quarter (24%) of
global GDP will come from Al technologies (World Economic Forum). Al technologies
have the potential to significantly change how we live and work, as Google CEO Sundar
Pichai recently stated “Al is one of the most important things humanity is working on. It
is more profound than electricity or fire” [8]. In the words of the late Stephen Hawking:
“Al could be the biggest event in the history of our civilization. Or the worst! We just
don’t know”. For example, the power of IBM Watson in a cancer diagnosis and Google
DeepMind in a military sphere [9-11].

Simply put, Al can be described as a set of techniques used to simulate human cogni-
tive processes such as learning, inference, and self-correction human-like tasks [1, 2]. AL
is attributed as being the catalyst of the so-called Fourth Industrial Revolution [3]. Al as
a concept is not new, as it can be traced back to 1956 but since then it experienced cycles
of silence known as Al winter [S]. Despite its long history, there is still no universal stan-
dardized definition [4]. Al aims to improve computer capability in four broad domains,
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namely, natural language processing (NLP), knowledge representation (KR), automated
reasoning (AR), and machine learning (ML) [6, 7]. Al can also be used in general tasks
such as fraud detection [12, 13], robotic process automation (RPA) [14], chatbots being
used as an interactive model with citizens [15], and use in new drug discovery [16—19].

Despite the popularity of Al there is a scarcity of rigorous studies that focus on Al
adoption in the real world, specifically within the public sector [20-22]. Furthermore,
there is a need to advance understanding of Al, by considering the mixed views regarding
Al applications and providing empirically based insights [20, 23, 24]. Arguably, Al in
the public sector has a different area of implementation with diverse opportunities and
challenges, where the decision-making context is heavily influenced by policies, effects
on society and commerce, and the wider environmental characteristics are continuously
changing [21, 25, 26,].

To this end, the aim of this study is “to explore the challenges of Al adoption in the
public sector of Saudi Arabia”.

We draw on the attention-based view (ABV) of the organisation as the theoretical
lens through which to study AI adoption in Saudi Arabia as it encompasses the noticing,
encoding, interpreting, and focusing of time and effort by organizational decision-makers
to address challenges and seize opportunities.

The remainder of this paper is structured as follows. First, we provide context to this
study by reviewing extant literature on Al in the public sector and Saudi Arabia. Then
the research methodology and data collection methods are discussed. Next, key findings
and discussion are presented. The paper ends with conclusion, limitations, and future
research.

2 Related Literature

2.1 Al in the Public Sector

The reported opportunities of Al in the public sector include increased productivity and
performance, less human errors and lower costs, by removing administrative duties and
better resource allocation [12, 14, 27-29]. There are also claims that Al impact many
rules-based activities and repetitive, while also creating more than 133 million new jobs
by 2022 [30, 31].

In the context of Al adaption budget, Al technology spending in Europe for 2019
has increased 49% over the 2018 figure to reach $5.2 billion [32]. By 2030, AI may
lend 20% of GDP in China by 2030 [33]. The value of Saudi Arabia’s data and Al
economy is currently estimated at 4-5.3 billion USD, and there is an opportunity to
generate additional revenues and savings of over 10.6 billion USD using these insights
to help guide government decisions. It is expected to contribute an estimated 14 percent
growth to its GDP by 2030, “the equivalent of an additional 15.7 trillion USD”. [34-36].
Furthermore, the importance of data for artificial intelligence (Al), such as the importance
of water for plants. As Clive Hamby stated that “Data is the new o0il” [36]. Some studies
argue about Al ability to interpret and learn from external data to obtain useful outcomes
in a dynamic way. The success of Al in delivering outstanding performance for specific
tasks, such as robotic vehicles, flexible scheduling, etc. relies on big data availability.
Al and big data are now apparently inseparable [37, 38].
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Along similar lines, recently, the importance of Al and Data can be shown when
it comes to deal with the COVID-19 pandemic. For example, an Al-based model of
HealthMap used as a tracking model at Boston Children’s Hospital (USA). It alarmed
the first sign earlier than a scientist warning at the Program for Monitoring Emerging
Diseases (PMED). Moreover, a prognostic prediction model was developed using Algo-
rithmic Machine learning at Tongji Hospital in Wuhan, China. It predicts the death-rate
risk of an infected person and how accurate s/he is affected by COVID-19 (with 80%
accuracy). [39, 40].

Despite the raised level of Al adoption advantages within many areas in term of effi-
ciency, improved productivity and reliability, and a big bright picture, these technolo-
gies are not welcoming globally when it is deal with work displacement [41], as well
as it raises ethical concerns connected to data bias, governance, safety, privacy, and data
ownership [42]. The adoption of Al technology in the public sector creates a demand-
ing challenge that likely remains a shortcoming within the next years [27, 43, 44]. Al
and Data regulations and ethics are another global concern [45, 46]. Nevertheless, there
is still humble knowledge about the types of Al applications’ contribution for govern-
ments and how to bridge the gap between citizens’ satisfactions and government abilities
considering Al within the capabilities of arising challenges [47].

2.2 Al Adoption in Saudi Arabia

The government of Saudi Arabia launched the Vision 2030 initiative in 2016 with specific
goals and development directions to diversify its economy. Driven by this vision to
ensure the nation can reduce its dependency on oil [6, 48]. One plan covers investing
and developing in Al technology and its assimilation into a new mega-city called “Neom”
[6, 49]. Recent developments have seen Saudi Arabia become increasingly interested in
the Al revolution. For instance, in September 2019, King Salman Bin Abdulaziz gave
a decree to set up a “National Authority for Data and Atrtificial Intelligence”. There are
currently several Al-related technologies available, but none have explanations of their
challenges in Saudi Arabia, particularly from the viewpoint of leadership.

In line with AT and Data opportunity, Saudi Data and AI Authority (SADAIA)!
in partnership with the Ministry of Health, launched two common applications called
Tawakkalna, <t s and Tabaud “xls” in response to Covid-19. Both applications use
Machine learning algorithms and citizens/foreigner’s data to manage virus spreading.
Tabaud uses in tracking and predicting affected areas [50, 51]. Despite Al contribution
to the COVID-19 outbreak, it is used to help the vaccination process. For instance,
Tawakkalna application has been used in vaccination organizing where it helps to identify
automatic alerts to determine where the closed vaccination center is and generate e-pass
to those who are already vaccinated to let them free public moving [50]. Another example
indicating the importance of Al to Saudi Arabia’s economic development, the Global
Artificial Intelligence Summit 2020 was held in Riyadh in Oct 2020 [6]. And then Saudi
government announced the Line, it is a proposed smart city project where it is in Neom

! The Saudi Data and Artificial Intelligence Authority (SDAIA) was set up by a Royal Decree in
August 2019.
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under construction; it seeks to integrate robotics and Al seamlessly into every aspect of
citizens’ lives [52].

3 Methodology

This exploratory work embraces the most widely recognized methods for data gathering
used in qualitative research, interview study. It involves professionals responsible for the
adoption of Al technology in the public sector of Saudi Arabia. The case study method
was selected because it is suited to explore experiences and views on specific issues
[53-55]. The case was chosen for two key reasons that are pertinent to this study. First,
this case is considered an exemplar case of a public sector organisation adopting Al
technology in Saudi Arabia at different stages, which provided rich awareness of the
challenges encountered. Second, a member of the research team had direct access to the
case, as they are a citizen of Saudi Arabia, and their doctoral research is funded by the
Saudi Arabian government.

The case studied is a public university established in 1998. It is one of the top univer-
sities in Saudi Arabia, with more than 70,000 students. This university has earmarked
Al & Data department responsible for coordinating the adoption Al to automate more
than 137 tasks such as evaluating student performance, student performance prediction,
learning outcomes, predicting students learning style, a recommendation system for stu-
dents, and more [56]. This University classified as F9. Education in OECD Classification
where the sectors are categorized by function of government [57].

To select individuals that are representative of the population in the case studied, we
employed ‘snowball sampling’ [58, 59]. Five key decision-makers (see Table 1) were
interviewed as they had extensive experience with Al hold PhD qualifications in data
science.

Table 1. Interviewee profile

Code | Job title Years of experience
R1 | Director of Centre for Al 16
R2 | Vice Dean of IT 9
R3 | Academic staff in IT 11

R4 | E-learning department and IT project | 7

R5 | Project manager and data scientist 7

The interviews were conducted remotely using online meeting tools (e.g., Zoom,
Microsoft Teams, and Google Meeting). The duration of interviews ranged between 40
and 60 min. Semi-structured interviews were used to obtain rich insights to the context
of the three cases studies and the emergent challenges. Interviews were recorded and
transcribed, some in Arabic Language and then translated to English. Notes were taken
during the interviews. For the purpose of research rigour and anoymonity, a code (e.g.,
R1) was assigned to each interviewee.
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Analyzes of the data was guided by the Gioia method [cf. 63] as this method can
extract novel insights by carefully investigating how different actors of an organiza-
tional process experience events (i.e., adoption of Al). The Gioia method also facilitates
‘research rigor’ [ibid] as it enables inductive researchers to use systematic, conceptual,
and analytical discipline, that can lead to findings that are credible.

4 Analysis and Findings

Analyzes of the data was guided by the Gioia method as it facilitates ‘research rigor’ [63],
by enabling researchers to use systematic, conceptual, and analytical discipline, that can
lead to findings that are credible. The key findings that emerged from the interviews are
presented in the remainder of this section.

Theme 1: Fear of Al

Fear of failure: A number of employees have the ability and capability to learn and
master new experiences. However, to adapt to a complex technology like Al, most
university staff fear failure. This was explained by one of the managers in the department
when he commenced that:

“The employees in some departments have passion about Al but they fear failure”.
R4

Losing Jobs: Job security is the main challenge factor for employees who work routine
jobs. They are not aware of Al, which uses as assisting tools not to replace their jobs.
One of the respondents said:

“Many employees are influenced by the media about Al danger and the uncertainty
of the future when using AI”’. R3

Theme 2: Administrative Challenges

Understanding the Significance of Data and Al Technology: At the administrative level,
some managers are not aware of Al and Data’s importance to ease the decision-making
process. One of the interviewers mentioned this in his statement:

“There are some decision-makers who are still stuck working on a traditional way.
They don’t want technological intervention or any innovations to interrupt the
ongoing processes. It is difficult to deal with them or convince them of the benefits
of the technology in facilitating work”. RS

Department Collaboration: At the administrative level with the same organization, they
have a conflict where different colleges, departments, and sections have a different sys-
tem. Some departments do not integrate with some initiatives launched Al center. They
do not share data, “There is no administrative incorporation with each other, as each
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department has a different system”.......... “No one wants to take the responsibility to
share data, as we still do not have any regulation or rules to manage this”. R3.

Theme 3: Issues with Data

Data Digitalization: Digital transformation will also contribute to achieving sustainable
development goals. There is a massive amount of data at the university still saved and
stored handily way, one of the E-learning Department and IT project team reported:

“We have a huge number of documents still stored in a traditional way, paper-based
stores. It takes years to Digitalize it”. R4

Big Data: Dealing with big data is a significant challenge facing organizations. Big data
management and engineering require efforts to handle data size, variety, and processing
methods. It also demands a suitable infrastructure and tools and needs advanced tech-
nology to store, clean, update and analysis, etc. the Dean of Information Technology
reported:

“We have a large volume of data,75K students, and each student has dedi-
cated data. In addition, university’s materials, employees’ databases, etc. This
huge number needs to be managed efficiently also need a well technological
infrastructure must be established to manage it”. RS

Lack of Data Specialist: Data expert can be someone who has the capability to deal
with data warehouse tools as well as an individual or group of specialists to build, clean,
engineering, and preparing data for Al algorithmic models. Specialization and expertise
are other important aspect of implementing Al technology in the public sector. Some
organizations called them data scientists where other data engineers. In Saudi Arabia,
this skill is absent, especially for someone with relevant skills to support and promote
Al development.

“To build a solid infrastructure, we need manpower, such as database administrators,
data scientist, data engineer, we need a real data scientist who has a good experience,
not those who attended three months online course”. RS.

Data Governance: One of the problems that is almost repeatedly mentioned by most
of the interviewees was Data governance, policies, and guidelines. In the use of Al, we
are in circle one of Data accessibility and regulations. The Director of the Centre for Al
stated:

“We don’t have ethical regulations for using Al and its consumed Data specifically
here in the university, and you could use that as the novelty of your research”. R1.

Furthermore, another informant shared a similar view saying “There are many legis-
lations for the uses of technology in the university such as not inappropriately using per-
sonal data also not disclosing them, but currently, there is no governance and legislation
for artificial intelligence and its structured data”. R2.

A summary of the preliminary findings is provided in Table 2.
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Table 2. Challenges to Al adoption.

Data Lack O_f D.ata Al and Data Awareness Losing Jobs
Governance Specialist

Data Related [EEMMMMMMMMSMSSSN  Administrative Challenges (MM Al Related
Concerns Challenges
A
Data
Digitalization

Department
Big Data Collaboration

Fear of failure

5 Discussion and Implications

Within the scope of our literature research, the scientific contribution to this study is
inspired by its usefulness and originality. First, the most significant contribution of this
research is addressing eight main challenges of Al adoption and Data in the context of
public sector organizations in Saudi Arabia. Second, by providing an empirical review
of the existing adaption plan and concerns related to Al and Data as Interdependence
phases. Further, the insights achieved from this study offer implications in Al and data
opportunities and challenges which helps decision-makers in the public sector to consider
when adopting Al technologies.

Implications for Research: As our research develops upon existing Al adoption litera-
ture in a public sector, it contributes to the original knowledge [60, 61]. This research
helps develop and implement Al adoption and placement policies that can contribute to
embedding Al-based capabilities within and throughout the organization, leading to both
business and social value to be generated by the specific Al technology. An implication
for public sector leaders and key decision-makers is the need. Besides, research on Al
adoption still lacks in the public sector, and its outcomes need to be regulated.

Implications for Practice: Based on the convincing evidence currently available, our
research seems fair to suggest practical insights. First, it delivers a first overview step
of the challenges associated with adopting Al in the public sector in Saudi Arabia. An
implication for public sector associations targeting at development of Al-based public
services is the need to review the organizational readiness [62]. This includes consid-
erations of social and technical aspects. Second, despite the potential benefits of Al in
the public sector, one of the Al adoption challenges that key decision-makers should
consider as fundamental issues are data-related challenges that should not be set aside.
As examples of these obstacles, data availability, quality, confidentiality, ethics, and
integrity. There will be additional costly effort associated with collecting, storing, and
sharing Al technology-derived large data sets. This cost can be related to the budget or
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extra space and management requirements for data storage, cleaning, integrating, readi-
ness, validation, and infrastructure tools. Although, if the data are not accessible, Al
adoption is a waste of effort and might fail.

6 Conclusion and Future Work

In this study, we focused on the challenges of Al in the context of a public sector
organization in Saudi Arabia. As with all research, however, we acknowledge this study
has two limitations, which also offer directions for future research. First, the collection
and analysis of the data from a single case study limits generalisability of the findings.
Future research could focus on multiple case studies of public sector organizations in
Saudie Arabia or other countries. Despite this limitation, this paper provides a starting
point to study the adoption of Al in the context of public sector organizations in Saudi
Arabia.

To conclude, adopting Al requires consideration of not just its technical character-
istics, but to take into consideration the context of its intended use and the readiness
of the organization as a whole. Concluding, public sector organizations need to contin-
ually learn how to balance the social and technical aspects of Al as both can directly
and indirectly have a positive or negative impact on people internal and external to the
organization.
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Abstract. There is still a limited understanding of the necessary skill, talent,
and expertise to manage digital technologies as a crucial enabler of the hospi-
tal’s ability to adequately ‘sense’ and ‘respond’ to patient needs and wishes, i.e.,
patient agility. Therefore, this investigates how hospital departments can leverage
a ‘digital dynamic capability’ to enable the department’s patient agility. This study
embraces the dynamic capabilities theory, develops a research model, and tests it
accordingly using data from 90 clinical hospital departments from the Netherlands
through an online survey. The model’s hypothesized relationships are tested using
structural equation modeling (SEM). The outcomes demonstrate the significance
of digital dynamic capability in developing patient sensing and responding capa-
bilities that, in turn, positively influence patient service performance. Outcomes
are very relevant for the hospital practice now, as hospitals worldwide need to
transform healthcare delivery processes using digital technologies and increase
clinical productivity.

Keywords: Dynamic capabilities - Digital dynamic capability - Big data
analytics - Patient agility - Sense and respond - Patient service performance -
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1 Introduction

In the age of big data and data-driven decision-making, hospitals worldwide use innova-
tive information technology (IT) to transform their care delivery processes and business
models, thereby improving cost efficiency, clinical quality, service efficiency, and patient
satisfaction [1-7]. Hospitals are forced to do so, as they are an essential component of
modern-day society, and the adoption of groundbreaking IT essential to its success
[7-9]. Hospitals use IT, such as clinical decision-support systems (CDSS), to enhance
the decision-making processes and provide clinicians with several modes of decision
support (e.g., alerts, reminders, advice) [10-12]. Another recent development is using
big data and predictive analytics as doctors need to analyze exponential volumes of
patient-generated data [13]. Big data, in essence, refers to datasets whose size is beyond
the ability of conventional database software tools to capture, store, manage, and ana-
lyze both structured and unstructured data. Modern hospitals are currently very active in
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exploring new digital options and data-driven innovations using big data to drive clinical
care quality and strengthen the relationships and interactions with patients. For instance,
clinicians use digital innovations in their clinical practice, e.g., mobile handheld devices
and apps, to increase error prevention and improve patient-centered care [14]. Also,
digital innovations provide clinicians with ways to be more agile in their work, improve
clinical communication, remotely monitor patients, enhance clinical decision-support
[8, 9], and improve the patient treatment process and medical quality services [15]. Big
data analytics is particularly relevant for hospitals where it can be used to, e.g., to identify
defects in care and risk factors for patient safety issues, determine the time required to
perform key patient care activities (e.g., passing medication), occurrence patterns, and
statistical testing of intervention strategies, evidence-based medicine, and analyses to
measure the impact of using clinically substitutable supply items on patient outcomes.

There is a wealth of attention for information technology (IT) adoption and IT-
enabled transformation in healthcare research [16]. However, there is still a limited
understanding of big data’s role and its associated predictive models as a crucial enabler
of the hospital’s ability to adequately ‘sense’ and ‘respond’ to patient needs and wishes,
i.e., patient agility [13, 17] and hospitals have not fully grasped the value of these data-
driven innovations yet [13]. As such, this article embraces the dynamic capabilities
theory (DCT), a foundational strategic framework within the management and IS field,
when it comes to the innovative and orchestrated use of digital technologies [18-21].
When hospital departments want to excel and use data-driven innovations in practice
and drive patient agility, for instance, to help detect COVID-19 cases early using big
data, they need to manage and master digital technologies. Hence, they need to develop
a ‘digital dynamic capability’ which can be considered the “organization’s skill, talent,
and expertise to manage digital technologies for new innovative product development”
[22]. For such a capability to develop, the hospital department needs heterogeneous
competencies [17, 23]. Against this background and the current gaps in the literature, this
paper acclaims that digital dynamic capability enhances the ability to sense and respond
adequately to the patient’s needs and demands and drive the department’s patient service
performance, i.e., the extent to which hospital departments achieve high-quality medical
services [24]. Hence, this research addresses the following research questions:

(I) What is the effect of digital dynamic capability on the hospital depart-
ments’ sense-and-respond capabilities, i.e., patient agility ? Also, (II) through what
mechanism does patient agility lead to high levels of patient service performance?

2 Theoretical Foundation

This study builds upon the dynamic capabilities theory (DCT) [23, 25]. The DCT is a
leading theoretical framework that explains where firms’ competitive advantage comes
from in industries with high technological and market turbulence. Dynamic capabilities
can be defined as a specific subset of capabilities that allow firms to integrate, build, and
reconfigure internal and external resources and competences to create new products and
processes and respond to changing business environments [26]. Hence, these capabil-
ities allow firms to manage uncertainty [19, 25]. Notwithstanding its significance, the
theory has been profoundly subjected to theoretical debate [23, 25-27]. However, most
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empirical endeavors established positive relationships among these capabilities in recent
years, firm’s operational, innovative and competitive performance measures [28].

The concept of organizational agility is a manifested type of dynamic capability
[19]. It can be conceptualized as a dynamic capability if “they permit organizations to
repurpose or reposition their resources as conditions shift” [29]. Organizational agility
has been proposed under the DCT as an essential organizational capability to respond
to changing conditions while simultaneously proactively enacting the dynamic envi-
ronment regarding customer demands, supply chains, new technologies, governmental
regulations, and competition [19, 30, 31]. This ‘sense-and-respond’ capability has been
defined and conceptualized in many ways and through various theoretical lenses in the IS
literature [32, 33]. For instance, Park et al. [31] ground their conceptualization and opera-
tionalization in the information-processing theory and argue that information processing
capabilities strengthen the organization’s sense-response processes to adapt to chang-
ing environmental conditions. Lu and Ramamurthy [34] embrace a complementarity
perspective and perceive agility as the organization’s ability to seize market opportuni-
ties and operationally adjustment capacity. Roberts and Grover [35] synthesized that,
although there seems to be ambiguity in definitions as reflected by the concepts’ opera-
tionalized capabilities, a set of high-level characteristics can be devised from the extant
literature: deliberately ‘sensing’ and ‘responding’ to business events in the process of
capturing business and market opportunities. This article perceived patient agility as a
higher-order manifested type of dynamic capability that allows hospital departments to
adequately ‘sense’ and ‘respond’ to patient-based opportunities, needs, demands within
a fast-paced hospital ecosystem context [19, 35]. Digital dynamic capability is a cru-
cial technical-oriented dynamic capability necessary to innovate and enhance business
operations using digital technologies [22, 36—38]. These digital technologies include
big data analytics and artificial intelligence (AI). Digital dynamic capability can be
conceived as an organization’s ability to master digital technologies, drive digital trans-
formations, and adopt new innovative services and products. Digital dynamic capability
is conceptualized as a lower-order technical dynamic capability that facilitates develop-
ing higher-order dynamic organizational capabilities such as innovation ambidexterity,
absorptive capacity, and organizational agility [17, 27, 38, 39].

3 Research Model and Hypothesis Development

3.1 Digital Dynamic Capability and Patient Agility

Recent scholarship shows that digital dynamic capability is crucial to innovate and
enhance business operations [22, 36—38]. For instance, Wang et al. [40] argue that firms
use the digital dynamic capability to leverage IT and knowledge resources to deliver
innovative services that customers value. Coombs and Bierly [41] empirically showed
that this technological-driven capability enables competitive advantages. The literature
shows that by actively managing the opportunities provided by new digital innovation
such as big data and Al and actively responding to digital transformation, organizations
can succeed in their digital options and services [22, 40]. This capability is vital for
hospital departments that want to strive for patient agility in clinical practice because the
process of achieving new digital patient service solutions is exceedingly dependent on its
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ability to manage digital technologies [17, 22]. The digital dynamic capability provides
the hospital department with the ability to, e.g., integrate devices (think, for instance,
about patient location devices, smart beds, bed & tracking boards) so that accurate and
efficient clinical documentation and processing is facilitated and better clinical decision
takes places [6]. Hence, hospitals that actively invest and develop these capabilities are
likely to sense and anticipate their patients’ needs (of which they might be physically
and mentally unaware) and respond fast to changes in the patient’s health service needs
using digital innovations and assessments of clinical outcomes [17, 22, 35]. Therefore,
the following two hypotheses are defined:

Hypothesis 1: Hospital departments’ digital dynamic capability positively
impacts the department’s patient sensing capability.

Hypothesis 2: Hospital departments’ digital dynamic capability positively
impacts the department’s responding capability.

3.2 Patient Sensing and Responding Capability

This article, thus, hypothesizes that hospital departments’ digital dynamic capability
is key to establishing patient sensing and responding capabilities. Furthermore, it is
suggested that the digital-driven patient sensing capability, in turn, affects the hospital
departments’ ability to respond rapidly if something important happens with the patients
or their service needs. Digital options and innovations provide clinicians with ways to
sense and anticipate patient’s needs, wishes, and demands more effectively [7, 42] and
thereby improve the patient treatment process and quality of medical services [15, 42].
However, in order for a responding capability to be effective, the hospital department is
dependent on its ability to sense and anticipate the patients’ needs [35]. In a similar vein, it
can be argued that hospital departments cannot leverage a patient responding capability if
they have not developed an effective sensing capability. Hence, the following is defined:

Hypothesis 3: Hospital departments’ sensing capability positively impacts the
department’s patient responding capability.

3.3 Patient Responding Capability and Patient Service Performance

The extant literature shows that digital-driven sense and respond capabilities are crucial to
achieving higher-quality and patient-centered care and hospitals’ financial performance
benefits [24, 43]. By making specific investments in capabilities valued by patients, hos-
pital departments can achieve high levels of patient service performance and value in the
turbulent healthcare environment [44]. For example, clinicians who use digital innova-
tions in their clinical practice, e.g., mobile handheld devices and apps, can increase error
prevention and improve patient-centered care [14, 43]. However, a sufficient responding
capability should be preceded by a developed and aligned sensing capability to respond
effectively and drive patient service performances [30, 45]. Hospital departments that
can continually sense patients’ needs are more effective in clinical communication,
decision-support [7, 53], and the patient treatment process, thus responding effectively
to patients’ needs and wishes [15, 42]. A strong patient responding capability is likely to
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provide service flexibility, high-quality care, achieve patient satisfaction, and improve
the accessibility of medical services [35, 43]. Following the literature on the widely
adopted process-oriented perspective, it can be argued that patients’ sensing capability
effect on patient service performance is intermediated by patient responding capability
[46]. Hence, this study defines the following:

Hypothesis 4: Hospital departments’ responding capability mediates the effect of
sensing capability on the department’s patient service performance.

4 Research Methods

4.1 Data

This survey was pretested on multiple occasions by five Master students and six medical
practitioners and scholars to improve both the content and face validity of the survey
items. The medical practitioners all had sufficient knowledge and experience to assess the
survey items effectively to provide valuable improvement suggestions. The survey was
anonymously administered to key informants within hospital departments. We assured
the respondents that their entries would be treated confidentially, and we would only
report outcomes on an aggregate level [47]. Our target population includes medical
heads/chairs of the department, practicing doctors, and department managers.

Data were conveniently sampled from Dutch hospitals through 5 Master students’
professional networks within Dutch hospitals. The data we collected between November
10t 2019, to January 5™, 2020. This study uses 90 complete survey responses for final
analyses. Within the obtained sample, 28.9% of the respondents work for a University
medical center, 41.1% work for a specialized top clinical (training) hospital, and 30%
work for general hospitals. Most survey respondents are medical heads/chairs of the
department (51.1%)", 24.4% is a practicing doctor, 11.1% is department manager, while
the remaining 13.3% of the respondents hold other positions such as specialized oncology
nurses.

Finally, Harman’s single-factor analysis was applied using exploratory factor analy-
sis (in using IBM SPSS Statistics™ v24) to restrain, ex-post, possible common method
bias [47]. Outcomes show that the current sample is not affected by method biases; no
single factor is attributed to most of the variance.

4.2 Constructs and Items

The selection of indicators was made based on previous empirical and validated work
to increase the questions’ internal validity and reliability. This study devised three core
items from Khin and Ho [22] to measure digital dynamic capability and conceptual-
ized patient agility as a higher-order dynamic capability comprising the dimensions
‘patient sensing capability’ and ‘patient responding capability’ [30, 32]. This study
adopts five measures for each of these two capabilities, following Roberts and Grover
[30]. This study builds upon the concept of IT-business value creation [24, 46] to con-
ceptualize patient service performance (PSP). Thus, consistent with balanced evaluation

1 5 respondents claimed that they were team leads.
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perspectives, patient service performance is represented by three measures, i.e., enhanced
quality, improved accessibility of medical services, and achieving patient satisfaction
[24, 48, 49]. The constructs’ items in the research model used a seven-point Likert scale
ranging from 1: strongly disagree to 7: strongly agree. Following prior IS and man-
agement studies, we controlled for ‘size’ (full-time employees), operationalizing this
measure using the natural log (i.e., log-normally distributed) and ‘age’ of the depart-
ment (5-point Likert scale 1: O-Syears; 5: 25+years). All measures are included in the
Appendix, including the respective item-to-construct loadings (1), mean values (), and
the standard deviations (Std.).

4.3 Analyses Using Partial Least Squares

This study applied SmartPLS version 3.2.7. [50]. SmartPLS is a Structural Equation
Modeling (SEM) tool that uses Partial Least Squares (PLS). PLS is used to estimate the
research model and run its associated parameter estimates. A key reason for PLS’s usage
is that this current work focuses on predicting and articulating particular hypothesized
relationships. Also, PLS allows flexibility concerning the assumptions on multivariate
normality, the ability to run parameter estimates for smaller samples, and reduces the
overall error associated with the model [51]. The sample size exceeds the minimum
threshold to obtain stable PLS outcomes. This study uses a two-step approach to inves-
tigate PLS outcomes. First, the measurement model is assessed. Then, the hypotheses
are tested using the outcomes of the structural model assessment.

S Empirical Results

5.1 Measurement Model Analysis

The internal consistency reliability, convergent validity, and measurement validity of the
first-order latent constructs were first assessed. PLS outcomes show that all the construct-
to-item loadings far exceeded a threshold of 0.70. Both the Cronbach’s alpha (CA) and
Composite reliability (CR) values are all above the threshold of 0.7, showcasing the
latent constructs’ reliability. Next, to assess convergent validity, the average variance
extracted (AVE) was analyzed. This value captures the degree of variance explained
by the latent construct while relating it to the amount of variance due to measurement
error [50]. All AVE-values exceeded the threshold of 0.50 (the minimum was 0.66 for
patient service performance). Three complimentary assessments were used to evaluate
discriminant validity [52]. First, the Fornell-Larcker criterion, i.e., the AVE’s square root,
is compared with cross-correlation values. Outcomes show that each value is larger than
cross-correlations [52]. Next, the cross-loadings between constructs are investigated.
No single cross-loading exceeds a (correlation) difference of 0.20. Finally. This study
investigated the heterotrait-monotrait ratio of correlations (HTMT) values [53]. HTMT
values are all well below the upper bound of 0.90, once more confirming discriminant
validity. The above outcomes suggest that the measurement model is both reliable and
valid.
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5.2 Structural Model Assessment and Hypothesis Testing

This study evaluates the Standardized Root Mean Square Residual (SRMR) value?to
assess the model fit. The SRMR value calculates the difference between observed corre-
lations and the model’s implied correlations matrix [52]. The obtained SRMR of 0.069 is
well below the conservative threshold of 0.08. The model’s hypothesized relationships
can now be estimated. This study investigated each hypothesized path’s significance
and the coefficient of determination (R*), measuring the model’s predictive power [52]
to test the hypotheses. Also, the model’s predictive power is assessed [52]. This study
uses a non-parametric bootstrapping procedure (using 5000 replications) to obtain stable
results and interpret their significance of the path coefficients between this study’s key
construct. Figure 1 shows the results of the structural model assessments.

Patient agility

| 0s6%* | 037 | | oares |
44) . . 3. . . N : .
Digital dynamic 49 Patient sensing ¢.10) Patient responding | G13) Patient service
g:a abgllit —} capability — capability  — performance
pabiiity a || (R=032/02=022) . R=033/02=025) | L. (R*=023/ 0% =0.14)
accepted | | accepted accepted

] \ 4

0.28* (2.21) / H2: accepted

p<005,* p< 001

Fig. 1. Structural model assessment results using SmartPLS (N = 90)

As can be seen from Fig. 1, support was found for all the hypotheses. Digital dynamic
capability positively influences patient sensing capability (8 = 0.56; r = 7.44; p <
0.0001) and responding capability (8 = 0.38; r = 2.21; p = 0.03). Patient sensing
capability positively influences patient responding capability (8 = 0.37; t = 3.10; p =
0.002). Finally, patient responding capability positively impacts patient service perfor-
mance (8 = 0.47; ¢t = 5.73; p < 0.0001). The explained variance for sensing capability
is 32% (R? = .32), for responding capability 33% (R?> = .33), and for patient service
performance (R? = .23). These amounts can be considered moderate effects. Specific
mediation guidelines (Baron and Kenny 1986; Hair Jr et al. 2016; Hayes 2013) were fol-
lowed to investigate the model’s imposed mediation effects. Outcomes show that patient
responding capability ‘fully’ mediates patient sensing capability on patient service per-
formance [52, 54]. Concerning the first part of the model, patient sensing capability
partially mediates the effect of digital dynamic capability. The included control vari-
ables shows non-significant effects: ‘size’ (8 = —0.01, r = 0.01 p = 0.92), ‘age’ (8 =
—0.01, t = 0.14, p = 0.89). A subsequent blindfolding assessment for the endogenous
latent constructs using Stone-Geisser values (Q2) shows that the model has predictive
power [52]. The Q2 values far exceed 0, as can be seen in Fig. 1.

2 This particular metric for model fit should still be interpreted with caution as it is not fully
established in the PLS-SEM literature.
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6 Discussion and Concluding Remarks

This study aimed to understand better the crucial role of digital dynamic capability as
an enabler of the hospital’s ability to adequately ‘sense’ and ‘respond’ to patient needs
and wishes and unfold how hospital departments can grasp the value of data-driven
innovations. Modern hospitals need to ensure that their processes can meet the needs
of an increasingly complex environment, especially now during the COVID-19 crisis. It
is well known that it is essential to maintain strategic flexibility under acute conditions
so that adequate digital options and sensing and responding behavior are exercised
[45, 55]. However, many hospitals currently struggle in their digital transformation
efforts in practice, and this process is usually painfully slow, with many hurdles to
overcome.

This study makes two theoretical contributions. This study is the first to conceptualize
patient agility and empirically validate that patient agility will enhance hospital depart-
ments’ service performance. This study found support for this claim. It shows that digital
dynamic capability enhances patient agility’s conceptualized construct by sequentially
enhancing patient sensing capability and patient responding capability. These results
are coherent with previous work prompting that those hospital departments that invest
and enhance their skills, competences, and knowledge in managing innovative digital
technologies are better equipped to be responsive, innovative, and satisfy patients’ needs
[22, 24]. Also, this study adds to the growing body of knowledge on the degree to which
digital capabilities and competencies contribute to organizational capabilities and ben-
efits [33, 44]. The obtained insights are valuable as future research can consider these
particular insights when investigating hospitals’ IT-business value.

The outcomes of this study provide managerial implications in several ways. First,
the outcomes are relevant for the healthcare sector now, as hospitals worldwide need to
transform healthcare delivery processes using digital technologies and increase clinical
productivity during the COVID-19 crisis [56]. Hospital departments need to develop the
dynamic capabilities and direct IT investments to bring about the highest IT business
value. Hence, departments should prioritize clinical initiatives by focusing on critical
workflows and clinical process improvement opportunities, emphasizing patient agility.
The department’s digital dynamic capability is crucial in the development of new digital
patient service solutions. So, hospital departments need to actively invest in the skills and
competencies to manage new digital technologies like big data and predictive analytics
and Al. Hospitals typically will need to overcome adoption (e.g., physician resistance),
process and technology challenges to develop the department’s ability to master digital
technologies, drive digital transformations, and adopt new innovative services and prod-
ucts. Therefore, hospital decision-makers must deliberately pay attention to stakeholder
involvement and provide appropriate tangible and intangible resources [57, 58].

The study’s limitations are now addressed so that the discussion is put into a proper
academic context. First, data were collected at a single point in time (cross-sectionally)
and thus providing only a snapshot of the firm’s well-being. Also, capability building and
achieving patient service performance are typically part of a hospital department’s long-
term goals and strategic direction. Therefore, a longitudinal approach could be valuable
in providing a richer understanding of the dynamics among this study’s constructs.
Second, all the collected data in this study is from the Dutch hospitals. Therefore, the
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study outcomes could be subject to specific Country, cultural, and (local) economic
influences. Notwithstanding, a substantial amount of current scholarships comes from
Western (North America and Western-Europe) countries. This study, therefore, fits into
a broader class of studies.

Appendix A: Constructs and Items

Construct Measurement item A u Std. Reliability
statistics
o Please indicate the ability of your department to: (1. Strongly disagree—7. Strongly agree
§ :5 DDC1 Responding to digital transformation 0.886 4.33 1.56 CA: 0.86
S £ DDC2 | Mastering the state-of-the-art digital tech- | 0.895 | 3.60 | 148 | CR:0.91
g % nologies AVE:0.78
%O DDC3 Developing innovative patient services 0.856 4.74 1.63
using digital technology
Indicate the degree to which you agree or disagree with the following statements about whether the
department can (1 — strongly disagree 7 — strongly agree)
S1 We continuously discover additional needs | 0.89 4.10 1.66 CA:0.89
of our patients of which they are unaware CR:0.92
5 | S2 We extrapolate key trends for insights on 0.77 4.43 1.63 AVE:0.71
5 what patients will need in the future
$ | S3 We continuously anticipate our patients’ 0.89 4.03 1.68
@ needs even before they are aware of them
S4 We attempt to develop new ways of look- 0.79 4.72 1.52
ing at patients and their needs
S5 We sense our patient’s needs even before 0.86 3.94 1.66
they are aware of them
R1 We respond rapidly if something important | 0.93 4.52 1.50 CA:0.91
happens with regard to our patients CR:0.93
R2 We quickly implement our planned activi- 0.91 4.52 1.42 AVE:0.89
%0 ties with regard to patients
= R3 We quickly react to fundamental changes 0.92 4.54 1.53
§. with regard to our patients
& R4 When we identify a new patient need, we 0.87 4.11 1.62
are quick to respond to it
RS We are fast to respond to changes in our 0.87 4.76 1.71
patient’s health service needs
We perform much better during the last 2 or 3 years than comparable departments from other
hospitals in: (1. Strongly disagree—7. Strongly agree).
& PSPI Achieving patient satisfaction 0.83 4.98 1.32 CA:0.75
£ [PSP2 | Providing high-quality service 085 | 528 | 125 ii‘/g;g% .
PSP3 Improving the accessibility of medical 0.75 4.80 1.33 o
services
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Abstract. Prior studies reported on many machine learning (ML) projects that
under-performed. What steps can leaders take during ML pilot projects to iden-
tify and mitigate project risks and systems risks, before implementing new ML
systems at scale? We report on an exploratory case study of a U.S.-based health-
care provider organization’s ML pilot project, undertaken when a software vendor
proposed an automated solution that would combine natural language processing
(NLP) and ML, to improve medical claims coding quality. We reveal tactics the
client took during the pilot project, to spot and limit risks that could ultimately harm
the firm, its healthcare providers, and its patients. We conclude with suggestions
for further research on responsible ML.

Keywords: Al - Machine learning - Ethics - Governance - NLP

1 Introduction

“Al hype has far exceeded the state of Al science, especially when it pertains to validation
and readiness for patient care” [32, p. 51]. In Winter 2021 IBM announced its planned
sale of its Watson Health AI business [15] — an acknowledgement of a gap between
the potential and actual realized value of Al in healthcare. Because some of the gap is
attributed to human design mistakes that affect machine learning (ML) algorithms (e.g.,
when developers specify inaccurate or incomplete data sets for algorithms to analyze),
ethicists propose that project sponsors and developers should be held accountable for ML
mistakes that could harm patients and other stakeholders [21, p. 132, 34]. Consistent with
this view, we define responsible machine learning (RML) as the use of ethically-sound
governance policies and controls to prevent ML errors and adverse events, to detect
errors that nevertheless occur, and to minimize stakeholder harm, by correcting mistakes
and appropriately adjusting relevant systems, processes, controls and policies. Similar
to [36], our definition acknowledges the duality of human fallibility and accountability,
and recognizes that project leaders seek harm-free collaborative value creation [7, 35].

An IT pilot test — “a disciplined ... time-bound, limited-scope, limited-participation
project” [11] — can flag some project risks or system risks before they cause harm. In
this paper we report on findings from an exploratory case study of an ML pilot test in
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healthcare (from before its launch to its end). First, we review relevant prior ML research
in healthcare. After describing our research method, we present our case study findings,
and discuss their implications for responsible ML pilot projects.

The Conclusions section discusses study contributions and limitations and offers
suggestions for further RML research.

2 Prior ML Research: Insights and Perspectives

The “cognitive generation of decision support” [33] offers potential value in many
industries. However, further research is needed to develop a better understanding of
socially- and technically-constructed “synthetic knowing” challenges [23]. Several
reviews summarize ML research in [12, 14, 29, 32], in healthcare and other contexts.

ML reportedly improves processes such as organizational sense making [1], judges’
legal decisions [39], IoT data analytics for improved support of installed equipment [5],
and cyber-security [9]. Analyzing huge structured and unstructured datasets [1, 25, 31],
ML has been deployed to classify, compare, and detect patterns, and to optimize, predict
and/or offer recommendations [29]. Healthcare datasets based on electronic medical
records, claims, images, and/or social media content support efforts to improve opera-
tions and services [5, 32]. Some ML projects focus on disease diagnosis and treatment
[4]. Other projects demonstrate ML potential for identifying triggers and risk factors,
such as for asthma care [40] and detecting individuals at risk for suicide [8]. ML appli-
cations aim to support remote patient tele-monitoring [41] and to predict in-hospital
mortality [36]. Thus, ML projects target many aspects of informed healthcare [14, 16],
including screening, triage, and treatment [24, 32].

ML design teams confront tradeoffs among algorithm explainability, simplicity,
speed, and accuracy [36]. Many prior studies reported unintended ML consequences
[12], including consequences linked to a common risk factor: the so-called ML “Black
Box” (difficulty explaining and evaluating opaque algorithms) [27, 32]. To address this
problem, developers are urged to ensure multidimensional data quality (e.g., validity,
accuracy, completeness), design limited-scope algorithms in modules [2] and to take
other steps to improve algorithmic explainability [22, 28].

CIOs who already oversee IS project portfolios with varied risks may need expert
help to evaluate unique ML risks (e.g., the Black Box and other technical, ethical and
regulatory risks [5]). Committed partners [33] need to be both willing and able to col-
laborate effectively [26]. Ethicists and lawyers can help spot and mitigate some risks
[21, 36]. In addition to partners with ethical and legal expertise, some new technical and
managerial IS capabilities and roles are needed on ML teams [5, 22].

Prior ML studies suggest that ML projects need some new controls [21, 33]. IS
project managers already seek to balance tight versus loose controls [35]. Tight formal
controls include strict deadlines and performance metrics, while looser informal controls
include mechanisms for building strong relationships between developers and their cus-
tomers [7]. Thus, some unique ML risks (such as the Black Box) reportedly need to be
subject to relatively tight controls [2]. Looser informal controls are needed to encourage
a fact-based culture [33], promote realistic ML expectations [20] and ensure clear com-
munication [2, 13]. Agile techniques [5, 39] —including pilot testing of minimally-viable
algorithms [28] — can help reveal risks or stakeholder concerns before problems arise.
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Prior ML studies provide a helpful foundation, yet raise important questions. Oper-
ating a new system without mitigating a known risk would violate a tenet of responsible
ML - limit stakeholder harm. What specific new controls can mitigate unique ML risks?
For example, what controls can help mitigate the Black Box problem? Under what cir-
cumstances is it necessary to redesign a planned ML system? Our case study aimed to
address the following question: In a collaboration between a healthcare organization
and a software vendor, to pilot-test a minimally-viable ML system, how are ML project
risks identified and mitigated?

3 Research Method

3.1 Overview

This pilot ML project involved healthcare administration (claims coding and billing) and
patient care (since training data relies on providers’ medical documentation). “ProCo,”
(disguised) located in the U.S. East, handles claims processing for 500 physicians, physi-
cian assistants and nurse practitioners (hereafter, “providers”), in 45 medical specialties,
for 3.5 million encounters per year. Its 200 staff work in ProCo’s central office; 700
non-clinical support staff are located in provider clinics. About half of its patients are
Medicare beneficiaries (age 65 and up). ProCo’s ML pilot was initiated in early winter
2018, when executives became aware of a vendor’s potential solution (at that time, they
did not call it a pilot test; some executives hoped they were purchasing a low-cost coding
solution).

A case study is a suitable research method for exploring complex new phenom-
ena holistically and with a focus on “how” and “why” questions [37]. Our participant-
observation case study began in March 2018. One author, a ProCo employee, had ongoing
access to managers and documents, and sat in on project-related meetings. In interviews
conducted April 2018 to December 2018 (10 ProCo employees, 3 ProCo providers, 3
SofCo employees), interviewees described contractual issues, stakeholder expectations,
and technical and operational challenges in this “coding automation” pilot project. In
a final June 2019 interview and follow-on emails, ProCo’s Vice President of Revenue
Cycle Management (“VP”) described developments that took place in spring 2019. Our
study archive contains hand-written field notes, vendor status reports, ProCo documents
(e.g., weekly coding quality reports, relevant emails), and project meeting notes that
the VP prepared for the executive team. This paper emphasizes the VP’s perspective.
A newcomer to the organization, she challenged many taken-for-granted assumptions
— which was valuable for revealing risks other ProCo managers either did not see or
were not willing to disclose.

3.2 Background: A Medical Claims Coding Tutorial

Healthcare providers produce encounter documentation (free-form notes plus highly
structured codes) to describe patient evaluation, condition, and treatment. Current
Procedure (CPT) codes describe treatment procedures, equipment, and medications
prescribed. A CPT subset — Evaluation & Management (E&M) codes — describe the
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patient’s status (new/existing), care setting (inpatient/ outpatient, medical unit, etc.),
provider’s review of their medical history, details relevant to patient’s presenting condi-
tion, and provider’s examination of the patient. International Classification of Disease
(ICD) codes describe a patient’s medical condition. CPT and ICD codes should align,
since a provider performs E&M tasks based on a patient’s presenting condition and
diagnosis, their in-hospital medical record, and their personal health record (containing
details of past patient encounters with a primary care provider and specialists). Specific
E&M codes link to specific reimbursement amounts.

CPT codes are input into medical billing software via manual data entry or automated
data transfers from other systems. Claims (submitted to private insurance companies or
government agencies like Medicare) are denied, adjusted or delayed, and hefty finan-
cial and licensure penalties may be imposed, if they contain incorrect codes. Providers
complain about overly complex coding rules [17, 19, 38]. Studies report that while com-
puterized provider order-entry (CPOE) systems reduce many errors, new errors arise
due to usability issues [3, 6, 10].

4 Case Findings

4.1 SofCo Proposes a Medical Claims Coding Solution

ProCo’s certified medical coders (paid $23/h) in the central business office (CBO) input
complex codes describing in-hospital care, while ProCo providers were responsible
for office-visit notes and coding. Most providers produced these in real time, using
speech-to-text software. Like many provider organizations, ProCo struggled to achieve
consistently high E&M coding accuracy. In eight of 25 medical specialties, coding
compliance overall (per internal and external audits) was less than 80% (20% or more
claims contained at least one incorrect code). In some specialties, a few individual
providers produced many inaccurate codes. These chronically non-compliant providers
increased the risk that they and/or ProCo would incur penalties.

“SofCo” (disguised) proposed to create software that would audit all ProCo
providers’ office visit E&M codes. Its planned “engine” would rely on natural lan-
guage processing (NLP) and ML. NLP software would scan real ProCo office encounter
records and “interpret” their meaning (via pattern-recognition). First, SofCo would need
to train the software. “Expert” certified offshore coders based in India would save their
own E&M code decisions into the NLP/ML training dataset. With each pass through
this training data, the ML algorithm would scan for patterns to enact as coding rules.
Although the ProCo CIO and the central business office (CBO) head expressed some
skepticism at that time, the CEO and CFO, envisioning a potentially very large financial
benefit, signed a “limited-scope” contract with SofCo (scope limited to office-visit CPT
E&M code auditing).

Between signing the contract in early winter 2018 and the start of our case study in late
March 2018, the CBO head resigned. A new VP for Revenue Cycle Management (“VP”)
spent her first month on the job learning about ProCo and the planned “coding automation
project” (not then referred to as a “pilot”). In an April demonstration, SofCo’s Sales
Director boasted their software would be the first NLP/ML system to perform E&M code
auditing. The Sales Director claimed their existing NLP platform was already capable of
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suggesting E&M codes; it just needed “tuning;” within six months (she claimed) SofCo’s
software would successfully auto-code at least 60% of ProCo’s encounter charts. She
claimed that by May 2019 (one year from a planned May 2018 kick-off) SofCo’s auto-
coded charts would be comparable to providers’ codes. At that point, audited codes
(those containing no discrepancies, per the experts) would be routed directly to ProCo’s
billing system (without human intervention). Table 1 summarizes project milestones.

4.2 The ProCo VP Attempts to Establish Control

The new ProCo VP some came to recognize that this project was risky. No project plan
or other “standard” vendor documentation existed (specifying deliverables, roles and
responsibilities, data and process flows, etc.). Colleagues informed her about problematic
communications issues. For example: although the project was contractually limited to
E&M coding for office visits, SofCo’s project manager inexplicably spent time learning
about “hospital” encounters and associated coding. The Sales Director stated an E&M
coding platform already existed, yet the VP soon learned that SofCo’s NLP/ML “engine”
was not yet operational. She learned that IT consultancy Gartner described NLP+ML
solutions for medical coding as in a nascent stage of development. While the VP was
“reassured” to learn that SofCo had NLP experience (ProCo providers used SofCo’s
speech-to-text software to produce encounter notes), she was “concerned” to discover
that SofCo did not have a record of strong machine learning. The project goal was clear:
produce a system capable of automatically producing E&M codes based on providers’
encounter documentation, to a 95% level of accuracy. However, the means to achieve
it were not clear. The VP also learned that ProCo did not issue a formal Request for
Proposal (which, e.g., should spell out how ProCo would select and securely send charts
to SofCo). The contract did not include necessary details (e.g., step-by-step explanations
of how the proposed solution or coding accuracy verification would work, or whether
SofCo was required to return or destroy ProCo’s data at the project conclusion).

Hoping to clarify the project scope and roles, the VP arranged a second interactive
online demonstration of SofCo’s NLP+ML prototype in May. This session confirmed
that SofCo’s coding platform was not fully developed; further work was necessary to
comply with E&M coding guidelines, and it could not become operational until human
coders fed the training database. During this session, the VP clarified that the contract
limited the scope to office visit encounter coding. Now, she narrowed the scope further,
by limiting the project in two ways: 1) utilize only office encounter charts from ProCo’s
family practice specialty, and 2) include only charts of those providers whose coding
quality was less than 80% (per government audits and ProCo internal audits).

The May 2018 demo resolved some important concerns, but other concerns arose
that summer. The contract specified ProCo would send its office visit encounter records
to SofCo on a daily basis, starting in May 2018. However, it took most of the summer
to work out exactly how to transfer data securely to SofCo. The first data transfer took
place in September, and thereafter, ProCo sent Family Practice office encounter records
to SofCo each weekday.

The ProCo VP aired her concerns in weekly meetings with SofCo personnel. In fall
2018 she asked how SofCo measured the offshore coders’ coding accuracy. SofCo replied
that ProCo was welcome to audit their work. To that end, the VP added a U.S.-based
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Table 1. Timeline of key events in the coding automation pilot project

Date Project event

2018

Winter | Limited-scope contract signed

Mar Case study begins
New VP-RCM (“VP”) meets with outgoing VP-RCM, CFO, CIO, and IT Director to
learn about planned NLP+ML collaboration with SofCo

April | Early April: SofCo conducts product demonstration
VP meets with ProCo compliance officer, coding manager, a coding auditor, and
some providers to learn if/how current processes would need to change during the
pilot project and after system rollout
CBO updates CEO and CFO on coding compliance project concerns

May SofCo Project Manager agrees to weekly Project Status meetings
SofCo conducts a second product demonstration
VP asks SofCo’s Project Manager to provide a project plan

June VP seeks further clarification of project details on ProCo side

Aug Detailed project discussions with CIO and IT Director. Outcome:
How ProCo ambulatory encounter charts would be sent to SofCo

Sept First Auto Feed of ambulatory encounter charts sent to SofCo
Daily feeds (M-F) thereafter until May 2019

Oct Review of feedback loop to Providers (how Indian coders would notify ProCo
providers of suggested code changes based on their reviews, and expectations re
timely ProCo provider responses)

Nov ProCo 10% audits of SofCo coders’ accuracy begin (continues until May 2019)

Dec News that SofCo would soon be acquired by a very large company leads ProCo VP to
have a “scope clarification” conversation with SofCo Sales Director

2019

March | SofCo starts providing weekly written status reports

April | SoftCo announces invoicing ($.50/claim) will start May 1
SoftCo provides “cryptic” weekly code quality status reports (per VP)

May Project escalation to CIO, CEO and CFO; contract terms renegotiated

June 26 | The Coding Automation pilot project is dissolved

ProCo VP provides a final update describing spring 2019 developments
Case study ends

certified quality auditor to the project team, tasked with spotting and correcting offshore
coders’ errors. These audits began in November. These, and weekly meetings revealed
that SofCo coders’ accuracy was not as strong as SofCo’s sales pitch predicted. This
greatly concerned the ProCo VP; she felt claims auto-coding should not move forward
until SofCo “experts” achieved 95% accuracy. She reasoned that “garbage-in/garbage
out” applies to ML.: if offshore coding accuracy was weak, the data set would train the
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ML algorithm to “learn” incorrect coding rules. She expressed surprise that SofCo did
not evaluate its coders’ accuracy.

In mid-December 2018, SofCo announced it had agreed to be acquired by a Fortune
100 coding technology company; the deal was to be finalized in Q1 2019. SofCo’s Sales
Director assured the surprised ProCo VP “Nothing will change;” the name on their project
materials, email signature and letterhead would reflect the acquiring company, yet the
acquisition would not impact the project. The Sales Director expressed enthusiasm about
their future parent company’s considerable technical resources, which would further their
development and design efforts. In turn, the ProCo VP reported to ProCo’s executive
team that the acquisition would bring additional resources to the coding automation
project and should have no adverse impact on the project timeline.

In winter and spring 2019, ProCo’s VP saw little improvement in offshore coders’
quality, and she learned little about the opaque ML algorithm. In March, SofCo finally
began providing weekly status updates. These mostly reported on corrective actions taken
to improve offshore coders’ quality. The VP stated that SofCo “minimally addressed the
ML engine development; they merely indicated it was ‘on track’.” In her view, SofCo’s
report format was uniquely “cryptic ... [and] at such a high level that I had to request
multiple follow-up meetings just to understand it.”

In April, SofCo stated it would invoice ProCo for coding services, starting May 1
(one year after the “effective” project start date of May 1, 2018, per the contract). ProCo
responded by proposing a new agreement; ProCo would keep sending SofCo the data
feeds they needed to train their algorithm, but SofCo should issue no invoices until its
human coders successfully achieved a 3-month cumulative accuracy score of 95%. In
her weekly updates to the CIO, CFO and CEO, the VP now reported the project status
as “at risk.” SofCo had yet to demonstrate an ability to deliver an automated solution
that could produce compliant E&M coding.

In June 2019 SofCo informed ProCo that their new parent company would transfer
SofCo’s ML project to the parent’s ongoing NLP+ML development effort, in order to
consolidate resources. SofCo assured ProCo they would reengage once the parent’s auto-
coding software was “ready for market.” On June 26, ProCo’s executive team decided
to end the coding automation project.

5 Discussion

Asdiscussed above, prior studies advise ML project leaders to choose willing and capable
partners and set realistic expectations. In retrospect, the ProCo VP believes SofCo made
unwarranted promises (predicting their algorithm would be ready to recommend codes
within six months of project initiation, and would correctly auto-code 60% of ProCo
charts within one year). The ProCo VP, CIO, ProCo IT staff, and ProCO executives
lacked ML experience. The new VP sensed a “disconnect” between the optimism of the
CEO and CFO (who focused on potential financial benefits) and the CIO, who seemed
cynical about, and disengaged from, this project.

The new VP played a valuable role, both by challenging taken-for-granted assump-
tions and by drawing on her prior expertise as a project manager in a coding compliance
context. After the project ended, she reflected: “In previous software implementation
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projects, a lack of expertise on our end was not necessarily a problem; we relied on ven-
dors’ assurances that their products were ready for use.” The VP did know how to evaluate
SofCo’s medical coding expertise, and she came to recognize why this was important
(for training the algorithm). Her ability to evaluate SofCo’s ML claims improved during
the pilot project (thanks to Gartner reports and other authoritative sources that helped
educate her about NLP and ML).

Because of the Black Box (algorithm explainability) problem, many prior studies
advised ML project leaders to utilize a modular design. The pilot collaboration ended
before SofCo was ready to release their ML software for ongoing operations. Up through
that point, SofCo’s status updates were seen (by the ProCo VP) as vague. After the project
ended, she expressed the opinion that both SofCo’s weak project management expertise
and the black box challenge affected the project from the outset; she suspected that
weak project management was the root cause. Given that three product demonstrations
were necessary (because of questions the VP and others had about how the NLP+ML
engine would learn), we believe a Black Box issue was evident. We do not know if
SofCo attempted to design for modularity or explainability, but ProCo’s VP stated that
in meetings, SofCo personnel were unable to convey how their software worked, and
their written status reports were “cryptic.”

The case findings about SofCo’s medical coding accuracy difficulties point to a
vitally important ML issue. If humans produce data that will be used to train an ML
algorithm, a) the data (in this case, medical E&M codes) must be correct, and b) the
human process of producing that data (in this case, choosing codes based on providers’
medical documentation) should be explainable. From this we infer that the “black box”
of the human brain can be an antecedent to the ML algorithm “black box”. The ProCo
VP saw evidence that U.S.-based human ProCo coders were more proficient at E&M
coding than the certified coders SofCo hired in India. Had this project been designed to
rely on ProCo’s coders to train the ML algorithm, she said, ProCo would have negotiated
a very different contract with SofCo (since U.S.-based coders earn much higher wages
than India-based coders).

Start small and use appropriate data: The contract indicated the project would focus
on E&M coding for office visits. The ProCo VP limited the scope further (just the Family
Practice specialty and only those providers with weak prior coding quality). This latter
choice added complexity to the project and contradicts prior advice to tackle easier
problems first and gradually introduce complex patterns into ML training data sets [18].
SofCo’s choice to request daily data feeds also added unnecessary complexity (as did
their use of offshore coders to train the algorithm). SofCo could have asked ProCo for
historical claims data (considered best practice for those ML projects involving processes
with verifiably “correct” solutions).

Prior studies emphasize the importance of identifying clear success criteria and
metrics, and designing controls that can detect mistakes. Both partners agreed that a
successful system would pick correct E&M codes based on providers’ documentation.
Use of offshore coders as arbiters of correctness was problematic, but the VP overcame
that problem by hiring a U.S.-based certified medical claims coder to audit their work
(how the VP came to realize that the offshore coders were less skilled than SofCo
claimed). The VP attempted to impose relatively tight formal control by requesting
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written project status updates based on project milestones and coding quality metrics.
For months, SofCo did not send the requested reports. Perhaps this was because SofCo
was wrestling with algorithm explainability issues? Perhaps they chafed at ProCo’s
attempted tight control (did not feel like a “partner’)?

As discussed above, prior studies advise ML teams to partner with legal and ethical
experts, and to especially rigorously evaluate clinical ML systems [32, 36]. Both ProCo
and SofCo apparently framed this pilot project as having an administrative focus. Yet,
medical coding is not merely an administrative job. Treatment efficacy studies, clinical
trials, and public-health studies rely on accurately-coded medical records; poor data
quality in this context can ultimately jeopardize care quality. The ProCo VP questioned
why SofCo “was willing to use coders whose accuracy was only in the 60% range,” to
feed the ML training dataset. “I was surprised they did not hire auditors to verify the
offshore coders’ accuracy; everyone just assumed their codes were accurate,” she said.
In the context of “regulatory scrutiny ... isn’t a failure to verify accuracy unethical?”
The VP was also concerned about possible federal penalties: “What would we say to
the government? That the ... algorithm coded it, so we assumed it was right?”” Her com-
ments emphasize that responsible data governance is a necessary element of responsible
machine learning.

Prior ML studies emphasize the importance of clear communication among
collaborators. The ProCo VP stated that weak communication was a problem, from
start (e.g., scope confusion led SofCo to waste time mapping hospital processes) to
finish (“nothing will change” statement by SofCo’s Sales rep, just one month before
the project’s dissolution). After the pilot project ended, the VP stated she now believes
ML projects “require more than traditional governance.” One prior study suggested ML
projects should be located in business units, not in IT [25]. The ProCo VP believes
an internal partnership is needed: “While it is logical to embed a project like this in
a business unit, the IS team needs ... to play an important role in the overall project
management and governance. The business unit understands what the ML engine needs
to do, but the IS team should understand how to manage the IS project risks.”

6 Contributions, Limitations and Conclusion

A prior study reports that provider resistance doomed an NLP+ML medical coding
project in a German hospital [28]. Our case study, of a similar NLP+ML medical coding
pilot project, revealed other impediments. Provider resistance did not impede this pilot;
instead, the Black Box problem seems to have exacerbated communication, planning,
and shared governance. Prior ML studies advise leaders to establish an appropriate ML
project governance structure, including agreed-upon formal and informal preventive,
detective and corrective project controls [22]. Our case study followed an ML pilot from
launch to dissolution, to track specific risks the ProCo VP identified and attempted to
mitigate. We note that each organization entered this collaboration with some unresolved
internal governance challenges, and that the collaboration suffered from several shared-
governance issues. The ProCo VP recognized a need for stronger governance, and took
several appropriate steps to impose control (requesting weekly meetings and written
status updates, adding a U.S.-based medical claims coding auditor to the team, etc.).
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While SofCo did not disclose specific technical issues in their ML algorithm, the training
data quality was implicated (human coders struggled to produce accurate codes and
could not explain some coding decisions). ProCo’s VP, with 20 years’ relevant prior
experience, recognized that human mistakes would contaminate the training data set
that fed this ML algorithm. She attempted to exercise both formal and informal control,
by requesting written status reports (formal control) and insisting on weekly meetings
(informal control). Physical distance and lack of direct access to the offshore coders
impeded some of her attempts at control.

A study limitation is that we cannot verify why SofCo’s new parent company put the
collaboration on hold. Had SofCo proposed to train the algorithm with prior approved
claims from ProCo’s high-quality providers (removing incorrect claims, such as those
denied by insurers or flagged in internal and government audits), we believe this pilot
might have succeeded. A fruitful next case study would focus on an organization that
uses verified prior claims data for their training data set. That study would seek to answer
a similar research question: What project risks and system risks arise? How (if at all)
does a project sponsor or project manager mitigate known risks, prior to authorizing an
ML system for operational use?

Schuetz & Venkatesh [30] propose that some prior IS practices and assumptions
do not fit ML projects. Other studies link the ML Black Box problem (one unique ML
challenge) to adoption issues [28]. Our case study reveals suggestive evidence that a
human Black Box/explainability problem affected an ML pilot project. No one on the
ProCo side understood how the ML algorithm would choose codes, and SofCo personnel
could not explain “in understandable terms” (ProCo VP’s phrase) how their software or
human coders did or would spot patterns or how specific patterns did or would guide
its coding decisions. The VP did not want to “blindly trust” the machine, the vendor
liaison, or SofCo’s claims coders. Both weak human explainability and weak machine
explainability limited this manager’s control options. How to impose preventive process
controls in the face of opaque algorithmic or human decisions? She focused on what she
knew about SofCo coders’ performance. Behind the curtain, SofCo apparently strug-
gled to “tune” its algorithm, but the ProCo VP was unable to deploy detective controls
pointing directly to specific SofCo ML algorithm problems. The VP did recognize that
an algorithm cannot be considered reliable if its training data is not verifiably reliable.
Further design studies could attempt to develop automated detective controls that reveal
why specific ML problems occur. Until then, smart systems need capable human part-
ners. New case studies are needed, to continue to explore how humans and machines
collaborate effectively or ineffectively in ML projects.

Unrealistic expectations constrained managers’ and clinicians’ readiness to partici-
pate in this case study, similar to findings of prior ML studies [27]. A CIO can temper
unrealistic expectations by establishing project governance that fully addresses project
planning, controls and oversight. This is especially important for those healthcare ML
projects at the intersection of administrative and clinical practice. Such projects bring
financial and regulatory risks, along with threats to patient privacy, quality of patient
care, and public health. Stakeholders include patients, regulators, healthcare systems,
payers, and clinicians [14].
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A study limitation is that this paper focused on one key informant — a well-qualified
newcomer VP who took responsibility for oversight of this pilot. A fuller exposition
would closely examine the perspectives of other stakeholders (starting with the other
participants whom we interviewed). New studies are also needed that look closely at
specific ML risks that threaten harm in terms of diversity, equity and inclusion (with
important social and ethical implications; see [26].

There is much to learn about challenges revealed in responsible (or irresponsible) ML
pilot projects, and implications for subsequent large-scale ML implementation projects.
We encourage other researchers to join this effort, with new design science, action
research, critical incident studies and case studies that can shed further holistic light on
early-stage collaboration in client-vendor ML pilot projects.
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Abstract. This article reports on the preliminary findings of research in progress.
In one of the first empirical studies in the information systems and organisations
literature, we investigate the role of wisdom as a decision-making capacity in the
use of analytics. To address the research question of how decision-makers can use
analytics to make wise decisions, we interviewed six decision-makers and four
data analytics in a diverse range of industries. Based on the findings, we introduce
a process model of wise data-driven decision-making (WD3M). This study offers
significant theoretical and practical implications as it extends our understanding
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this study offers important guidelines as to how to make wise and more effective
data-driven decisions.

Keywords: Business analytics - Wisdom - Knowledge - Decision-making - Data
analysis

1 Introduction

For many organisations, business analytics is the new frontier in the information revo-
lution [1]. They have gained significant attention from academia and industry [2] as a
disruptor to organisations [3]. Essential stories hidden in big data are powerful means
to enhance the interpretation of environmental scenarios by decision-makers [4]. Busi-
ness analytics, or simply analytics, aims to create economic and social values [5] for
organisations using big data [6]. It offers different ways to support users efficiently with
information on decision-making scenarios [7], where technology, human perception, and
organisations as interpretive systems combine to assist decision-makers in improving
their information processing capabilities and enhance the understanding of the business
environment [8].

Despite analytics being one of the essential elements of the modern decision-support
system [7], in most organisations, analytics is loosely coupled with decision-making and
much less with wise decision-making [9]. Many researchers observe that its use for deci-
sions involves several issues [2] for dealing with fuzzy and ambiguous situations [10].
Decision-makers also work in groups, and social aspects are indispensable in making
informed decisions [11], especially when encountering non-linear and complex decision
situations [12]. Indeed, what decision-makers need from new analytics tools is capabili-
ties that enhance their understanding, non-rational decision-making and satisficing, and
knowledge implementation capacity.
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The current literature on socio-technical features of analytics is characterised by a
limited number of empirical studies [5] and calls for interdisciplinary research drawing
on theories from psychology and sociology. The success of analytics is in organisations
requires not only infrastructure, data analysts, and knowledge and tools for dealing with
big data but also an understanding of how analytics should be used wisely to translate
big data to competitive advantages and wise decisions [13]. It is, therefore, crucial to
investigate “how can decision-makers use analytics to make wise decisions”?

To address the research question, this study draws on the notion of wisdom. Wis-
dom is the process through which the problem is defined, the right alternatives are
formulated, the most appropriate alternative is selected and implemented using the right
means towards achieving the right end at the right time [9]. Wise decisions find impres-
sion in socially complex and ill-defined problems. These problems are characterised as
emergent, dynamic, unpredictable, and difficult to formulate, encompassing numerous
multi-directional cause-effects relationships, and engaging multiple stakeholders both
within and outside the organisation. Most organisational strategic decisions are of this
kind [9]. By employing the wisdom model, this study pursues the following objectives:
(i) to conceptualise wisdom in the context of analytics; and (ii) develop a process model
to show how organisations can make wise decisions based on analytics.

The following sections first present the theoretical framing of the study, followed by
details of the research method and its design, and a description of the data collection
process. Then it presents the analysis of the collected data along with the proposed
process model of this study. Finally, the paper concludes and elaborates on how we will
continue data collection and its analysis to complete this research.

2 Background

Making effective decisions based on both rational (e.g., using analytics) and non-rational
(e.g., human insight and judgment) is at the heart of the notion of wisdom [9]. The
notion of wisdom describes the evaluation of multiple perspectives to better under-
stand the causes and ramifications of problems, which is an essential prerequisite to
reaching effective decisions positively. Wisdom is the capacity to understand the rela-
tionship among and give meaning to objects, events, and human interactions by critically
reflecting on the past (causes), present (manifestation), and future (ramifications) of the
phenomena and their relationships. The notions of wisdom is based on right ‘mean’,
‘time’ and ‘end’. The ‘right mean’ means that the selected alternative or solution should
not involve the use of any coercion. The ‘right time’ refers to the decision to be made
when it generates the most positive impact. The ‘right end” means that the decision is
made based on considering the legitimate and ethical interests of stakeholders.
Wisdom has been the topic of philosophical discourses for centuries. The concept
is rooted in the works of philosophers such as Socrates and Aristotle. Interest in wis-
dom has revived over the past three decades. Contemporary studies of wisdom began
by psychologists and gerontologists. More recently, other disciplines, including organ-
isation and management studies [14], leadership [15], public administration [16], and
education [17] examined the implication of wisdom. The information systems and the
knowledge management scholars have joined the discourse. For example, [18] revisits
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the data—information—knowledge—wisdom hierarchy as the widely accepted model in
the information systems and knowledge management disciplines and emphasises that
the model is more about wisdom, as the ability to increase effectiveness than knowledge
[19] . Discusses the individual, organisational, and societal issues related to contempo-
rary technologies and argue that the use of technology requires a critical review based
on the wisdom theory to enhance human well-being.

By integrating both rational and non-rational aspects of decision-making, wisdom
can address the challenges of using organisational information systems to make insightful
decisions based on analytics. In this sense, we argue that wisdom as a decision-making
capacity can sit between analytics and decisions. [9] proposes a model of wisdom that
conceptualises wisdom as a decision-making capacity to identify and solve complex
problems based on (1) an understanding of both the internal and external world, (2) both
rational and non-rational analyses of the problem at hand, and (3) a consideration of
multiple stakeholders’ perspectives.

We adopted the wisdom model as a theoretical framework in this study because
wisdom is a more comprehensive concept in meaning than making decisions. Decision-
making focuses on evaluating arange of possible actions and selecting the best alternative
to the extent that the problem is solved [20]. While the attention of decision-making is
directed almost entirely to solving the problem at hand and the future direct impact of
decisions, actions, and their outcomes, wisdom necessarily deals with both the short- and
long-term direct and indirect impacts of any possible solution on multiple stakeholders
and from both the organisational and ethical perspectives.

From an analytics perspective, a decision-maker can make quality decisions after a
lengthy and thorough process of information processing, especially at the strategic level.
Little is, however, known about the process through which a decision-maker, especially
strategic managers, can make wise decisions based on analytics.

3 Method

We have conducted pilot interviews with study participants from separate organisations
to identify their personal experience in using analytics in making wise decisions. In the
rest of this research, we will also use other data sources such as documents or log data.
We will continue data collection until we achieve the theoretical saturation on the aspects
of participants’ experiences that are the focus of this study. We have interviewed four
data analysts who work with advanced analytical tools and six managers and directors
who use the garnered reports by data analysts to this stage of research. In the rest of this
study, we use pseudonyms to refer to the study participants.

As the focus of the study is on organisational decision-making, we have chosen the
study participants mainly from large enterprises. We have used semi-structured question-
naires during the interviews as a guide to the free-flowing discussion [21], and we have
asked study participants to provide examples of business situations where they observed
either wise or unwise data-based decisions. We followed a cyclical and recursive process
of data collection and prepared transcripts, and analysed them gradually. Going through
the interview transcripts, we discovered the concepts related to the use of analytics in
organisations, and then we used thematic analysis to identify the fundamental themes of
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this study, using Strauss and Corbin’s guidelines [22]. These themes include the concepts
associated with using business analytics within organisations for wise decision-making.
In the following section, we elaborate on the preliminary data analysis by elaborating
on the four identified themes.

4 Preliminary Data Analysis

This section elaborates on four discovered themes that elaborate on the wise use of
analytics in organisations. We have taken the organisational context of analytics into
account to draw a more socio-technical characterisation of themes. The cyclical process
of data collection has helped in preparing transcripts and analysing them. Concepts
related to the use of analytics in organisations were dubbed with preliminary codes by
reading the interview transcripts. These codes include the concepts associated with using
analytics within organisations for wise decision-making. The four identified themes are
1) report generation, 2) trustworthiness analysis, 3) appropriateness analysis, and 4)
alternative selection.

4.1 Report Generation

An effective decision is based on an accurate understanding and articulation of the prob-
lem. If the decision-makers fail to identify and formulate business problems accurately,
they can’t use data and information to articulate possible solutions. Our study partici-
pant, Dominic, Director of an IT firm, added to this view by noting that the main issue
for understanding an organisation and its surrounding environment through analytics is
clarifying requests of decision-makers rather than analytical functionalities.

The analytical skills of decision-makers influence their interactions with reports and
affect analytics use in understanding organisational complexities. Christopher, Director
of a government firm, identified the lack of proper interaction between data analysts and
decision-makers as the primary barrier to unskilled decision-makers using analytics.
Rebecca, Director of a government firm, further added to this view by highlighting the
role of communication for data analysts and the extent to which proper presentation of
their work could assist decision-makers to understand underlying concepts and influence
the efficacy of analytics. She then captured the essence of analysts facing decision-makers
who could not understand the reports presented to them, as she talked about failing to
explain her work despite the robust model she had developed. In this sense, the wise use
of data for better decision-making requires the decision-maker to understand the data
clearly. Both analysts and the decision-maker should be consistent in terms of the data
analysis results concerning the decision problem at a given time.

4.2 Trustworthiness Analysis

In the view of our study participants, sceptical decision-makers feel they lose their power
if they make decisions based on analytics or they do not trust the validity of analytics
reports. Wise decision-makers may also be sceptical in that they do not easily trust in
data. Wise decision-makers also check the validity of data before they use it. In this
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sense, they are sceptical. On the other hand, they rely on data when they feel that the
data is trustworthy and can lead to effective decisions. That is, the wise decision-maker
will rely on data, even if they may be seen as incapable of making decisions solely based
on their knowledge and experience.

Matteo, Director of a finance firm, noted that a lack of trust is even more prob-
lematic when reports recommend a solution to decision-makers. Austin, Manager in a
healthcare firm, indicated that analytics could usually provide a straightforward com-
parison between objectives and progress; however, for reports at the strategic level,
more effort is required to analyse the suitability of the analysis and solutions for the
problem in hand. Rebecca further elaborated on sceptical decision-makers resistance in
established organisations and suggested presenting analytics in a plausible and easy-to-
understand way for decision-makers. Providing decision-makers with the opportunity
to interact with and validate reports assists in analysing the trustworthiness of analytics.
Wise decision-makers will not make decisions based on the data if they do not trust
it. Joseph, a National manager in a government firm, also suggested interactive reports
as a solution to improve the trust of decision-makers toward analytics since they lose
confidence in using prescribed solutions and prefer to control and investigate what is
behind reports. He further suggested engaging with decision-makers and personalising
reports, and noted that decision-makers need assistance and training to interact with
reports. He also explained that decision-makers would feel they have control over what
they are using, leveraging their confidence in using analytics for decision-making after
this interaction and engagement. Trust in data is, therefore, a critical aspect of wise
data-driven decision-making.

4.3 Appropriateness Analysis

Wise decision-makers usually have ideas about appropriate solutions; they check the
data to see if the data back up those right decisions. In this line, Chadrick explained that
intuitive decision-makers are looking for specific numbers or patterns that they already
have in mind, and analytics provides them with numbers to support what they consider
possible solutions. Rebecca noted that intuitive decision-makers use analytics to justify
their actions. If there is any inconsistency between the data and the possible wise solutions
that the decision-maker has in mind, wise decision-makers seek more data. For example,
data should show a potential market for a particular product or service in the country. A
wise decision-maker would not go ahead and supply that particular product or service
if the product or service may have negative side effects on the potential customers; or if
there is a cultural or religious sensitivity to that particular product and service.

Our study participants noted that, in these situations, extensive reports are not use-
ful, and data analysts should focus on the lower level and operational drivers. Rebecca
added that analytics should be used as a validation tool rather than an absolute pre-
scriptive solution. On the other hand, and as discussed in the trustworthiness analysis,
wise decision-makers do not ignore data when they see that the data can lead to a more
effective decision.
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4.4 Alternative Selection

Decision-making is about facing many situations of choosing alternatives. Wise decision-
makers know that they need to use reports at the right time and have to respond to the
real world rapidly. However, the analytics and IT-related processes may play against
making timely decisions. Usually, in organisations, IT teams and analytics teams have
their standards and processes, and many other business stakeholders also need to review
their work. Ryder, a senior business analyst in a finance firm, mentioned that the process
of preparing reports and using them is very lengthy, and decision-makers should wait for
various pieces of data that some data suppliers can provide. Also, the processing time is
required for technology and data analysts to bring this data and analyse it.

Shaden, a manager in a government firm, emphasised using KPIs to quantify strategic
decisions and turn them into everyday operational actions. Wise decision-makers drill
deeper into existing reports or create new stories to better understand business operations.
Diego, a data analyst in a finance firm, also highlighted the role of interactive reports
in gaining insight and choosing the alternatives wisely; he noted that decision-makers
need to interact with reports and drill them down for additional insights to know their
drivers of business functions.

5 Wise Data-Driven Decision-Making (WD3M)

We propose a process model for Wise Data-Driven Decision-Making (WD3M) (see
Fig. 1). This model incorporates the notion of wisdom into data-driven decision-making
to make wise use of data. The wisdom principals are enablers in the model, whereas the
data-driven actions (four identified themes from the preliminary analysis) are episodes
[23]. We elaborate on the main elements of the process model in the following.

WD3M starts with report generation, which is done by data analysts and monitored
and improved by decision-makers. Identifying and considering essential signals from
the internal and external environment to unfolding business events buried in masses of
business data is a critical pillar in WD3M. The type of discovered insights from the
available data depends on the variety and granularity of various data sources [24].

After the reports are generated, wise decision-makers assess the validity of the reports
in an episode for trustworthiness analysis. There are two enablers from cognition and
emotions of decision-makers when they analyse the trustworthiness of reports.

When decision-makers gained a confidant in using the reports after successfully
analysing their trustworthiness, they move to appropriateness analysis. In this episode,
in addition to cognition and emotions, wise decision-makers use their understanding of
the internal and external world.

External world understanding means that the decision-makers analyse and interpret
the data to understand the environmental context. They check the reports to see to what
extent the report represents the external world when needed and to what extent the data
represents the reality of the external world or what is happening outside the organisation.

Appropriateness analysis is the central aspect of wisdom. An analytical report and
its source(s) can be trustworthy, as is checked in the trustworthiness analysis episode,
and perfectly lead to a true understanding of both the internal and external worlds, yet
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to be inappropriate, as is checked in the appropriateness analysis episode. For example,
the data can show that there is a great market for selling adult products or even guns
to a community that has a financial justification. However, applying a multi-perspective
consideration may identify the solution as an inappropriate solution. By inappropriate,
we mean that the decision and its consequences can be unethical, illegal, and ignoring the
community’s interests. Multi-perspective consideration is an appropriateness analysis of
the data, based on three perspectives: ethical, legal, and multiple stakeholders’ interests
[19].

Report
Generation

3

A 4

Trustworthiness
Analysis

Cognition/
Rationality

Emotion/
Non-Rationality

A4

Appropriateness

Analysis
Internal World External World
Understanding Understanding
A 4
Alternative
Selection

Fig. 1. Wise data-driven decision-making (WD3M)

Sceptical analysis and cognitive-emotional mastery are also crucial in the success of
WD3M. For example, one external agent may provide an analytics report to an organ-
isation about selling the company shares to another company. The data sources are
trustworthy from a cognitive or rational point of view. However, whether or not the
external agent has intentionally intended to mislead the organisation cannot be necessar-
ily determined by looking at the trustworthiness of the data via an analytical (rational)
point of view. The decision-maker may need to rely on his or her non-rational under-
standing of why the external agent is providing the data report. Through emotional or
non-rational analysis, the decision-maker can, for example, assess the intention behind
the data.

6 Discussion

Data analysts can employ an inductive approach to discover previously unknown patterns
or distinctions [25] to emerge from big data. Engaging in this approach, data analysts can
start from data and then seek to generate theoretical explanations from (wise) decision-
makers [5]. Most decision-makers work with data analysts without a defined purpose,
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promoting a bottom-up, inductive approach to the use of analysis for decision-making
[26]. However, what wise decision-making using analytics needs is incorporating both
cognition/rationality and emotion/non-rationality from decision-makers.

From Cognition/Rationality to WD3M: The proposed process model highlights the
importance of interactive reports and their insights to assist decision-makers in using
their cognition and rational thinking in using analytics. In new analytics systems, data
analysts do not need to do a lot of analytics on behalf of decision-makers; they cre-
ate an environment where end-users apply analytics, except for advanced concepts or
some areas where decision-makers might not carry the required skills. Data analysts can
be innovative to arrive at ideas and insights; however, specific boundaries can simul-
taneously be set around their analytics to ensure that business value is delivered [27].
While decision-makers have a list of prepared reports in a typical analytics system, with
interactive analytics, decision-makers can drag data onto their workspace, make their
analysis, and modify and personalise reports. They can change dimensions or actual
financial measures or add calculations on reports. They can start with developed reports,
which they can modify and customise based on their understanding.

From Emotion/Non-rationality to WD3M: The proposed process model suggests a
deductive approach in using reports and explains how decision-makers should use inter-
active reports. Analytics would not be effective unless reports are designed in ways that
explicitly include decision-makers in the loop [28]. The integration of rational and non-
rational analysis of the appropriateness of the possible solutions requires a high level of
interaction between the data analysts and the decision-maker.

Analytics is widely used in automated algorithms for decision-making. However, the
literature on analytics also highlights the importance of human intelligence [29] and the
wisdom required to examine patterns and insights [30] and to refine them [31]. Along
with building on algorithmic decision-making, analytics’ stakeholders need to develop
strategies to gain insights from big data beyond stable metrics, as the insights gained
from analytics largely depend on the exploration of decision-makers.

Decision-makers trust analytics when they interact with reports and validate them.
They may also feel they have more power, as they can make sense of and effectively
integrate insights into their decision-making [25]. This trust and power can potentially
result in more da-ta-driven actions and assist organisations in leveraging the potential of
analytics [32]. The study participants who closely worked with decision-makers high-
lighted their willingness to anticipate decision-maker’s needs and provide them with
opportunities to customise and tailor reports. Also, some scholars contend that too much
reliance on algorithmic decision-making may lead to a loss of confidence in using rel-
evant knowledge by decision-makers, particularly when decision-makers don’t clearly
know how algorithms arrive at certain results, patterns, and decisions [33].

Algorithmic decision-making nevertheless has strengths and applications in many
cases, and organisations need to devise ways to meaningfully balance this in interactive
reports [29, 34]. To this end, scholars have started to explore the interaction between
algorithmic and human intelligence and how this leads to valuable insights. In fact, data
should be wisely supplemented with decision-makers experiences, common sense, and
contextual knowledge [25], to solve problems for which the conditions are unknown.
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In situations where algorithms are deployed to operate without human intervention,
they actively enact the analytics environment, which gives algorithms an increasingly
performative character [24, 35].

7 Conclusion

This study took the organisational context of analytics into account, thereby answering
a call for a more socio-technical characterisation of big data to investigate how analytics
can be used to make wise decisions. To this end, we conducted interviews to examine
the strengths and limitations of analytics in the process of WD3M. Drawing on thematic
analysis, this study developed a process model that shows how managers can use analytics
to make wise decisions.

The proposed model demonstrated how four themes identified in the data — report
generation, trustworthiness analysis, appropriateness analysis, and alternative selec-
tion, provide grounding for WD3M process. It showed both inductive and deductive
approaches for using analytics in various steps for the process of wise decision-making
and how these complement each other in this process. It also demonstrated how commu-
nication between wise decision-makers and data analysts results in balancing these two
approaches. In fact, bridging analytics and wisdom is vital to helping decision-makers
understand that analytics has more profound implications for business than just report-
ing on status. Analytical technology offers ample support for wise decision-making,
thus providing management with methods and tools to continuously generate business
insights leading to quality and actionable decisions.

This study provided strong evidence for the impact of the research in progress on the
theory and practice of wisdom and its technological support. From a theoretical perspec-
tive, the study brings together two distinct fields — wisdom and analytics — and demon-
strated how the approaches advocated by these two fields could improve the applications
of analytics. The explanation of wisdom construct in the context of analytics revealed
the strengths and limitations of analytics for addressing wise decision-making. From a
practical point of view, this study demonstrated how decision-makers use analytics to
improve their understanding of the business environment and make wise decisions. It
also provides guidelines for developers to enhance their analytics tools to enable the
end-users to make wise decisions.

Methodologically, the findings can potentially be undermined by a multitude of inter-
related factors that influence analytics productivity, not all of which were identified in the
conducted interviews. As the domain knowledge and experience of decision-makers may
affect their interaction with analytics, more interviews with different decision-makers in
each could be conducted to investigate how analytics improves wise decision-making.
Further studies could also investigate under what particular conditions decision-makers
can generate insights through analytics.
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Abstract. Business analytics use advanced techniques that can analyze and pro-
cess large and diverse data sets in order to generate valuable insights and lead to
better business decisions. Of the three types of business analytics — descriptive,
predictive, and prescriptive — only the latter focus on decision making. This paper
aims to address two limitations of existing approaches in prescriptive analytics:
(i) the lack of a transparent integration between predictive and prescriptive ana-
lytics and (ii) the incorporation of human knowledge and experience within the
decision-making process. In order to address these points, the paper develops a
framework that integrates data-driven predictions and the decision-making pro-
cess by taking account human experience. The framework adopts interactive rein-
forcement learning algorithms and provides a concrete approach for data-driven
human-AlI collaboration. The main challenges and limitations of the approach are
also discussed.

Keywords: Human-Al interaction - Data analytics - Reinforcement learning

1 Introduction

Decision making has been studied from normative and descriptive approaches [1]. Nor-
mative theories focus on how to make the best decisions by deriving algebraic repre-
sentations of preferences from idealized behavioral axioms. For example, the principle
of utility maximization in economics and the concept of equilibrium in game theory
describe how self-interested rational agents should behave individually or in a group,
respectively [2]. On the other hand, descriptive theories incorporate known limitations of
human behavior in the decision-making process. For example, prospect theory can suc-
cessfully account for the failures of expected utility theory in describing human decision
making under uncertainty [3].

Recently, these two traditional approaches of decision-making research have merged
with additional disciplines [4]. It is now increasingly appreciated that learning plays an
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important role in decision making, although this has been ignored in most economic
theories. In particular, Reinforcement Learning (RL) provides a valuable framework to
model how decision-making strategies are tuned by experience [5-7].

Turning from the human to the organizational level, a recent trend in organizational
decision making is the exploitation of the staggering amounts of data that organizations
have at their disposal [8]. These data, if analyzed and processed properly, can generate
valuable insights and lead to better business decisions [9]. The use of advanced tech-
niques that can analyze and process very large and diverse data sets that include struc-
tured, semi-structured and unstructured data, from different sources, and in different
sizes from terabytes to zettabytes, has led to the field of business analytics [10].

Business analytics focuses on data-driven decision-making and consists of three
phases: descriptive, predictive, and prescriptive. While descriptive and predictive ana-
Iytics allow us to analyze past and predict future events, respectively, these activities
do not provide any direct support for decision-making [11, 12]. Contrary, prescriptive
analytics is a new type of data analytics which enable data-driven optimization for deci-
sion support and planning [13]. It has been recently argued that the full exploitation of
prescriptive analytics for optimized business decision making requires the incorporation
of human knowledge and experience in the decision-making process [11, 14].

In the present paper we investigate how to explicitly incorporate human knowledge
and experience in the data-driven decision-making process. In order to accomplish this,
we incorporate interactive RL since it presents many opportunities for an osmosis of
decision-making research in both human and artificial agents [15—17]. In interactive RL,
a human interacts with an RL agent in real-time [18]. This approach has been shown to
considerably improve the RL agent’s learning speed and can allow RL to scale to larger
or more complex problems [19].

The paper is structured as follows: first we introduce the theoretical background
of prescriptive analytics. Then, we present the reinforcement learning mechanisms and
focus on the way human-augmented approaches can be implemented with interactive
RL. We define our proposed framework and describe how it favors data-driven human-
Al collaboration. We discuss the main challenges of the approach and, finally, present
our conclusions and describe future works.

2 Data-Driven Decision Making: Prescriptive Analytics

Business analytics refers to the extensive use of data, acquired by diverse sources, sta-
tistical and quantitative analysis, explanatory and predictive models, and fact-based
management to drive decisions and actions to proper stakeholders [20].

Business analytics is categorized to three main stages characterized by different
levels of difficulty, value, and intelligence [11, 21]: (i) descriptive analytics, answering
the questions “What has happened?”, “Why did it happen?”, but also “What is happening
now?” (mainly in a streaming context); (ii) predictive analytics, answering the questions
“What will happen?” and “Why will it happen?” in the future; (iii) prescriptive analytics,
answering the questions “What should I do?” and “Why should I do it?” (see Table 1).
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Table 1. Types of Business Analytics (adapted from [11, 13, 14])

Type of analytics Descriptive Predictive Prescriptive
Questions What What will happen? What should we do?
answered happened? Why will it happen? How can we make it
Why did it happen?
happen?
Focus Hindsight Foresight Decision
Main task Analyze Predict Influence
Sample use cases Performance Risk modelling Portfolio optimisation
management
Indicative ¢ Dashboards | ¢ Machine learning ¢ Mathematical
technologies * Statistics * Forecasting programming
* Data mining | Probabilistic models |« Logic-based models
* Simulation
Perspective From retrospective to prospective

Prescriptive analytics typically involves two aspects: (a) exploration of possible
actions and (b) generation of the prescription. Typically, the decision space for prescrip-
tive analytics tends to be large and there are multiple situations with many variables,
options and constraints. Compared to descriptive and predictive, prescriptive analytics
is still less mature. Recently, however, prescriptive analytics has been considered as the
next step towards increasing data analytics maturity and leading to optimized decision
making, ahead of time, for business performance improvement [14, 22].

Environment | observations Prediction predictions Prescription
(field data) model model

practice /\ decisions
@

Fig. 1. Simplified diagram of prescriptive analytics

Integrating predictions and prescriptions is key for the extensive adoption as well
as the exploitation of the values of prescriptive analytics [23, 24]. As for any method
that relies on predictions, prescriptive analytics is stochastic by nature and may generate
erroneous results. We argue that, similarly to control theory, an assessment of the validity
of the prescriptions can be used as a feedback mechanism to generate a control action
to improve the accuracy of the new predictions and the subsequent prescriptions (see
Fig. 1). In the following section, we describe how such a feedback mechanism can be
implemented using RL.
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3 Reinforcement Learning for Decision Making

Reinforcement Learning (RL) is one of the three types of machine learning (the other
two being supervised and unsupervised learning) [25]. In reinforcement learning the
problem is represented by an environment consisting of states and actions and learning
agents with a defined goal state. The agents aim to reach the goal state while maximizing
the rewards by selecting actions and moving to different states [5, 6].

In RL, an agent learns how to perform a sequential decision task, i.e., a policy
that decides which action to take in a state of the environment the agent encounters. A
sequential decision task is modelled as a Markov Decision Process (MDP), denoted as
{S, A, T, R, y}. In MDP, S represents a set of all possible states and A represents a set
of all possible actions. Time is divided into discrete time steps. At each time step t, the
agent receives a representation of the environmental state, s; € S, takes an action a; € A
that results in next state of the environment s 1. One time step later, as a consequence
of the action at taken based on the current state s, the agent will receive a numerical
reward, Ry, specified by a reward function which decides a numeric reward value at
each time step based on the current state, action chosen, and the resultant next state.
The probability of next state s¢;; that the agent will experience is decided by a transition
function which describes the probability of transitioning from one state to another given
a specific action (see Fig. 2 for the typical RL approach).

Action (a,)

Environment
(field data)

RL Agent

{ Reward (R,) ]1—
—[ State (s,) }

Fig. 2. The typical reinforcement learning approach.

What makes RL different from other machine learning paradigms is that there is no
supervisor, only a reward signal. Feedback is delayed, not instantaneous and time really
matters. The agent’s actions affect the subsequent data it receives. An RL agent may
include one or more of these components: (i) a policy: it is the agent’s behavior function,
a map from states to actions — policies may be deterministic or stochastic; (ii) a value
function, which models how good is each state, acts as a predictor of future reward and
is therefore used to select between actions; and/or (iii) an action model, which is the
agent’s representation of the environment and predicts what the environment will do
next [26].
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The combinations of these three components can be used to categorize RL agents
into five types: (a) value based (there is no policy, or the policy is implicit and there is
a value function); (b) policy-based (there is a policy and no value function); (c) actor
critic (there is both a policy and a value function); (d) model-free (there may be a policy
and or a value function but no model); and (e) model-based (there may be a policy and
or a value function and there is a model - see Fig. 3). As we will see later, our proposed
framework adopts the actor-critic type of RL.

Value
function

(b) Policy-
based

Fig. 3. Venn diagram of the space of agents in reinforcement learning (source [27])

In real-world applications humans may change the RL agents’ optimal behavior by
teaching them interactively according to their likings. In this case, standard RL cannot
be applied, since the optimal behavior is usually preprogrammed via a reward function
and most human users are laymen in agent design and programming. Interactive RL has

Action (a,)

Agent Environment

State (s,)

l| Reward (R,) ||

Fig. 4. Interactive reinforcement learning framework.
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been developed and proven to be a powerful method for facilitating humans to teach
agents in a natural way [18, 28].

A human user might not be an expert in programming but has knowledge about how
to perform the decision task, which will reduce the agent’s exploration time and speed up
its learning. In interactive RL, every time the agent takes an action in a state, the observing
human can provide feedback which tells the quality of the selected action based on the
human’s knowledge, as shown in Fig. 4. The agent then uses the feedback to update its
policy. Therefore, the agent learns how to perform the decision task by interacting with
a human, and it is the human feedback that decides the agent’s behaviour [19, 29].

4 Framework for Collaborative Human-AI Decision Making

The proposed framework for collaborative human-Al decision uses the principles of
interactive RL to implement the prescriptive model. Figure 5 shows how the integrated
RL mechanism uses predictions generated by the prediction model as well as human
feedback to guide the RL agent to provide actions for the environment. The RL agent is
triggered by prediction events about future states of the environment which are generated
by the prediction model. Subsequently, the agent prescribes the appropriate actions or
set of actions among the alternatives so that an undesired future state is avoided, or a
desired future state is sought after. Finally, the agent adjusts its policy based on both the
rewards and the human feedback received.

Prediction observations

model

predictions Environment

(field data)

feedback
> RL Agent

A A

e e e )

State (s,)

Fig. 5. Proposed framework for data analytics and interactive reinforcement learning.

To gain a better understanding of the proposed framework function, in the following
we examine three critical design choices and their implications: (i) the choice of the
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predictive model to be used; (ii) the choice of the type of RL agent; and (iii) the type of
human-Al interactions.

The first design choice refers to the type of predictive model to be used and the asso-
ciated algorithms. Clearly the selection of the predictive model and algorithms depends
largely on the problem at hand. Among prominent methods, Deep Learning (DL) is
increasingly being used to make accurate predictions based on learned representations
of data with multiple levels of abstraction [31]. An example of DL is Long Short-Term
Memory (LSTM) networks. LSTM are a type of recurrent neural networks capable of
learning order dependence in sequential prediction problems [32]. LSTM can learn to
bridge minimal time lags and, hence, have proven to be effective when the input events
are real-time streaming data, a case which is relatively typical in data-driven problems
[33].

The second design choice refers to the type of the RL agent. In our framework we
adopt actor-critic reinforcement learning [34]. The idea of the critic-only approach is to
learn a value function based on which the agent can compare (“criticize”) the expected
outcomes of different actions. In the actor-only approach the agent senses the state of
the environment and acts directly, i.e., without computing and comparing the expected
outcomes of different actions, hence the agent learns a direct mapping (a policy) from
states to actions. In contrast to these two approaches, the key idea of the actor-critic
approach is to simultaneously use an actor, which determines the agent’s action given
the current state of the environment, and a critic, which judges the selected action. The
actor learns a parameterized policy, and the critic learns a value function to evaluate
state-action pairs [34]. Although learning the policy depends on the quality of the value
function estimate (which is learned simultaneously by the critic), our preference for the
actor-critic algorithm is due to the fact that it provides the policy necessary for the policy
shaping method that consists our choice in the third design issue.

The third design issue refers to the type if human-agent interaction. Human interac-
tionin RL algorithms has been classified in five categories: (i) standard imitation learning,
in which the human trainer observes the state information and demonstrates action to
the agent; (ii) learning from evaluative feedback, where the human trainer watches the
agent performing the task and provides instant feedback on each agent decision; (iii)
imitation from observation, which is similar to standard imitation learning except that
the agent does not have access to human demonstrated action; (iv) learning attention
from human, which requires the trainer to provide attention map to the learning agent;
and (v) learning from human preference, in which the human watches two behaviors
generated by the learning agent simultaneously and decides which is more preferable
[35, 36].

Our framework adopts the learning from evaluative feedback approach. In this app-
roach the agent adjusts its policy based on the feedback received. The simplest form of
evaluative feedback is a scalar value indicating how desirable an observed action is. This
approach does not require the human trainer to be an expert at performing the task - it
only requires the trainer to accurately judge agent behaviors. One of the main challenges
in this approach is to interpret human feedback correctly. Methods that assume different
interpretations of human feedback include: (a) policy shaping. which interprets human
feedback as direct policy labels; (b) reward shaping that interprets human feedback as the
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value function or a human-specified reward function; (c) human intervention, in which
a human supervises the training process of an RL agent and blocks catastrophic actions;
and (d) policy-dependent feedback, which posits that feedback should be interpreted as
an advantage function that specifies how much better or worse when deviating from the
agent’s current policy.

5 Discussion

The recent increase of the use of Al technologies in our everyday lives has generated
the need for Al systems to work synergistically with humans in an effective, transparent
and ethical way [37]. However, if we are to treat Al systems in such a manner as to
allow them to augment our abilities and compensate for our weaknesses, we need a new
understanding of Al that takes humans explicitly into account. We need to change our
view from Al systems as “thinking machines” and treat them as “cognitive prostheses”
that can help humans think and act better [38, 39].

Our proposal of a framework for collaborative human-Al decision making is towards
this direction. It aims to exploit the predictive power of data-driven predictive analytics
techniques with the decision-making approach of reinforcement learning with human
feedback. Our framework can be considered a specific instance of the hybrid structure
of the human and Al-based decision making combinations described in [40]; actually
it can be categorized in the “Hybrid 1: Al to human” category, in which the Al agent
works in tandem with the human by providing algorithmic prediction results, which are
then used as input to a collaborative human-AlI decision-making process.

The proposed framework outlines an approach towards the combination of predictive
and prescriptive analytics, which — according to analysts’ reports [41] — will allow
organizations to reap significant business benefits. However, there are also critical costs
to be considered, chief among them the cost of acquiring and annotating data. The
appropriate datasets for predictive tasks have recently become key corporate assets. The
issue of sample efficiency is especially important when reinforcement learning is used;
if the data samples are limited in numbers the learning algorithm would have very low
exploration of the environment from training data as the information and states are not
fully covered. To handle this issue, the efficiency of data should be good enough or the
RL approach should be sample efficient to learn the environment from limited amount
of data [26]. An additional characteristic, that may increase the cost of datasets, is the
need to guarantee and continuously assess data quality [42, 43].

The design and development of human-AlI systems may demonstrate unpredictable
behaviors that can be disruptive, confusing, offensive, and even dangerous. There is there-
fore a clear need to address the human computer interaction (HCI) issues of human-Al
systems in a systematic manner. The recent advances generate a stream of challenges and
opportunities for the HCI community. Although recent efforts have already developed
reusable design guidelines [44], many challenges still persist in designing and innovat-
ing valuable human-Al interactions. Topics such as the uncertainty surrounding AI’s
capabilities and the complexity of Al’s output create yet unsolved design challenges
[45].

The way human users are involved in a direct collaboration with RL agents is an addi-
tional topic that needs special attention. Interactive RL approaches need to be designed
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in such a manner as to produce behaviors that align with the user’s intention and allow
clear communication between the human and the RL algorithm. For example, in order to
motivate users to give feedback several studies suggest the use of gamification strategies
[18].

Furthermore, the fatigue of users and its effects on the quantity and quality of
feedback should be considered; for example, it has been observed that humans tend
to reduce the quantity of feedback they give over time while the quality also diminishes.
Developing appropriate design strategies to address the engagement of humans becomes
paramount. Finally, the knowledge level of the human involved in the interaction is an
important feature of the human-Al interactions. This level has an impact on the quality
and quantity of feedback and could limit the use of some feedback types that require
more precise information, such as demonstrations or action advice [18].

The practical real-world challenges of implementing reinforcement learning algo-
rithm constitute another area of concern. Topics such as the ones related to the exact
definition of reward functions, the number of actions and state spaces, as well as the
data sample efficiency (already mentioned above) have significant impact on the perfor-
mance of RL algorithms in real-world applications [46]. In addition, the environment
in real-world application domains may allow only partial observation. Conventional
RL methods assume that environments are fully observable Markov environments. Par-
tial observability requires the generalization of Markov decision processes to partially
observable ones, which increases computational complexity.

Of course, the more general issues of human-Al interactions also apply in our case.
Topics like the need for governance structures that address Al failures; the need for
explaining Al recommendations; and the issues of trust, transparency and reliability
are still open research questions in the organization science, information systems and
artificial intelligence fields [47, 48].

6 Conclusions and Further Work

In the present paper we developed a conceptual framework that integrates the data-
driven predictions of predictive analytics with the decision-making process of prescrip-
tive analytics. The framework explicitly takes into account human experience using the
mechanisms of interactive reinforcement learning. Early implementations of the frame-
work in application domains like financial management (stock trading) and industry 4.0
(predictive maintenance in steel industry) provide encouraging results.

In our further work we intend to address problems that need to solve several tasks with
different rewards simultaneously. For such problems, we aim to experiment with multi-
objective RL (MORL). MORL can be viewed as the combination of multi-objective
optimization (MOQO) and RL to solve decision-making problems with multiple conflict-
ing objectives [49]. Moreover, in order to facilitate learning the reward function from
demonstrations by human experts, we aim to experiment with inverse RL [50], which
attempts to extract the reward function from the observed behavior of an agent.
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Abstract. Artificial Intelligence (AI) has now evolved from a phase of being
merely adopted as a new system to now fueling the decision-systems to generate
specific data. Borrowing from the social sciences and emerging sub-body of math-
ematics research literature and theories around algorithmic knowledge and value
realization leads to the formation of perceptions around the confidence of allowing
Al to be at the heart of any domain’s decision-making. This amalgamation of Al
in decision-making systems (ADMS). The current study has undertaken attempts
to link personal attributes to perceptions around ADMS with the boundary con-
straints of these perceptions, namely the stretch to which these perceptions vary
across media and domain contexts. A scenario-based survey instrument has been
used to collect the data from two sets of ADMS stakeholders, vis-a-vis owners and
end-users of ADMS. Analysis of the collected data from this sample (N = 558)
reveals that these stakeholders are by and large anxious about the risks associated
with ADMS. They have a mixed and general attitude towards the on-field useful-
ness and fairness of ADMS outcomes at the societal level. These generic frames
of mind are driven mainly by the individual traits and involvement and account-
ability in the domain like a revenue-generating business, social (healthcare), and
the oversight of ADMS. Theoretical, management practice, and societal impacts
about these findings are also discussed along the current work’s final sections.

Keywords: Artificial Intelligence - Automated decision-making - Algorithm -
Farness - Perception

1 Introduction

Ever-growing research and developments in the mathematical and algorithmic domain
have fueled the rise and shine of Artificial Intelligence (AI) [1]. Furthermore, with the
proper support of information systems scholars, AI’s applicability across various busi-
ness domains has been further strengthened and generalized for management practition-
ers. In the last decade, several business houses have evolved from merely adopting Al [2]
as a state-of-the-art technique to more tightly integrating the same to decision-making
systems to generate the returns from the investment made while building the in-house
Al practice. With Al in decision-making systems (ADMS) [3-5] business stakeholders’
confidence in the decisions has seen both sides of the coin. With more involvement and
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understanding if Al vests higher confidence in the outcomes of ADMS, past success with
the gut-based decision making endows more confidence in manual decision making.

ADMS has been driving the customer-facing services in the current business set-up,
for instance: personalization, recommendations, contextual responses, better allocation
of advertising budgets, and overall advertising [6]. ADMS has eventually secured its role
in the backend systems like automatic detection of phishing emails, suspicious financial
activities, and profiles. Additionally, ADMS paves its way to make a societal and public
impact by fueling virtual health [7] response systems, automated speech recognition
systems to cater application filling avoiding any erroneous data being captured, helping
through e-governance, and the role in the healthcare domain is endless. The presence
of ADMS in the judiciary domain is also catching up slowly but gradually, with law
and enforcement. For instance, there is a handful of ADMS in the directional prediction
of who should get an early release from parole vs. who should continue longer with
parole, helping law and enforcement parole officers. This upheaves the argument around
stakeholders’ confidence, like business owners and customers in the base of business
ADMS, doctors and patients in healthcare ADMS, government bodies and citizens in
governance ADMS, law enforcement officers and law-abiding citizens in societal [8]
ADMS.

Defining ADMS more in detail to analyze the above upheavals, the literature nar-
rowly defines this as a “fechnology-driven decision with no humans’ involvement” [1].
This statement further alleviates the convulsions. However, broadening the definition
by stating: a robust mathematical framework trained on ever-growing volume, variety,
veracity, and real-time data fueled by the latest state of the art (SOTA) algorithms, with
the flexibility of over-ruling the decisions if required or felt the need of, might grant some
confidence back to ADMS. A growing sub-body of research also tries to uncover the
aftermath consequences of ADMS outcomes, along with the risks associated domain-
wise and limitations. This research also reveals the percentage involvement of humans
at every level of results of ADMS per domain, and then it evaluates the value it can bring
in. This might further bestow some of the confidence and sense of ease towards ADMS.
Having stated the above, much is yet to be explored in terms of the correlating stake-
holder’s perception (overall, technical, domain applicability) of ADMS on the factors
of perceived usefulness, limitation, risk, and fairness.

Borrowing from the social sciences literature and theories, in the current research
undertaken, we extend the notion of orientation, source, and influence of heuristic algo-
rithms on algorithmic appreciation and perceptions. This is achieved by investigating
the data on the factors of fairness, usefulness, and risk. Using the representative sam-
ple (N = 477) of professionals, who have also informed citizens outside their work,
we try to draw insights into how the general or in-detail understanding and other traits
can influence the frame of mind towards ADMS as part of primary analysis. As part of
the follow-up, the secondary research, we try to analyze how exposure to knowledge,
forums surrounding Al, and self-efficacy, demographical attributes further affects the
development of the school of thoughts towards ADMS. Broadening the research scope,
we have considered the automated responses, suggestions, and recommendations and
the end automated decisions through Al leading to a specific outcome.
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When it comes to ADMS leading to more customer-oriented outcomes, like person-
alized [9] search, recommendations, and results, we assume that a lower level of exposure
initial technical knowledge among business and customers as stakeholders would lead
the way. However, as we move to the societal impact of ADMS, a much higher under-
standing and understanding of technical aspects of the entire automated framework and
intermediate human intervention is required. This takes the highest level when it comes
to healthcare applications of ADMS are concerned with a lot at stake. To uncover more
on these assumptions, with the support of initial literature review, we tend to tackle the
below research questions through the current study:

RQ1: To what degree the business and technology domain knowledge is needed to gain
confidence about fairness, risk, and usefulness of ADMS.
RQ2: To what extent the demographics orientation and presence play a role in gaining
confidence about fairness, risk, and usefulness of ADMS.

The rest of the article is structured as follows: in the second section, we start with
uncovering the literature artifacts supporting the assumption above, which could help
us formulate the hypotheses statements to test the above. We then explain the method-
ology deployed to find the insights in section three, followed by section four results.
We conclude with theoretical and practice implications and future scope of work, and
limitations of the current study.

2 Prior Literature

2.1 Al in Decision-Making Systems

ADMS has been conceptualized as automated frameworks that can collect the data,
denoise for usage, structure for a model, select the suitable model, generate the outputs,
penalize if the outcome was incorrect, reward if it was correct, and then learn from the
mistakes to move to the next iteration of results. The last couple of feedback loop steps
are where the learning and self-improvement of the entire ADMS take place. Hence
the ADMS is perceived by the inventors is that while an initial couple of steps are
mechanical in terms of the data, the latter half of self-learning from the feedback loop
is where the socio-technical application of the outcomes plays a crucial role. While the
model algorithm is encoded as a set of mathematical rules, resulting in the formulation of
a mathematical equation, it updates the weights in these equations that have to be driven
by socio-technical implications to make and ADMS successful. ADMS can overall be
thought of as a combination of the following elements: data (that fuels), the algorithm
used in the model (at the heart of ADMS), and the implication of the outputs generated
(self-learning). Now ADMS can further be divided into the following types: high manual
intervention at the beginning of data collection and taking a call at the end of output
generation, medium manual intervention required to make sure ADMS does not generate
extreme outputs which could entirely disrupt the socio-economic or law and order in
any form, and finally the third type being no or zero manual intervention required in any
of the stages.
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The level of human intervention or human involvement and the domain decide the
“gear and hype cycle” stage” the current ADMS is for any discipline. For instance: health-
care application of ADMS, with zero human involvement performing critical surgeries,
might leave the stakeholders in the fear cycle. However, extremely personalized adver-
tisement, recommendations, search results might put the same ADMS in a hype cycle.
Like that, governmental applications and law and order applications of AMDS with
moderate human intervention might put the stakeholders somewhere in the middle of
the fear and hype cycles. Literature suggests that for every technology to be successful,
understanding the current position and drivers of the fear and hype cycles is essential.
As part of the literature in the next section, we try to uncover the theory’s support in
building the same perspective.

2.2 Perspective Towards ADMS

There has always been work stating any automated system driven by algorithms being
more efficient and rational than human-based decisions. The perspective has been built a
long time, with the results being proven statistically with drug effectiveness in patients to
launch satellites by predicting weather conditions and wind speed. Hence the confidence
is being driven by the statistical certainty that the results bring along with them. In other
words, the heuristic nature of the results and algorithm is one of the critical factors for
the stakeholders to form a perspective of the result from ADMS. Literature also suggests
that the lesser a stakeholder anthropomorphizes any algorithmic black box, the more they
might consider the outcomes as generalizable or objective. Computer Are Social Actors
(CASA) framework suggesting that algorithms running and controlling software must
be regarded as autonomous, with assumptions decided by humans and the correctness
of outcomes by the domain applicability and the impact. For instance: 98.00% accurate
results can be considered ok in some domains but cannot be considered in the health
domain, requiring the third decimals’ highest accuracy.

Several prior studies have conceptualized the same, suggesting that there could be
other factors, too, leading to the perspective towards ADMS. For instance, any user
might not let go of any single incorrect personalized recommendation generated by a
machine/algorithm as a human. Hence, the results from ADMS are inscrutable. Although
the results generated from ADMS on average are always efficient and correct as compared
to human gut feeling based decision, still being the fact that driven from automated
systems, the general perspective remains the same that it cannot go incorrect at any
single point of time and that it has to self-learn in the real-time to improves the blend of
the results.

2.3 Personal Traits Leading to the Formation of Perspective Towards ADMS

Delving further into the reasons behind the shaping of the mindset discussed in Sect. 2.2,
we use some of the specific pivots of literature factors. The first factor that the literature
suggests is “understanding” of algorithm and domain. As a government representative,
if a person has specific knowledge of the domain and some amount of knowledge around
the ADMS self-train itself, he/she should be able to make more informed decisions on
the outcomes of ADMS in any crisis. On similar lines, a doctor is already expected to
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know about the medical domain, if also caught up on how an ADMS predicting Diabetic
Meletus, could use the judgment of margin of error he/she can live with before suggesting
a remedy for the patient.

On similar lines, the stakeholders’ [10] personal beliefs in the algorithms’ heuristic
nature drive perspective formation. This is also partially caused by the individual factor
of safety towards the quality of the outcome. Another essential factor that emerges from
the literature review beyond the understanding and quality is the demographics, more
precisely the age. Age as a factor from time and again has played a crucial role in deciding
the formation of perspective towards any new technology, acceptability and hence even
the AMDS can not stay untouched from the effect of the same [11].

3 Hypothesis Development

Prior research indicates that understanding is an essential factor in how an individual
(any stakeholder) might perceive new technology’s value. Hence, borrowing from the
previous investigations, it becomes critical to include understanding as an important
actor of the stakeholders driving the opinion formation towards ADMS. The details
of this understanding, however, have miscellaneous results. Some of the prior works
highlight the understanding of mathematics when it comes to forming a perspective of the
algorithms behind Al, while others indicate the level of domain understanding to decide
the importance and confidence in Al fueling ADMS. A small section of the literature
suggests the elementary level of education of the end-used ADMS, and stakeholders
[12] who have invested in ADMS capability have an association with understanding Al
Building on similar thoughts from prior literature, when it comes to forming a point
of view on algorithmic fairness while making decisions, a higher level of understanding
of the mathematics and coding on the platform on which ADMS is developed seems to
have a higher correlation. Hence given the mixed indication from the prior literature to
form better insights around ADMS, we propose the below hypothesis to be tested:

H1: Technical and domain knowledge will have a driving relationship on an individual’s
perspective of ADMS.

Designed on the entire framework of large-scale automated data collection, building
model and self-learning loop from the penalty and reward of the outcome has been the
central theme of ADMS. Users of ADMS as one of the stakeholders unknowingly act
as data creators and, at times, might share more on the personal data without realizing
it. If a human handle the data collection and usage, he/she might choose to drop these
to maintain an individual’s privacy by intervening in the processing pipeline. However,
with no manual intervention, the input framework of ADMS might be intelligent enough
to separate personal information from the actual data for training the AI model. There
has been supporting in the earlier research showing how an individual’s assumption of
unique ability to protect personal data (self-efficacy in online mode) might lead to impact
[13] his/her perspective of ADMS and, more specifically, Al in that framework. Hence
to us, this becomes an essential construct to tested in the model, and we formulate our
hypothesis as below:
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H2: An individual’s self-efficacy will have a driving relationship on an individual’
perspective of ADMS.

Borrowing from the IT and technology adoption kinds of literature, demographics
of the stakeholders investing, owning, using, and consuming the results play a vital
role in driving new technologies [14]. We hypothesize that adoption eventually builds
confidence in the technology being adopted and used with time. Literature also suggests
that adoption is driven by the perceived usefulness, fairness, and ease of usage. Also,
the prior literature indicates that the social acceptability with factors like age and gender
also plays a critical role. However, in previous experimentations, gender as a factor has
turned out to a non-significant one, but age always has been a significant one to drive
adoption. Hence, we hypothesize that as adoption goes confidence in the technology
being adopted (in the current research referring to ADMS), the demographic factors
driving adoption will also cause the perception built for ADMs. With this, we arrive at
our third hypothesis as:

H3: Demographic factors will have a driving relationship on an individual’s perspective
of ADMS.

4 Research Methodology

Participants in this study were carefully selected by profile selection and shortlisting
through professional networking. Some professionals were also chosen through profes-
sional social media platforms (SMP) like LinkedIn and were requested to participate
in the survey. Another primary source selected for the study was the listeners of the Al
podcost platform like “Al Galore,” which provides technical mentorship and guidance to
the stakeholders planning to pursue or set-up Al as a technology domain. It also provides
mentorship to users of Al systems [15] by sending just one email a day. Survey forms
were sent out as part of the regular newsletter by randomly selecting the participants’
sample from the listeners. Each participant was requested for their consent to participate
in the survey and that their inputs captured in the study will be used for the academic
research in the field of AL

Once participants provided the informed constraint, initial questions are placed to
gauge the participants’ level of knowledge on the factors like mathematics, Al, domain,
societal impacts known, and any programming language knowledge. The participants
were then provided a reading material on ADMS and how the outputs’ applicability can
be explored in several domains. These professional participants were then asked for their
point of view on ADMS. Post answering the initial questions, and the participants were
then assigned to random scenarios: business usage of ADMS, governmental or societal
usage of ADMS, law and enforcement usage of ADMS, and finally, complicated health
care use of ADMS. These scenarios roll-up to business [16], society [17], law, and
enforcement, and health domains. The participants’ strategies were borrowed from the
vignette-experiment ideology with three levels: ADMS vs. human decision X self vs.
others accepting the output X high vs. low impact with the domains designed. The
participants also communicated that the ADMS decisions were based purely on data
and algorithms with no human interventions.
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Technical knowledge (SD = 1.21, M = 3.3), domain knowledge (SD = 1.25, M =
5.07), privacy with online self-efficacy (SD = 1.05, M = 2.29) were considered as in
the independent variables with each recorded through three different questions on the
understanding of the mathematics behind algorithms, overall Al framework and domain
implication of the decisions. The notion of equality was considered a control variable
to ensure that the participants and the data captured are from a level playing domain.
Furthermore, borrowing from the adoption literature, the perceived value, fairness, risk
in decision making using ADMS outcomes were considered dependent variables. All
these factors have been borrowed from the IT and other technology adoption literature.

The domain scenarios that the assigned participants had to evaluate the ADMS
outputs on were perceived value (SD = 1.59, M = 3.27), fairness in decisions (SD
= 1.62, M = 3.78), and the risk associated (SD = 1.83, M = 3.94), with the AMDS
outputs when implemented in any of the scenarios. All the participants were then given
checkpoint questions to cross-verify the inputs entered through them to cross-verify the
results and the robustness of the same. Multivariate linear regression models were finally
built on the three dependent variables, and only the factors that came out significant in
all three were yet considered significant. We deployed a mechanism to strictly remove
any responses that sounded unsure or did not correlate to the decision-making as the
core of the current research undertaken is decision-making through ADMS.

5 Results and Findings

The linear regression model results on the three dependent variables are represented in
Table 1. Before finalizing the model version, multiple iterations were tried with the step-
wise introduction of the variables and step-wise dropping the variables to make sure the
models’ directional sense tells the same story across all the iterations. We also compared
the r-square of the models to check for robustness; however, each variable in step-wise
addition increased the overall r-square; we then had to rely on adjusted r-square to take a
call on the models. Adjusted r-square is also reported in the Table 1. However, building
the model is more to check the statistical significance of the independent variables on the
dependent variable, and hence the actual value of the model fitness in terms of adjusted
r-square or improving it further was not in the scope of the current research undertaken.

Table 1. Regression outputs

Value Fairness | Risk
Intercept 4.75%*% | 4.68%F*F | 424 (0.26)***
Gender (female) —0.27* 0.02 0.22
Age —0.02*** | —0.015 —0.016%*
Education 0.18%** 0.15%* 0.14**
Understanding 0.32%%* | 0.28*** | (.14
Equality 0.15 0.16* | —0.13
Online self-efficacy | 0.17* —0.11%* 0.223%%*
Online privacy —0.19* —0.24%%* | (0.36%**
Adjusted R2 0.25 0.19 0.23
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Ad-hoc analysis of the responses reveals that almost 45% of the respondents scored
perceived above the overall average, which established the value in pursuing the out-
comes driven by ADMS or fueled by Al [1], while 30% scored below the mid-point.
This creates an optimistic picture in the minds of stakeholders from the owners’ and
consumers’ perfective. Fairness [3] in the decision saw a more even distribution of the
respondents with roughly equally (~28% above, 29% below, and rest around mid-point)
distribution of the overall respondent’s sample. This created a small question mark on the
self-learning loop of ADMS from the penalties of wrong decision and the rewards on the
correct decision. However, with merely equal distribution, it is not easy to interpret and
pass an opinion. This picture becomes further clearer when moving to the risk associated
with the decisions of ADMS. With a precise skewed distribution of 70%, not optimistic
vs. only 22% optimistic raises the implication or impact radius of any incorrect choices.

The effect of personal traits or characteristics on the point of view on value, fairness,
and the risk was further evaluated using ordinary least square (OLS) regression models.
The personal features that the participants were comfortable sharing were gender, age,
level of technical knowledge, level of domain knowledge, privacy belied, self-efficacy.
Pretty much except for privacy concerns related to ADMS, the rest of all the factors have
come out to be significant with a positive relationship across all the models. However,
equality was only significant with a positive relationship in the model of fairness, but in-
significant in the rest of the models, and hence can not be generalized and will be treated
as a non-driver overall in the process of perception formation on ADMS. The model
results also support hypotheses statements H2 and H3 on an individual’s self-efficacy
and demographics having a significant relationship with the perception of ADMS. The
higher the privacy threat, the more negative the relationship is strong with the AMDS
perception.

Similarly, the stronger the self-efficacy of opinion on personal data, the stronger the
formation of the perception of ADMS. To investigate this relationship of the personal
traits on value, fairness, and risks, we built a multilevel model using a generalized linear
model (GLM) with factors as the scenarios. The results of the model are presented in
Table 2.

When we start deep diving into the results at the scenario based, we learn that
there is no significant difference in perceived values between ADMS and human while
comparing health vs. societal and business vs. societal fairness perception formation.
Rather ADMS outputs were considered more fairer than human interventions when it
comes to business. There was no significant difference observed in impact as well. When
it comes the perceived value in the mixed effects, clearly healthcare stands out that tend
to gain the most out of ADMS [18]. Testing the boundary conditions, ADMS decisions
are considered to more valuable as compared to human, and hence the trust is vested
in the outcomes generated through Al [12]. When compared in the impact, ADMS
outputs gains the value in low impactful areas of healthcare. Now there can be two
reasons to that: either the confidence of the stakeholders is not bult yet on ADMS when
it comes to high impactful areas like automated surgeries, or the cost of building that
high impactful healthcare ADMS could be very high. Investigating the reasons behind
the same is currently beyond the scope of current research. Finally, when it comes to
risk associated, with the ADMS outputs, the level wise model analysis uncovers that
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Table 2. Model results

‘ Value ‘ Fairness ‘ Risk
Fixed effects
ADMS vs Human | 0.18(0.12) | 0.140.11) |—0.06 (0.11)
Context
Business (vs —0.24 (0.11)* —0.15 (0.11) 0.16 (0.1)
Law and order)
Health (vs 0.36 (0.11)** 0.44 (0.11)*** 0.07 (0.11)
Law and order)
Decision x Domain
ADMS x Health 0.15 (0.16) 0.15 (0.16) —0.17 (0.16)
ADMS x Business 0.13 (0.16) 0.01 (0.16) —0.25 (0.16)
Impact of the decision
High (vs. low) 0.09 (0.07) 0.09 (0.07) —0.37 (0.06) ***
Subject
Self vs. others —0.13 (0.07) —0.05 (0.07) 0.06 (0.06)
Intercept 4.775%*% 4.68%** 4.24 (0.26)***
Gender (female) —0.27* 0.02 0.22
Age —0.02%#% —0.015 —0.016%*
Education 0.18%* 0.15%* 0.14%*
Understanding 0.32%%#%* 0.28%#7%%* 0.14
Equality 0.15 0.16* —0.13
Online self-efficacy 0.17* —0.11%* 0.223%%*
Online privacy —0.19* —0.24%** 0.36%%%*

that there is not much difference in human vs. Al [19] based decisions at an overall
level. However, when it comes to business, this difference becomes significant when
comparing the ADMS output vs. human intelligence driven outputs.

6 Discussion

The current study is at a unique place where it draws assumptions from the literature
technology like IT adoption [11, 20] while at the same time we are drawing our assump-
tions from the social sciences literature to be tested on a technology which is beyond
adoption, however it is yet to gain the confidence of all the stakeholders in the value
chain. The data collected through survey based instrument, reveals that the participants
are split when it comes to perceived value, risk, and fairness. There is no strong consen-
sus towards one, and this split further increase when we deep-dive into the analysis at the
domain level application and bucketing the same to various impact levels. For instance:
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in high impactful [21] domain applications of ADMS, stakeholders still do not have a
lot of perceived confidence in the outputs, however this does not get impacted when it
comes to low level impactful applications of ADMS.

When it comes to business across the impact zones, ADMS outputs are considered
above par when compared to human intervened decisions on value, risk, and fairness. This
finding is an important contribution of perceived emotions towards Al, that stakeholders
in business have moved way past mere adoption to vesting interest and confidence in
ADMS [22]. This is applicable across all the impact levels. When it comes to societal
impacts, the stakeholders are still unsure on the maturity of Al in decision making
process. There is no clear indication of less confidence in high impactful like health care
or high confidence like business. Hence the findings, did not reveal a very clear picture
on the same [8].

Furthermore, personal traits of individuals play a very healthy role in driving the
formation of perception towards ADMS outputs. Demographic attributes like age, gender
and knowledge play a crucial role. The model uncovers that higher the knowledge of
mathematical groundings of algorithms and programming knowledge topped with the
domain knowledge too, might build more confidence in the outputs of ADMS. This leads
us to believe that stakeholders with more knowledge might turn out more optimistic with
ADMS. Secondly online self-efficacy in tandem with privacy concerns play an important
role in confidence in the ADMS decisions.

7 Conclusion and Future Scope of Research

We conclude the article with the thought that ADMS has slowly started becoming part of
what we consume and see, how we consume and direct or indirectly, being part of society
we do the consequences of these automated outcomes effecting out life in one way or
the other. With the means of survey based data experimentation, the current research
successfully revealed mixed emotions around societal impacts, but clearer views around
business and healthcare domain applications of ADMS.

With the type of collection of the data, and increase in the penetration of social media
data, the current study has a limitation of not considering the social media platform data
as an important group to be analyzed. However, at the same this limitation also opens the
future scope to validate these hypothesis and factors through the participants from social
media platforms and see if the findings of the current study hold good there too. Another
limitation of the current study is to not be able to find the reasons behind unsureness with
societal impacts of ADMS. As part of future scope or extended analysis of the current
study, we plan to uncover these factors as well.
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Abstract. This paper proposes a theoretical framework to identify the mecha-
nisms by which actors perceive the affordances of big data analytics (BDA) and
how institutional voids and supports enable or hinder the actualisation of those
perceived affordances. In doing so, we contribute to identifying the missing link
needed to understand the social innovation process in relation to BDA. The frame-
work paves the ground towards understanding the institutionalization process of
social innovation and its implications for research and practice.

Keywords: Affordance theory - Big data analytics - Social entrepreneur - Social
innovation - Institutional support - Institutional void

1 Introduction

Big data analytics (BDA) can generate business and social value [1-3], improve social
and environmental sustainability [4, 5], allow data-driven decisions, and contribute to
the creation of sustainable societies [1]. BDA and Artificial Intelligence (AI) enabled
tools can be used in a variety of ways, for example, to offer personalized healthcare
[6] improve learning environments [7], or to analyse data from social media to predict
suicide [8]. In several countries, governments have made their data openly available,
while individuals develop applications to address specific problems. Such actions foster
innovation and the generation of new ideas.

Previous works highlight the potential of social innovation in offering sustainable
solutions to social problems, achieving social integration, and creating equal opportuni-
ties [9-11]. It is critical for citizens and organisations to collaboratively identify specific
innovative solutions for achieving the desired Sustainable Development Goals (SDGs).
However, there is a lack of theoretical frameworks to describe and explain the mech-
anisms by which technology, such as BDA or Al, can facilitate the social innovation
process vis-a-vis social change [11-13].

We address this gap, by proposing a theoretical framework that combines the theory
of affordances and concepts from institutional theory. This framework offers a way to
uncover the aforementioned mechanisms for successful BDA implementations in social
innovation processes.
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In the subsequent section, we describe these theories and discuss their complemen-
tarities in understanding how actors perceive affordances of BDA and the role of institu-
tional voids and institutional supports, within their institutional context, for actualizing
the perceived affordances. Next, we present our theoretical framework, and conclude
the paper suggesting ways for future research.

2 Theoretical Background

2.1 Big Data Analytics Ecosystems

The topic of big data analytics has received increased popularity the past years [3, 14, 15],
with studies focusing on technology and infrastructure [16] and recent developments in
the area leading to new technologies and applications [17]. The term big data refers to
large volumes of extensively varied data that are generated, captured, and processed at
high velocity [18], while big data analytics refer to analysis of the data in order to real-
ize value from them [14]. For a list of definitions of BDA see also Mikalef, Pappas [19].
Although organizations consider BDA as a major source of value [2, 20], generating such
value often raises social risks [21], that can have different impacts in the society.

Several stakeholders, including organizations, their competitors, partners, and cus-
tomers, can mutually benefit from data being shared and combined [14], as in a digital
ecosystem. An ecosystem comprises multiple hierarchical layers and requires its actors
to cooperate and collaborate to increase its efficiency, coherency, and overall perfor-
mance [22]. Big data analytics ecosystems, drawing from the business ecosystems [23],
refer to the environment created and supported by the numerous actors, that comprise
the ecosystem, their perpetual data generation along with their interactions and interrela-
tions, which can lead to the creation of sustainable societies [1]. Thus, we need to extend
existing ecosystems, or develop new ones, to be more dynamic and actively include more
of their stakeholders, taking into account both their capabilities and needs. However, the
challenge remains on how to take advantage of the vast amount of data available to solve
essential societal problems in a sustainable manner towards achieving systemic change.
The social innovation process can be excelled by using BDA towards solving societal
challenges.

2.2 Social Innovation

Social innovation can be defined as new ideas (i.e., innovations) that incorporate the
social factor both as a medium and an outcome. These innovations, under the proper cir-
cumstances (e.g., government conducive policies for technological interventions) may
be adopted by other individuals, communities, or organizations [24]. It examines interre-
lations among actors, processes and cultural contexts and possibilities that lead to social
sustainability and change [25].

Considering the importance and potential of social innovations, we build upon pre-
vious studies that describe the nature and interlinkages between institutional context and
social innovation process [12, 26] who consider the role of the actor in the interface.
Three critical parts of the social innovation process are the challenge that the actors have
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identified, their goal, that is to solve the challenge, and the process they will follow to
achieve this goal. The end goal of the social innovation process is systemic change [27].
We consider the actor to be the social entrepreneur who can drive societal and systemic
change, through the social innovation process, and we seek to understand how social
entrepreneurs can benefit from contemporary technologies, such as BDA, and how insti-
tutions can enable or hinder this process. In the next section, we introduce the theory of
affordance as it can help the entrepreneur to see the action possibilities from BDA while
employing the social innovation process to achieve their goals.

2.3 Affordance Theory

Affordance theory originated from the field of ecological psychology. As Gibson [28]
states “[t]he affordances of the environment are what it offers the animal, what it pro-
vides or furnishes, either for good or ill. It implies the complementarity of the animal
and the environment”. Affordances examined in IS studies, are defined as “the possi-
bilities for goal-oriented action afforded to specified user groups by technical objects”
[29], and further advanced as the potential for behaviours associated with achieving an
outcome, where the potential arises from the relationship between the object (e.g., BDA)
and the goal-oriented actors [30], therefore, they are neither properties of the artifact nor
characteristics of the actor. Our view resonates with affordances as potential for action,
where the specific actualisation is dependent on the context [30, 31]. An example of
such view is described recently by Meske, Amojo [6], who suggest that the affordance
of accessibility to relevant information in healthcare applications arises out of conversa-
tional agents and the patients using them. However, affordance theory does not describe
the institutional context that can enable or inhibit the actualization process, thus, we
complement affordance theory with concepts from institutional theory.

2.4 Institutional Theory

Institutional theory explains how institutions (norms, rules, conventions, and values)
influence our understanding of how societies are structured and how they can change
[32, 33]. Institutions have a critical role in developing new ideas and new types of social
systems, thus institutional theory allows to better explain the interrelations and patterns
among the different actors in the society [34]. The institutional theory, however, puts less
emphasis on the human agency, for example, why an actor will interact with technology.
Thus, we propose that combining institutional theory and theory of affordances can offer
a better understanding of the implementation of BDA for social innovation process.
Institutional mechanisms, systems, and structures can either be absent or present, thus
constraining or enabling the social innovation process. The absence, weakness or failure
of formal or informal institutions that support the markets can be defined as institutional
void [26]. The existence of voids can naturally hinder the social innovation process (e.g.,
lack of governance structure or policy, infrastructure, absence of access to funding).
However, the existence of voids can create opportunities for social innovations as social
entrepreneurs may come up with innovative ways to overcome them. For example, good
policy environment can help increase foreign aid effectiveness to developing countries,
however an extremely increased trade deficit, due to appropriate policies, can reduce
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the effectiveness of foreign aid [35]. Overall, the existence of supportive institutional
mechanisms, systems, and structures is designed to support social innovation.

3 A Theoretical Framework of BDA for SI

The purpose of this paper is to suggest a framework that can help identify the mechanisms
which enable the social innovation process and allow actors, such as social entrepreneurs,
to perceive and actualize the possibilities that BDA provide for solving societal chal-
lenges. However, the social innovation process mainly focuses on processes that can
lead to systemic change, while considering technology, such as BDA, as a black box
[26, 36]. Existing research does not explain how actors perceive the action possibilities
of BDA.

Furthermore, recent studies examine how BDA can be utilized to achieve digital
transformation and sustainability [1, 5], while discussing the role of the actors, without
though, examining the interrelations between actors and technology. To address this
issue, we complement the theory of affordances with the concepts of institutional void
and institutional support, that derive from institutional theory, to explain the relational
aspects of technology and actors within their institutional context.

In summary, we propose the following theoretical framework (Fig. 1), for ICT and
societal change through social innovation. Based on this framework, the actor has a cen-
tral role in the process of using the IT artifact for SI. The actor that can use the IT artifact,
perceives its affordances into taking action for employing the social innovation process.
At the same time, the actor needs to consider the threats of voids and opportunities of
supports, inherent in institutional context, when actualizing the affordances of the IT
artifact for societal change.

T |

|
| Entrepreneur Challenge |
| C) Affordances Gcfal |
| Big Data Process |
| Analytics (BDA) |

Fig. 1. Theoretical framework of BDA for social innovation

4 Conclusions

The paper contributes by offering a theoretical framework of BDA affordances for social
innovation. There is a lack of theoretical lenses to understand and describe the social
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innovation process in relation to technology [12, 26], and particularly the role of BDA
in such processes [1]. In this paper, we contribute to the social innovation process by
coupling it with the theory of affordances, which allows us to better explain and under-
stand the role of BDA for social innovation. In addition, we contribute to the affordance
theory by combining it with institutional void and support, which can better explain the
institutional context that influences the perception and actualization of BDA affordances
for social innovation.

Based on the proposed framework, we argue that to make the action possibilities
of BDA possible, the actors, like social entrepreneurs, need a holistic understanding of
the institutional context and the social innovation process. To this end, more studies are
needed to evaluate and further develop this model. Likewise, there is an opportunity
to perform comparative studies among multiple countries, and thus investigate how the
institutional context among different societal cultures and contexts, influences the way
actor perceives and actualizes the affordances of ICT for societal change.
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Abstract. The Coronavirus pandemic severely impacted certain areas of the USA
more than others. The data-driven decision making at every level at CDC will
aid government decision makers to reallocate medical resources while planning
recovery and reopening businesses in the United States. In this paper, we use a
data visualization approach combined with current secondary research to measure
which areas of the USA are most severely impacted by the Coronavirus pandemic.
We propose a novel methodology that is implementable by medical organizations
that use informatics depending on the data initiative at hand.

Keywords: Data visualization - Business analytics - COVID-19 - USA - Policy
gap - Political polarization

1 Introduction

Real data from cdc.gov shed light on the states with the worst infection and death
rates to better understand what states are most severely impacted by the Coronavirus.
This insight will aid decision makers when allocating further medical resources while
planning recovery and reopening of states. Along the way, important concerns regarding
criteria and metrics are examined to provide greater clarity towards answering a further
question. How does one measure impact and severity? The data within this research
paper is first aggregated at the country level, then disaggregated to the state level. The
data leads to two alternate conclusions for decisionmakers to ponder. Coastal states
have experienced the greatest number of deaths related to the Coronavirus, while states
situated in the interior of the country have experienced the greatest number of deaths
related to the Coronavirus adjusted for population in given state. These metrics reveal
contrasting conclusions that arise due to absolute and relative bases.
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Fig. 1. COVID in Numbers. Numbers on the left represent Total cases, Total Hospitalized, Total
Deaths, and Fatality Rate of COVID in the US as of January 24, 2021. Graphs on the right represent
the increase in Positive cases, Hospitalizations, and Deaths.

Notice Fig. 1 the first two months of the year present a minor increase in Positive
Cases with zero hospitalization and few deaths. The month of March reveals positive
cases, hospitalizations, and deaths increasing sharply. These indicators increase through-
out the second half of the year. Hospitalizations, results of positive cases, and deaths
related to the virus increase dramatically in the fall.

In the months leading up to March, there was not enough data or a robust set of
data tools to gather and analyze the COVID-19 dataset. After the novel coronavirus
was declared a national emergency on President Donald Trump on March 13, 2020,
the White House urged its Al experts to develop tools to be applied to the COVID-19
dataset to help understand the transmission, risk, and other vital information of the virus.
The “COVID-19 Open Research Dataset (CORD-19), representing the most extensive
machine-readable coronavirus literature collection available for data mining to date,
was put together by researchers from the Allen Institute for Al, the Chan Zuckerberg
Initiative (CHI), Georgetown University’s Center for Security and Emerging Technology
(CSET), Microsoft, and the National Library of Medicine (NLM) at NIH” as a result of
the call-to-action by the White House soon after (Kent 2020). Initiatives from Google
Cloud to offer researchers free access to COVID-19 information through its COVID-19
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Public Dataset Program helped the data be even more accessible to researchers paving
the path for using Al tools in medicine.

While understanding the trends of the infection among various geographic regions
and demographics, researchers identified very early on that the virus had disproportion-
ately impacted not only the elderly and people with underlying conditions but also the
people of lower socioeconomic status and other minority populations. Medical Home
Network, an organization serving patients in the Chicago area, used Artificial Intelli-
gence to identify high-risk individuals to prioritize care management outreach to patients
at most risk to severe complications from the virus (Kent 2020). Similar usage of the Arti-
ficial Intelligence algorithm helped an NYU team to accurately predict which patients
diagnosed with COVID-19 will develop serious respiratory disease (NYU 2020). Data
scientists, Andrew Satz and Brett Averso founded a startup, EVQLYV, that creates algo-
rithms capable of generating, screening, and optimizing millions of therapeutic antibod-
ies (EVQLYV 2020). Likewise, Definitive Healthcare, in partnership with Esri, launched
an interactive data platform to predict where and when the resources such as ICU beds
and ventilators need to be allocated by looking at the number of hospital beds, equipment,
and other resources available in each county of each state in the country. Likewise, the
Center for Systems Science and Engineering (CSSE) at Johns Hopkins released a web-
based dashboard with real-time cases, recoveries, and deaths for all countries affected
by the virus. These data gave the US federal and state governments a scientific guideline
to implementing quarantine and social distancing measures.

Despite the efforts to make data transparent, much was still needed to learn about
the coronavirus. All indicators of severity, including positive cases, hospitalizations, and
deaths spike throughout the second half of the year. On May 28, total fatalities numbered
100,000. The daily death rate of the coronavirus hovered around 2,000 deaths per day.
The Fatality Rate peaked on May 15 at 2.59% and subsequently decreased. The number
of positive cases increased rapidly during Summer before subsiding towards Fall.

Fall experienced a more dramatic surge. Positive tests, hospitalizations, and fatalities
increased. Nonetheless, the numbers so far represent the whole country and looking at
data covering 50 states and 8 territories at the same time. Creating a Pareto chart to
see where each state lies in relation to the running total of positive cases in the country
provides further insight (Fig. 2).

Notice that 11 states contribute to almost 60% of total cases in the US. The top 10
states with the most positive cases in the US are used for further analysis. The top 10 most-
affected states were identified using the rank calculation, (RANK(SUM([POSITIVE])
and filtering the data by [*Rank in Positive] < [Top 10].

The cross tab below sorts those 10 states to create a chart that contains Positive
Increase, Hospitalization Increase, Maximum Recovered, and Death Increase with %
of the total sum as labels. The chart was then color-coded, where light to bright orange
indicated low to high percentages.
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States with most COVID cases
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Fig. 2. Pareto Chart. A Pareto Chart with % of positive cases along with states and % total running
sum of positive cases along states showing that 11 states contribute to 56.71% of total positive
COVID cases in the US.

3 Research Absolute vs. Relative Basis

Figure 3 illustrates Total Deaths related to the Coronavirus in each state across a heat map
of the United States. The number of deaths associated with individual states are illustrated
with a density chart that increases in size and varying degrees of color. The states which
experience a greater number of deaths related to the Coronavirus are illustrated in red,
while states which experience a lesser number of deaths related to the Coronavirus are
illustrated in more pale color.

Most remarkable is the contrast between the interior and coastal regions of the coun-
try. The states experiencing the most deaths related to the Coronavirus are California,
Texas, New York, Florida, New Jersey, Illinois, Pennsylvania, Michigan, Massachusetts,
and Georgia. The paler, less impacted States are situated more in the interior of the USA,
while the redder, more impacted States are situated in coastal areas of the USA. This
analysis illustrates that the interior of the country is less impacted by the Coronavirus
than the coastal regions of the country. More precisely, the states most impacted by the
Coronavirus are situated on the coastal regions of the country.

A different analysis provides the opposite conclusion. Figure 4 below illustrates
the severity of the Coronavirus by first taking the total number of deaths related to the
Coronavirus within each state, then adjusted by the state’s population size. This provides
arelative number of deaths related to the Coronavirus “per 100,000 citizens. Notice that
most states across the country experience a similar intensity of the Coronavirus. While
the intensity of the Coronavirus is similar across the country, ten states stand out as
the most severely impacted on this metric of “per 100,000” citizens. Those are Arizona,
North Dakota, South Dakota, Missouri, Louisiana, New Jersey, New York, Rhode Island,
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Fig. 3. Heat Map: Total Deaths. A map of the United States illustrating the number of deaths
associated with each state. On the right-hand side, the data is filtered to narrow down on the top-10
states with the most deaths.

Massachusetts, and Connecticut. This relative basis reveals that states within the interior
of the country have greatly suffered from the Coronavirus pandemic, albeit relative to
their population size.

Deaths Per 100,000 January 24, 2021 Deaths Per 100,000 January 24, 2021

©2021 Mapbox © OpenStreetMap ©2021 Mapbox © OpenStreetMap

Fig. 4. Heat Map: Deaths Per 100,000. A map of the United States illustrating the number of
deaths associated with each state, then divided by the population size of the given state. On the
right-hand side, the data is filtered to narrow down on the top-10 states with the most deaths
relative to their population size.
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Contrast the conclusion of both density charts. The first metric of “Total Deaths”
within a given state concludes that coastal regions of the country suffer the greatest
impact from the Coronavirus pandemic. Those states include California, New York, New
Jersey, Texas, and Florida, among others. “Deaths per 100,000” of the state’s population
concludes that states in the interior of the country suffer the greatest. Those states include
North Dakota, South Dakota, Louisiana, Missouri, and Arizona.

Some states show themselves to be affected only on a relative basis. These states do
not hold a top ten position with Total Deaths related to the Coronavirus but do hold a top
ten position within “Deaths per 100,000” citizens. These states include Rhode Island,
Missouri, South Dakota, Connecticut, North Dakota, Louisiana, and Arizona Fig. 5.

Fig. 5. States Rhode Island, Missouri, South Dakota, Connecticut, North Dakota, Louisiana, and
Arizona experience the greatest impact of the Coronavirus only relative to their population size.

More precisely, the impact of the Coronavirus in these states is found in the number of
deaths relative to their population size. The number of deaths relative to the Coronavirus
in each state is small compared to other states, but when this metric is normalized on a
common basis, population size, the severity of the situation becomes apparent.

4 Discussion Policy Gap

States in the interior of the country experienced a disproportionately high number of
deaths related to the Coronavirus relative to their population size. Most striking are the
states of North Dakota, South Dakota, Arizona, Missouri, and Louisiana. Why did such
states become so severely impacted by the Coronavirus? Initial reports hint that bad
policy was to blame.

A policy gap is a concept where the implementation of policy fails to achieve
the intended results. The most salient factor contributing to policy gap throughout the
response to the Coronavirus was the challenge of policy implementation across dispersed
governance (Hudson et al. 2019). Three levels of governance make policy implemen-
tation challenging. First, federal recommendations lead to state regulation. Then state
regulation leads to municipal implementation. This layering of bureaucratic decision-
making highlights “the need for policymakers to confront the messy engagement of
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multiple players with diverse sources of knowledge” (Hudson et al. 2019). The increas-
ing layers of bureaucracy produce implementation limitations at each level that become
exacerbated when these layers of policymakers fail to establish common ground on core
facts at hand. This is greatest highlighted in North and South Dakota’s bleak response
when faced with the Coronavirus.

South Dakota Governor Kristi Noem refrained from mandating policy that other
states found appropriate. Masks were not mandated nor were large gatherings limited.
The decision sought to respect personal freedom (Levin and Lebeau 2021). The impact
is obvious. This laissez faire approach resulted in South Dakota experiencing one of the
highest numbers of deaths relative to their population size (Levin and Lebeau 2021).
Similarly, North Dakota’s enforcement of mask mandates was short lived, and the result
was a dramatic spike in cases and subsequent deaths during the spring and summer
months (Turley and Springer 2020). This dismissive response to federal and public
health official recommendations is not unique to these two states, but indicative of a
political polarization that further exacerbates the policy gap.

North and South Dakota highlight the political polarization that increased the chal-
lenge of policy implementation across dispersed governance. Trust between policymak-
ers and public health officials was very low and predominantly split between political
party lines (Milosh 2020). Take for example the situation surrounding face masks. Face
coverings have been a staple policy to mitigate the spread of the Coronavirus across the
country with impressive efficacy, however particular states were not interested in imple-
menting the measure (Leung 2020). During the pandemic, all 24 of the Democratic
Governors required citizens within their state to wear a face mask indoors (Reimann
2020). Only 8 of the 26 Republican Governors require citizens within their state to wear
a face mask indoors (Reimann 2020). Further research revealed areas that strongly sup-
ported democratic candidates in the 2016 election were more willing to comply with
mask mandates while the opposite is true with areas that supported Republican can-
didates (Milosh 2020). Republican led states were generally distrustful, or otherwise
dismissive, of federal and public health official recommendations.

The Coronavirus pandemic exposes decision making mistakes across state and
municipalities whose responsibility is to protect their population from such disasters.
To avoid similar exacerbations of policy gap in future pandemics, trust between policy-
makers and health officials needs to be restored. Public health officials need to persuade
policymakers across the various layers of governance and their subsequent constituency
to make behavior changes and follow public health policies.

Public health officials’ relationship with policymakers can be improved with trans-
parency of the scientific modeling process that leads to recommendation of policy. The
decision-making process of the Coronavirus pandemic involved interpreting scientific
evidence in the form of quantitative models, abstract representations of reality that
provide a logically consistent way to organize thinking about the relationship among
variables of interest (Berger 2021). Should differing scientific conclusions exist, public
health officials need to clarify with the skeptical policy makers the scientific process to
establish common ground on core facts at hand.
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Public health officials’ relationship with policymakers’ constituencies can be
improved through enlisting favored voices. Public health officials can follow a simi-
lar strategy as West Africa during the Ebola Crisis in 2014. West Africa officials enlisted
local voices to build engagement and trust between the individuals and health offi-
cials (Bavel 2020). This phenomenon is further validated by study by Ajzenman et al.,
who noticed shortly after Donald Trump’s endorsement of masks in July of 2020, social
media engagement of mask mandates was significantly positive. Support from prominent
figures can improve the impression of public health officials.

Further, public health officials can make a moral case for behavioral change. The
pandemic revealed Americans are more willing to abide by stringent lockdown measures
if they are convinced doing so would risk infecting a coworker of a serious illness (Bavel
2020). Clear understanding of the implication of individuals’ actions improves their abil-
ity to discern the impact of their choices. The result being public health recommendations
are more appreciated.

5 Conclusion

When decision makers attempt to craft policy regarding the Coronavirus and aid areas of
the country that are most severely impacted, they must account for population size in their
considerations. Further, decision makers must keep in mind that while coastal regions
of the country suffer the greatest in the number of deaths related to the Coronavirus on
a cumulative basis, a relative basis provides a different conclusion. On a relative basis,
the interior of the country experiences a significant impact from the Coronavirus.

The states impacted by the Coronavirus on a relative basis reveal remarkable policy
gaps through the Coronavirus response. These policy gaps were primarily caused by
challenges in implementing policy through several layers of governance, though was
further exacerbated by political polarization that impacted individuals trust in federal
and public health mandates. Trust between policymakers and public health officials, and
trust between policymakers’ constituency and public health officials must be improved
to avoid repeat outcomes of North and South Dakota.
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Abstract. This paper reflects on what differentiates Al ethics issues from more
general concerns raised by all IS applications. Examination of the PAPA frame-
work advanced in 1986 by Richard Mason suggests that the categories of problems
remains much as they have over the decades, with the exception of a new set of
societal issues. Within these categories, however, the increase in capabilities of
computing generally and Al in particular, shift some atfordances from only pos-
sible to realized and the ethical issues attached to these affordances come to the
fore. Al, however, is a catalyst for deeper philosophical considerations about the
nature of mind, thought, agency, and responsibility.
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1 Introduction

“Nowhere is the potential threat to human dignity so severe as it is in the age
of information technology, especially in the field of artificial intelligence (p. 9),”
Richard O. Mason (1986).

“Be nice to your vacuum cleaner, it may become more sentient than you before
you have a chance to apologize for your decades of disrespect,” Fred Niederman
(2021).

Literally thousands of scholarly articles have been written in the past decade alone about
ethics and artificial intelligence (AI). Yet it is not clear how much has been added to an
initial view of IS ethics produced by Mason (1986). This paper aims to review in broad
brush what Mason’s framework reveals and what remains for further examination.

An ABI-Informs search on April 9, 2021, on the key words “artificial intelligence”
and ethics yielded 27,821 retrieved articles. Narrowing down to scholarly journals
yielded 3,152 articles. AI Magazine led the pack with 118 articles, Communications
of AIS is among the leaders within the MIS community with 61 articles and the Journal
of AIS led the “Basket of 8” designated by the AIS senior scholars’ college with 27.
Special issues have been devoted to the topic including ones in the journals. Ethics and
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Information Technology, Philosophy & Technology, Transactions on Human-Computer
Interaction, Proceedings of IEEE, and Journal of AIS (Aggarwal 2020; Benbya, et al.
2021; Dignum 2018; Winfield, et al. 2019; Robert et al. 2020). Interest in the topic
extends beyond the discipline of IS to include scholars in the humanities, social sciences,
computer science, and engineering.

Numerous books, in particular Weapons of Math Destruction, (O’Neil 2016), have
addressed ethics and Al including sophisticated analytics. O’Neil’s book is particularly
effective at pointing to impacts from Al and analytics and just how much these can
vary between stakeholders — providing significant convenience to a large number of
consumers, while providing extreme harm to relatively few for whom the systems do
not operate as intended. Future Politics by Susskind (2018) speculates at length about
the potential effects of Al (among other technology influences) on relationships between
individuals and institutions in the future. It proposes that society is likely to face emergent
issues as a result of advancing technology, create new rules and institutions to respond
to these, and suggests that such a future result in nightmare or enlightened scenarios for
the people of those days.

Much writing about Al ethics pertains to relatively broad threats such as the erosion
of a need for human labor characterized in some quarters as the ‘robo-apolcalypse’, and
the pernicious effect of inappropriate exclusion from modern society based on biased
or erroneous information. Writings on these topics tends toward showing the dangers
of such threats (Clarke 2019) or proposing that they are unlikely to manifest (Willcocks
2020), noting potential ways to avoid or ameliorate them. Others focus less on particular
Al applications or dangers and more on preventing general ill effects through attempts to
provide rules or codes of ethics on one hand or algorithms for preventing, detecting, and
correcting errors. Siau and Wang (2020), in this regard, usefully differentiates Al ethics
in terms of those applying to creating new Al versus the effects of Al on stakeholders.

In this essay, we consider whether and, if so how, Al presents new ethical challenges
beyond those that have confronted information systems and reactions to them from AI’s
beginnings. In this paper we address questions arising from reconsideration of Mason’s
(1986) PAPA model (privacy, accuracy, property, accessibility). The overarching research
question of this study is: What, if anything, differentiates Al-related ethical issues from
all other information systems ethical issues? Secondary questions consider whether
Mason’s framework is sufficient for organizing discussions about Al and ethics. If it is
not sufficient, what remains to be added?

This line of questioning is based on the premise that if we have accumulated knowl-
edge of ethics pertaining to information systems generally, some may be directly applied
toissues relative to Al. Once applied, are there remaining issues to be addressed? Mason’s
framework is certainly not a representation of the accumulation of all knowledge about
IS and ethics, but it is a highly cited and fundamental piece worth considering as an
initial entry point to comparison of Al and general IS relative to ethics.

Underlying this discussion is the view that Al can be understood as a collection of
techniques that to some degree seek to mimic human capabilities (e.g., language recog-
nition, movement through robotics) or develop alternatives that substitute for human
decisions and/or actions. The dividing line between Al and other information systems
is fuzzy because; (1) Al components may be embedded in more traditional systems. For
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example, some Al programming may search for fraudulent transactions as a component
of an enterprise or accounting system; (2) to some degree Al and analytics represent
porous categories where some particular techniques could be claimed by either. For
example, Bayesian statistics may be regarded as underpinning either analytic or Al
techniques; and (3) historically many information systems applications, from COBOL
implemented transaction systems to proprietary enterprise systems have substituted for
human decisions and actions without concerns for replicating the manner in which
humans performed these tasks.

Mikalf and Gupta (2021) methodically develop a list of capabilities pertaining to
organizations relative to their ability to create applications using Al and, as a result of
their use, create value. These capabilities are framed in terms of technology, human
resources, and other organizational factors. They do not explicate Al capabilities in
terms of their affordances or how they are put to use in the world. Thus Al is viewed in
terms of organizational skill and technical capabilities rather than affordances such as:
extrapolating past activity into probabilities for future performance, connecting ‘sensory’
data such as from vision or language to actions contingent on the content of such data,
helping to eliminate infeasible choice options, or finding unexpected connections (say
selecting team members from hundreds of thousands in a multinational enterprise for
a special project) where limits of human experience and search time would make such
activities impossible.

In the following sections, we review Mason’s framework, discuss what it does and
does not do for advancing ethical considerations, consider particular issues that Al
raises in the philosophical realm, particularly regarding ‘consciousness’; present three
examples of emerging technologies and how the PAPA framework can identify issues
but also leaves some remaining unclassified, which we propose falls under an additional
‘societal’ category, then we conclude with discussion about what remains for dealing
with Al ethics beyond the framework.

2 PAPA Issues Then and Now

Mason (1986) produced a seminal categorization of ethical issues particular to IS. He
called them the “PAPA” issues: privacy, accuracy, property, and accessibility. For each
he provides examples. There is also a modest sequential nature to the issues, particularly
as privacy leads into accuracy concerns.

2.1 Privacy

Privacy in the framework represents a combination of issues. The first pertains to the
ability of individuals to choose what to conceal or reveal from selected or all others
information about themselves. This may be for reasons of economic consequence such
as not revealing a medical condition that would change costs of insurance (or even
eligibility). It may alternatively be for pure personal preference such as revealing that
one is addicted to reading Marvel comics (a badge of honor in some circles, a sign of
immaturity to others). The second pertains to the ability of information regarding an
individual revealed for one purpose to be applied to non-disclosed subsequent purposes.
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Mason is aware of the cumulative effect of multiple revelations which he summarizes
as: “Each additional weaving together of my attributes reveals more and more about me
(p. 6).” Importantly, his view was expressed in 1986 before such data integration has
largely become a widespread fact of daily life.

In contemporary terms, we see not only the convergence of increasing numbers of
data sets pertaining to individual behaviors and choices, but the increasingly sophis-
ticated ability to combine these to extrapolate likely additional characteristics and to
predict future choices and preferences. As a result, new affordances from chatbots to
recommender systems shift from being possible to actualized.

Note that these issues of privacy do not assume any mistaken or malicious use of
data. Rather even with non-distressing inputs, outputs may still cause harm when data
has been combined. Issues where data is actually false or misinterpreted lead to the
second element in PAPA, lack of accuracy.

2.2 Accuracy

Accuracy, or more properly inaccuracy, becomes a problem when (1) historic methods of
interaction are subsumed by digital ones such that historic archives may not be recognized
in the digital world — if there is no physical backup and the computer says you are a
deadbeat, you have become one whether you have paid your obligations or not. When
the data becomes the truth, inaccuracy can produce distressing results when translated
back to the ‘real world’; and (2) people acting on data that should be but is not correct
result in costly mistakes. Mason illustrates with faulty GPS information leading to a
transportation accident with attendant costs. Mason notes the growth in such reliance:
“Today we are producing so much information about so many people and their activities
that our exposure to problems of inaccuracy is enormous (p. 8).”

Given that it is nearly impossible and relatively expensive to maintain perfectly clean
data sets, much attention on accuracy pertains to finding and correcting those inaccura-
cies that make a difference. Note the attention in data warehousing to the cleansing of
data being moved from independent transaction to integrated systems. In some scenarios
all individual pieces of data may be correct (or at least not verifiably wrong), yet in com-
bination lead to a poor conclusion. This can happen for example if a flawed procedure,
say a contaminated blood sample, produced multiple readings all of which are incor-
rect, but correctly recorded relative to the reported test results. Even accurate data may
suggest membership in a group where such combinations are the norm, but where an
individual does not conform. Hofstede (1991) warns very severely about the ‘ecological
fallacy’ of generalizing from the group to each individual. Cases of the harm that can
arise from such invisible sources are dramatically documented by O’Neil (2016).

2.3 Property

Property pertains to the ownership of information as well as the tools that produce and
manipulate it. Generally intellectual property refers to knowledge embedded in artifacts,
but the content and data itself should be included as well. Mason focuses, among the
many things which content ownership implies. But consider one producing a political
tract being paired by an information consolidator, with an opposing tract which contains
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misinformation and personal attacks that one doesn’t have the opportunity to refute.
Even if not a comma is changed, the meaning and purpose of the initial tract may be
significantly misused.

The systems we interact with now tend to be combinations of pieces supplied by an
array of vendors which operate together to produce particular outcomes. However, when
there are snags, it is often difficult to match the source of the problem to one particular
component — particularly if each is operating as expected but are out of mutual alignment.
We might call this the responsibility for floating and ghost glitches.

2.4 Accessibility

Accessibility refers to the capacity of individuals or organizations to acquire and use data.
Mason posits the keys to this are three components of computer literacy: the intellectual
skills to handle information; access to the technologies that connect to that information,
and access to the information itself. It is noteworthy that the first two of these require
economic and psychological investment by those who would seek access and the last per-
tains to the legitimate and illegitimate efforts to shield information from being acquired
freely. Mason focuses on inequalities in the ability to pay these prices: “Thus the educa-
tional and economic ante is really quite high for playing the modern information game.
Many people cannot or choose not to pay it and hence are excluded from participating
fully in our society (p. 11).”

Over the years this situation has come to be called the ‘digital divide’ which marks
differential access by economic status; location or ethnicity of origin; rural or urban;
gender; age; physical capabilities and various other characteristics. In a world strongly
moved, if not dominated, by economic performance, what would motivate vendors of
software or hardware to produce versions of their products and services for subsets of
customers where revenues generated are unlikely to payback the costs of modification
for special needs?

3 PAPA Implications for Al Ethics

Before turning to the relationship of Al ethics issues and PAPA, it is worth considering
what the framework is and what it isn’t. As a framework, PAPA is a categorization
scheme, or taxonomy, if one prefers. Following Bailey (1994) there are generally two
types of taxonomy — inductive and deductive. Inductive taxonomies sort instances into
groups where each group represents a category. Quantitatively, such a procedure may
begin with a set of instances and use mathematical techniques like cluster analysis to sort
the instances into types. It becomes a challenge to scholars to both label and ascertain
the key differentiators among categories.

In contrast, the deductive approach starts with logically derived categories, some-
times by observing variations on dimensions thought to be meaningful such as aggres-
sive/passive; communicative/quiet and using placement on both measures to segregate
instances into categories. An advantage of this approach includes straightforward assign-
ment of instances into categories. On the other hand, it does not necessarily take into
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account differences on other dimensions that may be equally or even more relevant, vari-
ance among instances within categories, and dimensions where evaluation of an instance
is not clear.

3.1 Uses for PAPA

Once a taxonomy is established it can have multiple uses. One purpose is to create a
basis for classifying instances. Given a particular instance, like drones falling out of the
sky and injuring pedestrians, we might use the PAPA framework to consider what sort
of issue this is. In this case, I’d surmise it would be likely to be considered a “property”
issue in terms of who owns the drone and who owns liability for its proper usage. The
classification relative to the framework in itself would be trivial (who cares what sort of
problem it is when I need someone to drive me to the hospital?).

However, if we can assign an instance to a category, we can envision that the instance
may inherit the general characteristics of that category. If the falling drone is a prop-
erty problem it may inherit issues relative to varied stakeholder contributions that are
present in many cases such as designer, builder, operation, and owner each having some
potential responsibility. To the extent that such a premise is the case for all property
issues, identifying the falling drone as a property issue highlights at least a first set
of considerations. In this way categorization can create value by shortcutting the ini-
tial analysis process when a new instance is identified such that the general attributes
become known and more specific characteristics of the instance can become the focus of
further investigation. Note, however, that such initiation of discussion cannot substitute
for the independent analysis of each emergent case. The drone falling from the sky may
have some analogy to a self-driving car crashing into a pedestrian, however it also has
differences including the potential for a different kind of damage and different level of
victim awareness (e.g., as a pedestrian, one knows, or should know, that the space is
shared with automobiles driven by humans or not; but the sunbather cannot be expected
to anticipate a drone falling from the sky — at least at this time when drone use remains
rare).

Although Mason (1986) discusses each of the categories in broad terms and presents
examples, it is not clear whether any standard properties have been defined that can be
applied to surfaced instances within the category.

Another use of a categorization scheme like PAPA is to help anticipate emergent
issues. As technologies grow near creating new affordances, we may use the PAPA
framework to anticipate classes of emergent issues. We know that there are property
issues relative to human driven autos, but as we approach driverless ones, we can see
that the list of contributors to the new technology grows to include programmers and other
IT specialists along with the manufacturer and driver. Adding GPS to the auto (whether
driven by humans or not) adds another dimension of affordances — like automated routing
for the driver and recording of locations for archivists or whomever else can and wants
to wrangle access) suggests a range of privacy, accuracy, and access issues.

As new technologies and platforms emerge, from fintech to crowdsourcing to gam-
ification and well beyond, the PAPA framework can be applied to anticipate emergent
general ethical instances such that designers and builders may be able to design them
out of systems and/or processes for detection and remediation may be set in advance.
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Further, periodic consideration of PAPA categories can be used relative to the interaction
and accumulation of computing technologies to consider emergent ethical instances that
do not adhere to one and only one emergent technology. For example, a growing sense
of anxiety may derive not just from social media, ubiquitous computing, and the move
toward digitization of many previously physical processes but from their accumulation.
Each may provide benefits over cost worth their adoption but collectively they may
change society in ways that generate new concerns.

Note that this discussion does not address Al as separate from other computing
technologies. Al however is worthy of consideration as a generator of new applications or
affordances that create new ethical instances. It is also an accelerator of new affordances
in combination with other technologies. Al is a component enabling technologies like
drones and self-driving cars, but both problems and solutions are intertwined with other
systems (e.g., better sensors, coding for collaboration whether using Al algorithms or
not, and even physical systems like lighter materials and better brakes).

3.2 What PAPA Doesn’t Do

The strength of PAPA is in helping us understand and plan. That is not to say that under-
standing say a privacy issue with Alexa, or the other home companion devices, can
positively lead to solutions through designing the problem out or providing countervail-
ing tools for users. On the other hand, the PAPA framework still has some significant
limitations.

PAPA does not offer any hints about how to deal with tradeoffs among stakeholders.
For example, one might argue that I have a right to record every word you say to me,
but equally you might have the right to speak without your words being recorded. Your
right to the privacy of your words competes with my right to hold and review all that is
presented to me. I suggest that nearly all issues that pertain to multiple stakeholders and
present complex balances among competing reasonable if not valid interests. Knowing
the category of this class of ethical issues may help us select a process for negotiating a
compromise solution, but handling of such tradeoffs remains.

PAPA does not reduce uncertainty. A consequentialist ethics evaluates actions based
on their results. Sometimes this might be quantifiable as a simple cost-benefit analysis,
other times intangibles do not allow this. At the time of decision and action we can only
estimate or guess what the outcomes will be. In the early 2000s when wireless systems
were first being installed in coffee shops, there was widespread concern about pirating
of the data of users of these public systems. To my understanding such concerns have
not manifest (perhaps because they were highly publicized and of sufficient concern)
in part because of technologies such as frequency changing but perhaps also because
there are so many other easier, less costly, and less risky ways to steal data. Where the
PAPA framework helps to anticipate issues and where these are viewed as sufficiently
concerning, the process whether organized or ad hoc may indeed influence decisions
and actions in a way that averts negative incidents.

PAPA does not resolve differences in moral values. Even if we could know the out-
comes of any particular decision and action in advance, it is unlikely that agreement will
be universal about which results are “good” versus “bad”. Algorithms that discriminate
by postal code in assigning eligibility or cost of home loans may cause immense difficulty



168 F. Niederman and E. W. Baker

for those living in some neighborhoods. Some will view this as atrocious malfeasance,
others as simply reflecting the underlying discrimination of society such that these dif-
ferences are simply passed on to the Al system and, therefore, not its responsibility.
PAPA can surface this sort of issue, but not resolve it.

3.3 AI and Consciousness

Another type of ethical consideration that PAPA does not directly address pertains to
the issues emergent relative to the hypothetical consciousness and agency potentially
embodied in machines. This is largely a philosophical question with varied positions
espoused, often with quite a bit of certainty. On one hand is Dreyfus (1992) who main-
tains, with much more thorough discussion that consciousness is and must be embodied.
On the other hand, Rorty (2018) and like-minded philosophers argue that what we expe-
rience as consciousness is an emergent property of physical brain processes and therefore
with no inherent reason why other sources of elemental processing should not also create
consciousness as an emergent property.

Let us suppose, for example, that we have come to a point where creating machine
consciousness can be achieved. Should it be done? From a universal perspective, the
most important principle is uncertainty. We cannot begin to predict the results even if
we can anticipate some and are fairly certain that others will emerge. If we take this
step, even with a backdoor to ‘pull the plug’ if things go wrong, could we be justified
ending the life of another sentient being, even if sentient by virtue of our own choices
and actions? If the capability to create consciousness is near, would there be any way
to stop absolutely everyone capable from deciding individually whether or not to go
forward?

Another issue pertains to the rights and responsibilities of sentient machines. In
many, if not all, human societies we grant some rights to animals of various sorts, even
if not equivalently to humans. We recognize to varying degrees the consciousness and
contribution of animals from endangered species to work animals from seeing-eye dogs
to horses that pull wagons carrying tourists through recreational centers. Assuming var-
ied possible levels of intensity in extending human rights to machine agents, ranging
from full human status to regulations on maintenance, we might meaningfully ask ques-
tions about the implications for human ethics. Following PAPA, how might knowledge
obtained by sentient machines affect our privacy? Do we have the right to expunge infor-
mation gathered before sentience occurred? Assuming dozens, hundreds, or millions of
such machines it is almost guaranteed that they will have varied “experiences” and form
a wide range of inferences about us that will vary from the affirming to the very nega-
tive. If the machines are built from code written by individuals relative to various license
agreements drawn for example from open source libraries, do the authors of the code
have claims on benefits created by the machines or liability for claims made against
them?

On the other hand, if calls for strict ethical screening of the processes for building Al
and the data sets on which they are trained are instituted, we may find ourselves as humans
in a position where our tools are more trustworthy than our colleagues. Perhaps this has
long been the case as, simplistically, I’d trust a jack to hold the car up while I am working
on it than even three strong and well-intended friends. It is a little much to believe we can
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program effective ethical guardrails on our Al tools when we demonstrably have so much
trouble both defining and abiding by even simple ethical guidelines among ourselves. If
you doubt this, check the local newspaper for listings of murders, embezzlements, and
domestic violence — events that would rarely be considered highly ethical even without
the help of Al robots. God, Allah, and/or Atman please help the vacuum cleaner that can
feel pain before it can defend itself.

We may make the assumption that such machine consciousness is far off in the
future, but when is the right time to start considering these issues? Will we as humans
even know when machines develop sentience any more than we know how sentient are
whales or mice?

4 1S PAPA Sufficient?

Given the early stages of the development of a new technology, one might use the
framework proactively to project possible ethical issues following the PAPA framework.
But we should not take this for granted but rather test how well it does work. Let us
consider three currently emergent technology trends as proposed in the 2021 Gartner
strategic trends listing (Pannetta 2020): internet of behaviors; distributed cloud, and
hyper-automation (see Table 1).

Table 1. Three emerging technologies viewed through PAPA categories.

Internet of behaviors Distributed cloud Hyper-automation
Privacy Integration of disparate | Forced privacy if datais | 7?7
data sources not compatible across

Exposure of individual | platforms
items and/or inferences

Accuracy Tolerance of sensors to | Finding data where it is | Inability to intervene
error spread across physical | mid-process to avoid or
Compounding of error | media correct mistakes
through integration Keeping all data updated
simultaneously

throughout system

Property Locus of decision Claims of host toward Concentration of
making for access to ownership of data ownership in fewer hands
each thread as well as | Responsibility of host
collection for effects of false and

harmful data

Access Authority and ability to | Chokepoints and Exclusion of key
interpret data potential arbitrary host | stakeholders from usage
rules (and changes)
Societal Well | Movement toward Faster, more efficient Influence on number and
Being “surveillance society” | distribution of data and | type of jobs; the nature of

content work
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It is relatively easy to map issues of internet of behaviors to the PAPA framework.
Issues generated by the internet of behaviors follow and extend especially concerns
for privacy, accuracy and access. These might be closely related to the “surveillance
society” as described by Clarke (2019) where hyper-automation refers to the arrangement
of work and, more broadly, to the accumulation and distribution of resources. It can be
illustrated with the metaphor of adding or taking away chairs in the game ‘musical chairs’
or changing rules which favor one group (perhaps those with more STEM education)
relative to others without the same capabilities. It is not clear the extent to which Al
technologies and codes are required to enable the internet of behaviors. To the extent
that such implementation is agnostic to particular coding approach, AI may have no
strong relationship to ethics in this arena.

Relating distributed cloud and hyper-automation to the PAPA framework is more
difficult, perhaps because they are of a more infrastructural technical nature, but not
impossible. Distributed cloud is mostly about where data is stored, though it could have
effects on users by enabling easier access and perhaps greater security from external
threats by affording larger investment in preventative tactics. If having most relevant
data nearby and access to the full range of data from across the entire “cloud” creates
some new affordances, these might generate new ethical issues. If integration across
separate clouds (e.g., data on Amazon is not accessible from Google, or vice versa),
then perhaps issues involving the selection of host and either the forcing of ecosystem
choice or expenses for operating on multiple platforms might actually constrain some
new innovation while presenting their own difficult business choices. Issues of hyper-
automation would concentrate on the basis for ownership of systems and access across
stakeholders to determining its use.

This set of ethical issues pertains less to individuals (except perhaps in the numbers
affected) and more in structural shifts in the community. For lack of a better term,
we might label the category of these issues; societal well-being. In our view this term
pertains to the changing environment within which individuals might operate. It can be
visualized as problems that may arise when each component is optimized (or at least
operating in a satisfactory way) and approved but where their accumulation changes the
milieu in which we operate. For example, we may value surveillance of public spaces
to reduce crime but if the surveillance becomes too pervasive, social life may become
overly artificial and fail to accommodate its users.

5 Conclusion

Our moral imperative is clear. We must insure that information technology, and
the information it handles, are used to enhance the dignity of mankind. To achieve
these goals, we must formulate a new social contract, one that insures everyone
the right to fulfill his or her own human potential (Mason, 1986, p. 11).

I’'m afraid that like many discussions of Al and ethics, we raise more questions than we
answer. That said, we think this brief essay suggests that the PAPA framework holds up
reasonably well as a basis for analysis of Al ethical issues. It serves as a way to sort
various possible negative effects of new Al generated affordances; it serves as a way to
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anticipate some emergent ethical issues as new technologies emerge. That said, it has
some limitations. It focuses much more strongly on effects on individuals. In considering
particular emergent technologies, we surface one category of ethical concern, social
wellbeing, that highlights a different set of ethical issues, or suggests another way to
look at them.

Overall, we believe that the ethical issues faced by the emergence of Al are largely
extensions of those generated by the continued growth of the technical capacities of
information systems and, as a result, the growing storehouse of affordances. That said,
the main effect of Al is to accelerate capacities and affordances such that entire families
of issues move from hypothetical possibility to actualization.

In some quarters there is much faith that the solution to technical problems is more
technology. Arthur (2009) seems to suggest this in documenting a view of the history
of technology pointing out that many characteristics of sophisticated technology are the
solutions to problems created by prior versions. To the extent that machine learning
can reinforce underlying social discrimination, an algorithm to search for and remedi-
ate this would exemplify a technology solution to a technology created problem. But
there is also pushback on this idea as exemplified by Kolbert (2021) describing the great
environmental problems generated by engineering solutions to earlier problems. Algo-
rithms that catch statistical discrimination may relieve the problem for individuals but
may leave the underlying disadvantages causing the social issues, like discriminatory
housing opportunities to remain unaddressed.

At the end of the day, we should be grateful to Mason (1986) for creating a useful
framework, but not be satisfied with only categorizing issues. Now, more than 30 years
following the presentation of this framework, it is difficult to say we’ve made positive
progress in balancing competing values relative to the PAPA issues or developed ways
to prevent or remediate harm when it occurs. On a personal note, having lived through
a good portion of the information age since first diffusion of mainframe computers to
the present (May 2021), it seems we are pretty good at technical solutions to technically
created problems, we are good at adjusting to incremental changed expectations relative
to privacy and evolving social norms, and at waiting out problems which eventually
resolve themselves (although those harmed by them may not see it this way). On the
other hand, we can use progress on methodically surfacing ethical issues emergent with
new affordances, ways to quickly recognize and remediate harm done, and techniques
for addressing varied stakeholder positions, overall uncertainty, and differences in values
and moral opinions.
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Abstract. In the context of Artificial Intelligence Ethics, human rights have been
commonly invoked as a promising basis for an ethical framework. They have been
also promoted as guidelines for Artificial Intelligence and Automatic Decision-
making governance, or as engineering principles that may be turned into design
requirements. Since literature so far engages only partially with the relevance and
suitability of the extension of human rights in the realm of proprietary algorithms
and privately owned Artificial Intelligence systems, this paper offers the necessary
background and justification, building upon international human rights law theory
and the concept of radiance of human rights. It aims to contribute to the scholarship
promoting the human rights not only as ethical values but also as governance
principles for Artificial Intelligence and algorithms. It also stresses the significance
of concretizing and implementing the values of transparency, accountability, and
explicability. Moreover, it suggests that for the ethically sound and societally
beneficial employment of Artificial Intelligence and algorithms, useful insights
may be derived from the field of technology governance. Stemming from that,
it emphasizes the necessity to embrace the role of designers, and the need of
conscious democratic control.

Keywords: Algorithms - Algorithmic decision-making (ADM) - Artificial
intelligence (AI) - Human rights - Al ethics - Al governance - Science and
technology studies (STS) - Technology theory

1 Introduction

The last two decades we have witnessed impressive advances in Artificial Intelli-
gence (Al) and algorithmic decision-making (ADM). Als and various forms of ADM
are increasingly employed, permeating several aspects of contemporary society [1].
Enabling data-driven, automatic decision-making, they have rapidly become integral for
numerous sectors and industries, ranging from healthcare, taxation and policy-making
to pricing, products, processes, and services innovation [2, 3]. Additionally, bearing the
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promise of effective and efficient decision-making, they are considered as providing new
opportunities for people, and the society at large, to improve and augment their capabil-
ities and wellbeing [4, 5]. They are also expected to contribute to global productivity [6,
7], the achievement of sustainable development goals [7, 8], and broader environmental
objectives [9, 10].

However, instances of discrimination and bias [11-13], disinformation and opin-
ion manipulation [14, Ch. 4], [15], private censorship [16, 17] pervasive monitoring
or surveillance [18-20], as well as adverse job market effects [6, 21] have raised seri-
ous concerns, attracting attention to the negative implications of automated ‘intelligent’
processes. Moreover, as ADM and Als are increasingly implemented to inform critical
decisions in the legal system, or to define individuals’ eligibility or entitlement to critical
opportunities and/or benefits, it is apparent that they relate and may also interfere with
human rights [2, 22-25]. Hence, whereas the significance and impactful role of algo-
rithms and Als is not in question, whether and to what extent their impact will be positive
or negative is hotly contested. [4] Furthermore, as reliance on Als and ADMs deepens,
the ethical questions and concerns amplify. Numerous researchers have engaged with
the ethical aspects of Als and algorithms, seeking to offer insights and create a road map
towards their socially beneficial and ethically sound employment [3, 26-30].

Al Ethics is a broad interdisciplinary field of research, reflecting a wide range of
value-based and societal concerns related to Al applications and the extensive employ-
ment of algorithms.[22, p. 78]. In this discourse, human rights have been invoked from
various aspects. They have been proposed by scholars, policy-makers and civil society
organizations as offering a promising set of ethical standards for Als [2, 22, Ch. 4].
Researchers have also suggested ways of translating human rights into design require-
ments through various methodologies[3]. Additionally, they have been suggested as gov-
ernance principles for Als, to “underlie, guide and fortify” an Als governance model
[31]. The distinction between human rights as ethical standards, and human rights as
governance principles and legal requirements is a meaningful one, particularly regarding
the binding effects of legal requirements and the actual reach human rights may have in
each case. It is also particularly relevant as a significant portion of algorithms and Als
are proprietary, privately designed, owned, and operated, whereas human rights as legal
obligations are in principle vertical in nature [32].

So far, the literature has not addressed the question whether human rights are more
relevant and appropriate as ethical standards, as formal obligations and governance prin-
ciples for Als and ADM, or both. Additionally, it has only partially engaged with the
suitability of extending the application of human rights to the private sphere. The argu-
mentation is mostly premised on their relevance for Als and ADMs as ethical principles,
and the effects Als and algorithms may have on human rights [22, 31]. Moreover, the
discussion regarding the steering of new and disruptive technologies towards ethical and
societally beneficial ends is hardly new nor unique to Als and ADM. On the contrary, it is
part of a broader discourse on the relationship between technology and society, centered
around human-centric design and the necessity to humanize technology governance and
to allow the development, employment and governance of technologies in a socially
beneficial way [33-35]. In that context, human rights are an essential part of a broader
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strategy towards technology governance that involves additional elements, values, and
principles.

Stemming from these observations, this article wishes to offer additional argumen-
tation on the relevance and suitability of human rights as governance principles for Als
and ADM based on international human rights theory. It argues that human rights, apart
from ethical standards, ought to be applied as guiding governance principles, and their
respect in terms of Als and algorithms should be legally required. Furthermore, it stresses
the significance of concretizing and implementing the values of transparency, account-
ability, and explicability and argues for the need to examine Al governance within the
broader context of technology governance, under the light of Technology Theory and
Science and Technology Studies (STS). More specifically, it emphasizes the necessity
to embrace the decisive and ethically important role of designers and invest in ethics
education, as well as the need of conscious democratic governance of Als.

2 Human Rights, AIs and ADM

2.1 Human Rights as Guidelines for AI Ethics

Human rights constitute a rare set of values recognized internationally by the majority
of societies [36, pp. 53, 54, 37]. Even though they are not uncontroversial [38], nor
universally applied [39], they represent a sum of principles and norms that are widely
shared and institutionalized globally. Serving as the basic moral entitlements of every
human being, they are deeply rooted in contemporary politics and law, recognized in
political practice and legal institutions globally [40, pp. 2-3]. Hence, human rights, both
in their strictly legal sense, and as norms encapsulating and reflecting moral and social
values, are considerably comprehensive and widespread. Furthermore, the international
human rights system includes a well-established institutional framework comprised by
dedicated monitoring bodies and agencies, as well as conflict and tensions resolution
mechanisms. It also involves a rich theoretical background and ample discursive tools
aimed to protect and promote human rights, as well as monitor, and ensure compliance
with human rights principles globally.

Contrary to human rights, currently in AI Ethics there is no commonly agreed upon
set of ethical standards that may serve as governance principles [22, p. 80], [41]. The
industry-driven self-governance model is largely premised on a variety of voluntarily
adopted codes and self-commitments. Such codes are usually rather abstract and largely
vague, while they often lack the necessary mechanisms and frameworks to ensure the
enforcement of the norms and handle disputes, conflict and tensions [42]. Thus, the
lack of binding effects, and their questionable enforceability combined with the absence
of conflict resolution mechanisms hamper their effectiveness and normative function.
Additionally, such self-commitments may be in fact proclamatory, invoked for ‘ethics
washing’[22, p. 84], [43, 44] or simply to avoid direct regulatory interference, in the
form of binding legislation [42, 45]. Therefore, considering the ineffectiveness of self-
commitments, literature suggests that human rights offer a substantially better alterna-
tive, promoting human rights as a more rich and elaborated set of principles that can
serve as ethical standards for Als and ADM.
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2.2 Human Rights as Principles for AI and ADM Governance and the Extension
of Human Rights to the Private Realm

Going a step further, some scholars promote human rights not merely as ethical guide-
lines, but as governance principles, suggesting a governance approach anchored in human
rights [22, p. 85]. Essentially, they argue that instead of simply internalizing human
rights in Al Ethics, human rights-premised obligations should be turned into concrete
legal requirements in the field of Als and ADM, and human rights should inform and
shape Al and ADM governance [22, Ch. 4]. From a similar point of view, the High-Level
Expert Group on Artificial Intelligence (Al HLEG) that the EU Commission tasked to
offer input for the development and deployment of Al, stressed that“respect for fun-
damental rights, [...], provides the most promising foundations for identifying abstract
ethical principles and values” [46]. In its recommendations, human rights are identi-
fied as the foundational principles for a normative framework that may safeguard the
development and deployment of Als in a societally beneficial way. This suggestion pro-
gressively gains momentum in literature and policy discourse for various reasons, mainly
related to the merits of the international human rights system and its potentials to prevent
socially harmful uses of technology.

The rights enshrined in the Universal Declaration of Human Rights (UDHR), the
Charter of Fundamental Rights of the European Union (EU Charter), as well as in
the European Convention on Human Rights (ECHR) are arguably the most broadly
embraced set of values and ethical principles, closely related to rule of law and the
democratic polity. Hence, human rights, both in their strictly legal sense, and as norms
encapsulating and reflecting moral and social values, are considerably comprehensive
and widespread. Instead of fragmentary, abstract, or conflicting principles, premised on
various views or aspirations, human rights can serve as common framework to address
the majority of not only ethical but also normative concerns related to Als and algorithmic
decision-making. Simultaneously, the international human rights law system can provide
guidance also in terms of the procedural aspects, offering a solid and tested tension and
dispute resolution mechanisms and the necessary theoretical and discursive tools [22,
Ch. 4], [31].

Finally as Als, ADM and algorithms increasingly define opportunities and risks [47],
having an often mediating role regarding human rights, the international human rights law
system is not only suitable but also highly relevant. As Al applications become ubiquitous
and pervasive, routinely relied upon to carry a wide range of tasks, they increasingly
affect a wide variety of human rights, from freedom of expression and privacy to access
to health care. From this angle, the extension of human rights to the private realm, in
the form of concrete principles and specific obligations, and their integration to Al and
ADM governance mechanisms is critical “to maintain the character of our political
communities as constitutional democratic orders.” [22, p. 81] Thus, human right should
serve both as ethical guidelines, and as governance principles, while they should be
extended to regulate the development and deployment of Als and ADM, informing and
shaping their processes and procedures also from the design and technology-in-the-
making point of view [3]. Nevertheless, a significant portion of algorithms and Als are
privately designed, owned, and operated, while human rights are in principle vertical in
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nature, [32] which makes their extension to the private sphere far from self-evident or
uncontroversial.

2.3 The Challenge of Applying Vertical Rights in the Private Realm

The turn to human rights as a source of governance principles, and the necessity of
extending human rights obligations to the private realm to achieve socially important
ends are not new within the technology governance discourse [37, 48-50]. However,
according to international human rights law it is the states and not private entities that
are bound by them [40]. This means that while the application of human rights as ethical
guidelines is largely unproblematic, their adoption as governance principles, as well as
the extension of human rights-premised obligations to private actors, such as the owners
and operators of Al systems and proprietary algorithms, is relatively challenging. More
specifically, the suitability and appropriateness of the extension of human rights-related
obligations to the private realm is a hotly contested topic. Practically, the scope and
application of international human rights law in the private sphere constitutes one of the
most topical issues in constitutional law and human rights discourse [51].

The horizontal application of human rights, namely the extension of human rights to
relationships otherwise regulated under private law, is challenging both theoretically and
practically. Enforcing the same duties as public bodies to private actors could affect the
very core of private law and liberal autonomy having adverse effects for both private law
and international human rights law. Nevertheless, the vertical nature of human rights is
premised upon the “far greater imbalance of power between the state and individuals,”
[52, p. 16] which is rapidly challenged in the context of the modern society, in which
individuals’ rights commonly depend on private entities’ actions and decisions, business
and revenue models, corporate policies and rules. The indubitable power of private actors
to negatively affect human rights brings to the forefront the change in the global balance
of power between state and non-state actors. It also highlights the distance between the
human rights doctrine and the reality of several almost omnipotent non-state actors in
contemporary society. [53, p. 192] Thus, there is an ever-growing volume of literature
exploring the ways to protect human rights from non-state actors, through the extension
of human rights to private relationships, allowing them to have horizontal effects. [54]
In that context, the question over the so-called horizontal application of human rights is
of considerable practical importance and political relevance [52, p. 3].

2.4 Horizontality, The Radiance of Human Rights and the Human Rights Gap

As it is progressively becoming apparent that individuals’ rights and freedoms as well
as a wide array of societal and constitutional principles are threatened or restrained
more frequently or severely in terms of private relationships [52, p. 20], the discussion
regarding the positive duties of private actors comes to the forefront. The sharp distinction
between the public and private spheres seems increasingly obsolete [55]. Moreover, as we
are rapidly moving from technologies of pervasive effects towards technologies that are
themselves pervasive, or as Susan Brenner puts it, from ‘dumb’ to ‘smart’ technologies
[56], the majority of which are privately owned, designed and/or operated, the role and
placement of human rights is a critical discussion.
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Looking beyond the question of vertical nature or horizontal effects, stemming from
the German constitutional tradition, and the concept of “Drittwirkung”' we may perceive
human rights as “radiating” over the legal order, serving as a “fundamental and objective
system of values, which provides a blueprint for society as a whole.” [52, p. 129] From
that angle, they have both an interpretative and guiding effect towards private law, without
necessarily applying directly. They may inform the work of legislators and the decisions
of judiciary, forming an indivisible, interdependent and interrelated whole which unites
the legal order. This view, acknowledging that human rights and private law “no longer
exist in isolation from each other”’[57] is valuable for approaching and framing the role of
human rights in the context of Als and ADM governance. It allows them to be employed
in Als and ADM governance, enabling the extension of human rights-premised duties to
private actors, as well as the employment of human rights and human rights due-diligence
as a basis of assessment for private policies and governing structures in the field of Als.
Simultaneously, it does not absolve the states from their positive obligations to protect
human rights, nor allows them to outsource this duty to private actors. Furthermore, the
extension of human rights to the private sphere via the concept of radiance allows us to
interpret the existing framework under the light of human rights, offering a much-needed
time window to prepare the rules without the risk of a normative vacuum.

Finally, such an extension is also necessary to prevent a “human rights gap” in the
governance of Als and ADM. Given the increasingly relevant role of Als and algorithms
for human rights, keeping human rights strictly public (in the sense that only the states
are obligation holders) and not extending them to the governance of Als and ADM
may result into a “human rights gap.” This ‘gap’ is essentially the void created by the
fact that although human rights are impactfully affected, mediated or even governed by
non-state actors, these actors and technologies remain shielded from human rights obli-
gations, leading to a vacuum of human rights protection. However, specific technologies,
particularly those that penetrate the “lifeworld” producing consequential impacts that
shape and affect individuals’ options and choices, rights, and freedoms, should not be
left outside the human rights discourse and system [53, p. 71].

3 Looking Beyond Human Rights

3.1 Transparency, Accountability, Explicability

As mentioned in the introduction, for the ethically sound and socially beneficial devel-
opment and deployment of Als and ADM, human rights ought to be part of a larger
governance strategy. In this context, values and principles derived from the self-adopted
ethical codes in private sector, along with insights from various Recommendations, Dec-
larations and Ethical Principles suggested by several organizations, think tanks and insti-
tutions [42, 58—60], can also have a role. Particularly the commonly recurring values of
“transparency”, “accountability”, and “intelligibility” or “explicability”, shared among
most of these recommendations [4, 42], should be concretized into rules and turned into
specific and viable governance guidelines. Jointly, these three values are essential for

the meaningful scrutiny, and integral for good governance in the field of technology.

1 BVerfGE 7, 198 ff of 15 January 1958.
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Thus, they are also particularly relevant for Als and ADM governance, especially as
they constitute new and powerful forms of smart agency.

Transparency about the input and outcomes of algorithmic decision-making criteria
is crucial, given that algorithms, as forms of automatic decision-making, control or
significantly influence key aspects of daily life, affecting eligibility to life-changing
opportunities, defining access to goods and services [22, Ch. 4]. Simultaneously, they
increasingly penetrate the judicial system and law enforcement [47, 61]. However, ADM
is “essentially concealed behind a veil of code” [62] often protected by intellectual
property rights (IPR). This means that although algorithms may reach decisions with
major impact for individuals’ lives, the way they reached upon these decisions and
the data they acted upon is opaque to the affected individual. [44] In turn, the lack of
transparency significantly obscures both explicability and accountability. Al systems
and algorithms are largely presented as back boxes, too complex and difficult to be
explained and/or understood. Yet the lack of explicability raises serious questions about
due process, and the possibility of meaningful human control and scrutiny [63, 64].
Simultaneously, the question “who is responsible for the way it works?” is close to
impossible to be answered if transparency is absent and no one can answer “how it
works?” for reasons of allegedly complexity or IPR protection.

Nonetheless, if we are indeed entering an era of omnipresent smart agents, wherein
algorithms largely determine and shape the exercise of power, affecting public policy,
and human rights, we need to find meaningful ways to ensure transparency, accountabil-
ity, and explicability, rejecting the black box approach and realigning private rights with
public interest [62, 65]. Law and regulatory intervention have here a significant part to
play. The EU has taken a number of regulatory initiatives towards this direction, most
prominently through the General Data Protection Regulation (GDPR), that emphasizes
the principles of transparency and accountability, while stresses the need of explainabil-
ity in case of automated processes, such as automated profiling. Yet, this also entails
finding new ways to balance private interests and IPRs with the requirements of trans-
parency, accountability, and explicability, without risking the malicious exploitation of
algorithmic transparency, or hampering innovation.

3.2 From AI and ADM Governance to Technology Governance

These challenges are not unique for Als and ADM governance [13]. Some of the key
questions for the future of smart agents governance are inherent in the field of technology
governance and have been thoroughly discussed in terms of Technology Theory [66, 67]
and STS [68]. From that angle, it may be insightful to examine Als and ADM governance
under the light of Technology Theory and STS, building upon the rich literature of
technology governance. In that context, a necessary first step towards establishing a
governance model that will contribute to the ethically sound and socially beneficial
employment of Als and ADM would be demystifying them. Regardless of their opacity
and the “veil of mystery” that covers their processes, they are both human constructs,
in the sense that they are designed, programmed, applied by human beings. Hence,
those creating them have both considerable control over how they function [2], and
the responsibility to ensure that they are employed within a sound ethical framework.
However, responsibility here is not to be perceived narrowly, in terms of liability or
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accountability in the legal sense, but as the moral and social virtue of steering intellectual
creations towards the public good.

Opening the back box and perceiving Als and algorithms as malleable, human cre-
ations, sheds light on the dilemmas, social processes, institutions and arrangements
that affect the development of technology [69, p. 568]. From that angle, the design of
technologies and technological artifacts involves more than technical skills or creative
insight, as the final outcome reflects also the character, views, values, and ethics of the
designers and developers [70, 71]. Acknowledging that engineering practice involves
choice, value struggles, and value-informed decisions, highlights the fact that algorithms
and Al design choices are not neutral [72]. Embracing the key role of the designers [69,
p. 573], and the ethically important aspects of engineering, brings to the forefront the
necessity to include ethics modules and courses in Higher Education Institutions, at
least in fields of engineers and computer science [73, 74]. Thus, improving access to
ethics modules and stand-alone courses related to ethical considerations in design, and
responsible engineering, [58, 75, 76] which still remain relatively low [41], may be a
vital to steer Als and ADM towards socially beneficial and ethically sound ends.

Similarly, it is equally important to place Al governance withing a framework of
democratic scrutiny, and conscious democratic control, allowing policy and decision-
making about such impactful and consequential technologies to reflect and adequately
represent the views, considerations, values, fears, hopes and expectations of the citizens.
Whereas in modern constitutional democracies such a request sounds self-evident or pre-
sumed already satisfied, in fact technology governance is commonly a non-democratic
procedure [66, 77]. More specifically, as a reductionist way of thinking about the rela-
tionship between technology and society, technological determinism remains deeply
rooted in our casual way of thinking about technologies [78]. As such, it has informed
several socio-economic configurations [79], promoting non-democratic, technocratic
arrangements, and preventing the conscious democratic control of technologies [77], or
allowing for non-democratic practices to be accepted as inevitable [80].

From that aspect, identifying and rejecting technological determinism and its entail-
ments from Als and ADM governance may constitute a necessary and relatively demand-
ing step to ensure that their governance will not be an exception of democratic control.
Considering the expanding role of Als and ADM in contemporary society, as well as
their far-ranging implications for individuals and human rights, it is of at most impor-
tance to premise their governance upon a democratic framework. To put it differently,
although Als may be privately owned, while algorithms are in their majority propri-
etary, their governance, how they are regulated and the larger policy framework about
them should be subject to democratic steering. In turn, this is closely related with ensur-
ing transparency, accountability, and explicability, [81, 82] as well as with rejecting
technological determinism that leads to the decoupling of technology governance and
democratic decision-making.

4 Concluding Thoughts

Algorithms and Al are not simply “another utility that needs to be regulated once it is
mature.” [4] They comprise a powerful and disruptive new form of smart agency, that



Governing Artificial Intelligence and Algorithmic Decision Making 181

bears significant promises as well as risks. This paper argued that to steer this force
towards the benefit of the society it is necessary to introduce human rights not only as
guidelines for Al Ethics, but also as governance principles for Als and ADM. Whereas
the literature has already argued for the need to extend human rights obligations to
Al governance, it largely tends to avoid engaging with the question of horizontality.
Yet, without clearly articulating the relevance and the suitability of human rights as
governance principles for Al, the proposed models may seem ill-grounded from an
international human rights law point of view. Building on this observation, the paper
sought to offer background and justification regarding the relevance of human rights
and the suitability of extending them into the private sphere building upon the theory of
Drittwirkung and the concept of human rights’ radiance. It also highlighted the risk of
a “human rights gab” in case private actors are left to act outside the scope of human
rights. Looking beyond human rights, it emphasized the need to concretize the values of
transparency, accountability, and explicability and turn them to pillars of Al governance.
Finally, it sought to bring to the forefront the valuable insights Al and ADM governance
may derive from Technology Theory, technology governance and STS. Embracing the
key role of engineers and developers it is critical to invest in their ethics education and
take specific legislative and normative initiatives to address the black box approaches
towards technology. Additionally, it is vital to ensure that governance of Als will be a
democratic procedure, rejecting technological determinism and exploring meaningful
ways to align private interests with the public good.
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Abstract. In a world of rapid technological progress the question of artificial
consciousness looms large. Whether machines could ever be considered con-
scious depends, firstly, on our understanding of consciousness. This paper seeks
to characterise consciousness in Husserlian terms, before making the case that a
Kuhnian paradigm shift in the worlds of philosophy of mind and artificial intelli-
gence research is caused by such a framing. This view is supported by reference
to Husserl’s thesis of the Natural Standpoint as a guiding tool in recognising
philosophically valid modes of inquiries, wherein foundational assumptions are
precisely assessed and held in close focus at all times. In establishing this Husser-
lian paradigm shift we become better placed to truly understand consciousness,
its modalities, and its potentiality for machines.

Keywords: Consciousness - Artificial intelligence - Phenomenology - Paradigm
shifts - Machine learning opacity

1 Introduction

Thomas S. Kuhn’s 1962 work The Structure of Scientific Revolutions presented an histo-
riographic account of scientific progress as discrete, disjointed, and contested. In framing
scientific progression as the result of incommensurable paradigm shifts Kuhn challenged
the narrative of science as an inevitable march towards solving widely accepted goals,
instead showing that overcoming crisis in science requires more than mere fine-tuning
of previously useful models. In this paper I shall use Kuhn’s paradigm shift scaffolding
to make the case that the phenomenology of Edmund Husserl is impossible to ignore
in the realm of research into both consciousness and artificial intelligence (AI). Adopt-
ing methodological considerations outlined by Husserl make for a more philosophically
valid basis upon which truly insightful and novel achievements can be won in the search
for understanding consciousness, as the rapid technological progress of the past half-
century or more lead us to speculate about a future wildly different from the present.
Indeed do we live in exciting times, and talk of a technological ‘singularity’ wherein
the computational abilities of machines far outstrip man’s own paints a picture of the
future in which man’s place in the cosmos is called into question. We must prepare for
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such potentialities immediately through rigorous analysis of the most intimate human
faculty — consciousness. In order to do so, however, we must be absolutely certain that
foundations of this edifice, our appraisal of consciousness, is incontrovertible. This will
not be possible without grasping the opportunity offered by a Husserlian paradigm shift.
The focus of the first half of the paper shall be that of philosophical definitions — situ-
ating the ideas of Kuhn and Husserl — so that the second half can assess historical and
contemporary approaches to Al from the realm of computer science. Ultimately, the
case shall be made that it is only through Husserlian analysis that we can truly under-
stand our own consciousness and, thus, the potentiality for artificial consciousness. Any
breakthroughs, therefore, on the cutting edge of Al research must pay heed to these
philosophical principles.

This paper shall also make the case that understanding consciousness in Husserlian
terms, in order to better diagnose potential breakthroughs in the engineering of Al, is
relevant not just for the philosophy of science, or philosophy in general. As Burrell
[2] notes, the trend in modern-day Al strategies is toward increasing opacity at the
level of implementation, and recent meta-analyses from MIT [13] further underline
this point. Regulatory bodies have begun to take note of the risks inherent in such
approaches, with the European Commission recently [11] announcing that the drafting
of legislation classifying and accordingly limiting certain Al technologies has begun. I
argue, therefore, that such movements represent a paradigm shift for Al both in terms of
how it is viewed as a technology by society at large, as well as on the level of computer
science. The philosopher, and scientist researching AI methods, must recognise that such
a practical paradigm shift is inevitable, and correspondingly update their worldview in
order to offer meaningful analysis regarding the results of future Al breakthroughs. The
opacity that defines contemporary approaches to Al coheres nicely with a Husserlian-
diagnostic understanding of consciousness, as shall be argued in this paper, and so
adopting such a standpoint establishes a common and suitably sophisticated framework
whereby researchers can better appraise the cultural — as well as scientific — impact of
their work in all facets of Al development; not just in those attempts to establish artificial
consciousness.

2 A Sketch of Kuhn’s Notion of Paradigm Shifts

Kuhn’s 1962 text is remarkable for its diagnosis of the conditions for progress in sci-
entific research. Competing historiographical understandings of science, most notably
from Butterfield [3] and Popper [18] tended to view science as a discipline which induc-
tively improved upon itself with each new theory and discovery. Arguably such a view
bequeathed science with a sort of felos, a sense that while future developments might
require the critical reassessment of previously axiomatic truths there was no danger that
the scientific method itself — as best exemplified by Popper’s falsification model — could
ever be doubted. And while Kuhn does not explicitly claim that the scientific method
itself is up for debate, he does make the case that scientific revolutions are theoretically
interminable [16, pp. 92—110]. There is no overarching felos, as each scientific revolution
importing a fresh paradigm represents a discrete change in scientific worldview. There
is a sense in which Kuhn’s theories operate as a dialectical model [6, p. 327] as, for him,



Analysing Al via Husserl and Kuhn 187

scientific progress runs thus: normal science, crisis, revolution. Of key focus for us here
is the definition of these terms and so we shall examine them now.

Normal science is defined as ‘research firmly based upon one or more past scientific
achievements, achievements that some particular scientific community acknowledges for
atime as supplying the foundation for its further practice’ [16, p. 10]. Kuhn characterises
the scientist carrying out investigations in normal science as a puzzle-solver attempting
to solve, say, a jigsaw puzzle [16, p. 36]. The boundaries within which that scientist
operates are well-defined, and she seeks to ‘add to the scope and precision with which
[a] paradigm can be applied’ [16, p. 36] through her investigative work. Thus, normal
science is to the scientist what mapping a newly discovered landmass is to a cartographer;
both may encounter novelties in the well-defined scope of their work, but such novelties
never threaten to call the ontological status of the landmass — or scientific theory — into
question. There is no compunction that such puzzles be ideologically important to the
scientific theory as a whole, and they may indeed lack solutions, but what is important
is that they seek to work within established bounds.

Crisis, then, comes about due to anomalies encountered during the course of normal
scientific operations. To illustrate this Kuhn describes the progression from Ptolemaic to
Copernican models of astronomy, similarly of the move from Aristotelian to Newtonian
physics of motion due to well-established issues in Aristotle’s work [16, pp. 68-9]. Such
is the nature of Kuhn’s work that there is nothing, thus far, about this assessment of
scientific progress that seems to be out of place. Indeed, it is facile to note that the likes
of Lavoisier, Newton, Maxwell, Einstein, and others brilliantly ‘solved’ or ‘reframed’
key anomalies in the accepted scientific theories of their times; proposing new systems
of thought where such incoherence was not present. Let us consider the juncture at which
we currently find ourselves vis-a-vis Kuhn’s model: either we can rationalise successive
scientific theories (such as the Copernican ‘improvement’ on Ptolemaic astronomy) as
the gradual accretion of scientific data, a linear progression wherein science builds on
previous results — removing some incompatible parts of old theories but, in the main,
recognising their (albeit limited) enduring epistemological validity — or we take the view
that these new scientific theories are wholesale incompatible with what has gone before.
As Kuhn’s word choice suggests, he opts for this latter horn — he is in the business of
describing scientific revolutions as opposed to scientific progress.

To that end, let us investigate Kuhn’s understanding of a scientific revolution. Once
again it is illustrative to examine how Kuhn frames this: he states that when scientists are
confronted by foundational anomalies they do not immediately recourse to ‘renounc[ing]
the paradigm that has led them into crisis’ [16, p. 77]. Here Kuhn critiques Popper’s
doctrine of falsification by arguing that new paradigms replace older ones only when the
new is fully ready to take the former’s place. In Kuhn’s words ‘[n]o process yet disclosed
by the historical study of scientific development at all resembles the methodological
stereotype of falsification by direct comparison with nature’ [16, p. 77]. As a result, the
rejection of one paradigm is never carried out in a vacuum: ‘[t]he decision to reject one
paradigm is always simultaneously the decision to accept another’ [16, p. 77]. Herein lies
the thesis of incommensurability, as Kuhn describes the disconnect between advocates
of competing paradigms as being akin to an individual’s attitude pre- and post-Gestalt
shift. We shall return to this notion of Gestalt later but for now Kuhn’s summation is
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illuminating: ‘[1]ike the choice between political institutions, that between competing
paradigms proves to be a choice between incompatible modes of community life’ [16,
p- 94]. The presence of incommensurability in Kuhn’s structure speaks to the forces that
influence scientific revolutions; it is not the case that there is such a thing as a ‘correct’
paradigm which is widely accepted to be the natural successor of the old paradigm. No,
new paradigms are instead usurpers and their place within the historiography of science
owe much to political and cultural machinations aside from their own scientific merit.

If paradigm shifts are incommensurable then how is it that consensus is ever reached
to move from the old to the new? Kuhn stresses that science carried out during crisis is
not marked by new counterfactuals that were not present pre-crisis. Indeed, how could
this be the case given Kuhn’s analysis of normal science as puzzle solving in service
of fleshing out the results of a given paradigm: ‘there is no such thing as research
without counterinstances’ [16, p. 79]. In elucidating this point Kuhn gives the example
of geometric optics as a field which has been ‘finished’, to put it colloquially [16, p. 79].
Geometric optics are in no danger of being replaced by an updated paradigm which
resolves tensions in this theoretical framework as all of the problems of that field are
generally accepted as solved. Thus, geometric optics is employed as a tool in fields
such as engineering in order to investigate and clarify issues in those paradigms. So,
what then characterises revolution? In wrestling with this question Kuhn states that
when ‘an anomaly comes to seem more than just another puzzle of normal science, the
transition to crisis and to extraordinary science has begun’ [16, p. 82]. Furthermore,
he foreshadows his later thesis of paradigmatic exemplars with his description of how
‘[m]ore and more attention is devoted to [the anomaly] by more and more of the field’s
most eminent men’ [16, p. 82]. Here we arrive at the apex of the crisis, which ultimately
will result in a paradigm shift. Nascent investigations into the nature of the anomaly will
usually follow the accepted rules of the current paradigm, Kuhn argues, but soon these
investigations call into question more and more foundational bricks in the paradigm’s
structure. A blurring occurs, and ‘formerly standard solutions of solved problems are
called in question’ [16, p. 83].

3 Edmund Husserl’s Natural Standpoint and Its Paradigmatic
Implications for Consciousness

The goal of this paper’s emphasis on Husserlian principles is not to support a case calling
for the adoption of phenomenology as foundational philosophy. That particular argument
is well-worn and bears no reintroduction here. Instead, we wish to highlight the singular
usefulness of phenomenology as a method in investigating the realm of consciousness.
Furthermore, this paper shall not make any metaphysical claims regarding the origins of
consciousness nor shall we require a wholly Husserlian interpretation of the substance
of consciousness — although such a view is ultimately endorsed by this author it is not the
case that one must fully accept all of Husserl’s conclusions in order to concur with the
thrust of this paper. I simply entreaty that we consider what makes Husserl so effective
and useful in the domain of consciousness. To do so let us examine the thesis of the
Natural Standpoint which is so central to Husserl’s philosophy. One of Husserl’s key
insights in Ideas I is his accurate diagnosis of our naive and unexamined acceptance
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of the world in everyday life. In this ‘Natural Standpoint’ I am aware of the world,
while things in the world are ‘for me simply there’ [14, p. 51]. The Natural Standpoint is
characterised by an acceptance that objects around me and in nature simply are as they
seem, whether I am directly inspecting them or not, and this world ‘contains everything’,
so to speak: ‘this world is not there for me as a mere world of facts and affairs, but, with
the same immediacy, as a world of values, a world of goods, a practical world’ [14,
p- 53]. While I may delve into other ‘worlds’; such as the arithmetical when conducting
arithmetical investigations, the natural world is ‘constantly there for me, so long as I live
naturally and look in its direction’ [14, p. 53]. While we are in the Natural Standpoint
we never question the veracity or indubitability of the world; when we conduct scientific
experiments in this standpoint we are investigating through this lens of ‘assumption’
— assuming that the world is simply there. Husserl does not mean to deride ‘living’ in the
Natural Standpoint by calling attention to it, he simply wishes to challenge us to recognise
the presuppositions required by the standpoint. Natural sciences must, inherently, operate
within the Natural Standpoint — Husserl points out that the ‘lore of experience’ alone is
not enough to provide answers about the intricacies of the world around us, requiring us
to utilise natural scientific methods which unquestioningly adopt empirical principles in
order to conduct investigations [14, p. 54]. The validity of the world cannot be called into
question while that same world undergoes the process of being empirically understood.

The transcendental phenomenological project takes shape with Husserl’s next idea
— the epoché, or bracketing. The goal of bracketing is to rid one’s mind of the precon-
ceptions one might have of an object with which one is presented. The key point here
is that, in bracketing, a thesis concerning the Being of an object (i.e. its existence) is
challenged — for instance, we might bracket whether or not the table in front of us is
‘actually there’ — and that such a challenge does not constitute a denial. As Husserl
states: ‘[i]t is likewise clear that the attempt to doubt any object of awareness in respect
of its being actually there necessarily conditions a certain suspension (Aufhebung) of
the thesis [...] Itis not a transformation of the thesis into its antithesis’ [14, p. 57]. All we
do is bracket this thesis, suspending our valuing of an object we see before us. We now
nearly have the crux of the phenomenological movement according to Husserl. If we
can win this insight into the Natural Standpoint, and recognise the assumptions entailed
in living within it, we can now move on to systematising this knowledge with Husserl’s
full phenomenological epoché (or, equivalently, reduction) which runs as follows:

We put out of action the general thesis which belongs to the essence of the natural
standpoint [...] 1 do not then deny this “world”, as though I were a sophist, I do not
doubt that it is there as though I were a sceptic; but I use the “phenomenological”
ém oy 1, which completely bars me from using any judgment that concerns spatio-
temporal existence (Dasein). [14, p. 59]

Husserl’s pre-emptive dismissal of solipsism is important here, and Husserl was subject
to attacks insinuating his status as one throughout his life. He does not wish to found
a new science upon the idea that the world may or may not exist, he simply wants to
draw up the foundations for a new science that can categorically deal with the problems
of consciousness whose domain, he contends, is not accessible via natural scientific
methods.
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This conclusion is reached by Husserl’s employing of the phenomenological reduc-
tion. When we cast our attention to the realm of consciousness Husserl notes that we
‘lack above all [...] a certain general insight into the essence of consciousness in general’
and this makes bracketing of consciousness impossible [14, p. 62]. As such, we end up
with the state of affairs whereby ‘[c]onsciousness in itself has a being of its own which in
its absolute uniqueness of nature remains unaffected by the phenomenological discon-
nexion’ and thus consciousness ‘remains over as a “phenomenological residuum”’ [14,
pp- 62-3]. From here, then, can we found this new science of phenomenology through
which all matters related to consciousness are explored.

As stated in the previous section, Kuhn’s concept of incommensurability sought to
draw parallels between scientific and political revolutions. It is not the case that the
status quo paradigm ‘peels off” to reveal a new one that contains answers to previous
landmark issues, rather proponents of the new ‘live in a different world’, so to speak,
to those upholding the old. I bring up this understanding of incommensurability once
more to expand on a pertinent point by a commentator of Husserl and Kuhn. Don
Ihde draws the excellent comparison between Kuhn and Husserl as both describing
paradigm shifts albeit in slightly different ways. As discussed earlier, Kuhn’s contention
of paradigm shifts as codifying a Gestalt switch was never elaborated upon in great
detail as Kuhn, following criticism, seemed to recognise this reading of paradigm shifts
as more analogical than literal; the central difficulty being that Gestalt shifts concern
immediate individual changes in stance rather than the kind of overarching change in
axioms experienced by a scientific community undergoing revolution. And while Kuhn’s
terminology may be confused Ihde finds common ground between him and Husserl:
‘[t]he common perceptual model between Husserl and Kuhn is the gestalt shift’ [15,
p- 184]. This is so due to Ihde’s key insight: ‘In a sense, Kuhn describes what happens
in a shift, but how it happens remains for him, largely unconscious. Husserl attempts
to make shifting a deliberate procedure, a phenomenological rationality’ [15, p. 184].
On this basis, then, can we frame the phenomenological reduction as an explicit model
for generating a paradigm shift in the realm of our knowledge about consciousness. In
the reduction we strip away the extraneous until we are left with the phenomenological
ideal, and it is upon this ideal — in the context of paradigm shifts — that new insight can
be won. Therefore, purely as a means of generating potential paradigm shifts, there is
complete coherence between the phenomenological reduction and Kuhnian philosophy
of science. Husserl’s reduction can be co-opted in this manner to aid in the discovering
of new paradigms — and yet this is merely a side-effect of the true import of the marrying
of Kuhnian paradigms with Husserlian phenomenology. It is important at this point to
remember the core thesis of this paper: Husserlian analysis of consciousness can provide
us with a richer understanding of consciousness. This does not require us to accept
every aspect of Husserl’s descriptive investigation of the mechanism of consciousness
as correct — indeed, disputation of his ideas is welcomed — but once we perform the
phenomenological reduction and at least consider the possibility of consciousness as
irreducible then we are presented with novel concepts and methods to employ and analyse
in the quest for artificial consciousness. To support this claim we shall critically examine
two case studies in the next section.
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4 The Razor of the Natural Standpoint and Its Role in Paradigm
Shift

We must now tie the above excursus on Husserlian-phenomenology to the issue of Al,
and we do so by characterising it as necessary paradigm shift. Firstly, to what can we
apply the label of ‘normal science’ in the context of philosophical inquiry into con-
sciousness? Let us consider two case studies: the MIT laboratory of Al research in the
1950s and ‘60s, and contemporary trends in philosophical analyses of consciousness.
The research aims of the MIT lab in the former case was largely spurred on by the Dart-
mouth Summer Research Project on Artificial Intelligence of 1956 [19]. Organised by
John McCarthy, a foundational figure in the history of computer science, participants in
the conference would go on to conduct research in MIT in the years following focusing
in on the preliminary problems of the field of Al. Consider the example of SHRDLU, an
experiment by Terry Winograd which explored the possibilities of natural language pro-
cessing by machines. This experiment involved Winograd interacting with a language
processor representing a simple robotic arm; one could tell the ‘arm’ to pick things up,
drop them, and so on, and it was conceived to be a proof of concept for machine inter-
action with human ‘worlds’. In this context we mean the world as it contains meanings,
traditions, values, implications, etc., and Winograd’s contention was that the robot could
understand human operators on a human level — it could understand relatively simple
vagaries of language (solely within the contrived and limited world set up by Winograd)
and communicate naturally with humans [9]. This experiment is a pre-eminent example
of what Hubert Dreyfus (via Marvin Minsky and Seymour Papert) termed a ‘micro-
worlds’ approach to Al this approach entailed exhaustively mapping human concepts
in a given sphere for artificially intelligent agents [9]. For instance, one might encode
a micro-world of ‘co-operation’, which would entail translating, for a machine, every
possible concept related to the activity of co-operation. This style of advancement in
Al research, of relating the human world in discrete ‘chunks’ to robots was famously
critiqued by Dreyfus. While the scope of this paper is not broad enough to allow for a
thorough overview of Dreyfus’s objections to the trend of AI' at this time, it is worth
noting the impact his work had on the field as a whole. In identifying four key assump-
tions common to researchers at the time? Dreyfus changed how such research would
progress in the future. More on this in a moment, but for now we highlight the carrying
out of ‘normal science’, in a Kuhnian sense, by these early researchers — they attempted
to bring about artificially intelligent agents using a ‘top-down’ approach wherein human
concepts were symbolically represented and translated to machines. These machines
were prescribed rules, as opposed to given environments whereby they could divine
these rules and nuances of human concepts by themselves.

1 For further reading see Dreyfus’s books Alcheny and Al (1965) [7], What Computers Can’t Do
(1972) [8], and Mind Over Machine (1986) [10].

2 Dreyfus enumerates these as the ‘biological assumption’ (the idea that human brains can be
modelled by physical circuits), the ‘psychological assumption’ (the idea that the mind functions
as a device with formal rules), the ‘epistemological assumption’ (the idea that all knowledge can
be formalised and symbolically represented), and the ‘ontological assumption’ (the idea that the
world itself can be accurately and exhaustively represented in symbolic fashion). For more see
Alchemy and Al and What Computers Can’t Do.
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In the case of contemporary philosophical ideas on consciousness we need look no
further than David Chalmers. Chalmers’ 2018 paper The Meta-Problem of Conscious-
ness codified prevailing trends in contemporary discussions on consciousness and also
prescribed a programme of research needed to settle the issue of consciousness once
and for all. Throughout this paper Chalmers eschews a wholly reductionist view of con-
sciousness, although he flirts with it at times. Given his past work, most notably his 1995
paper Facing Up to the Problem of Consciousness, it would be unfair to label Chalmers
a physicalist concerning consciousness, however. That 1995 paper formulated the ‘hard
problem of consciousness’, namely, the question of why it is that a subjective feeling
characterises the experience of consciousness [4]. This is, of course, a neat reframing
of the thesis of Thomas Nagel’s 1974 paper What is it Like to Be a Bat? which raises
the issue of the ‘subjective character of experience’ as needing to be explained by any
model of consciousness [17]. Such a valuation of consciousness is certainly coherent
in a Husserlian context, and Nagel’s influence on contemporary discussions on con-
sciousness should not go unnoticed. Chalmers, too, should be commended for both his
‘hard problem’ and ‘meta-problem’> given the emphasis they put on the centrality of
the subjective experience to consciousness. Particularly in Meta-Problem do we see a
philosophical field conducting ‘normal science’, especially as Chalmers calls for inter-
disciplinary research from various natural scientific fields to supplement philosophical
theorising. Chalmers lays out his model of consciousness, while also referencing multi-
ple competing ones, and sets out the issues that need to be investigated in more detail in
order to secure the academic understanding of consciousness. For example, in describ-
ing ‘problem intuitions’ (i.e. the personal and subjective questions that one might have
about the nature of consciousness) he claims that they are widespread and intimately
knowable to all humans, regardless of academic standing [5]. In attempting to pursue
this thread of ‘normal science’ researchers Sytsma & Ozdemir experimentally verified
just how widespread such intuitions were, and concluded that Chalmers’ claim of univer-
sality was unfounded [20]. This, by any metric, is a field of science conducting normal
science.

My word choice in that preceding sentence is deliberate — Chalmers is employing
natural scientific methods (as are his interlocutors) and thus should be considered a
scientist. The paradigm that Chalmers is attempting to secure is status quo, he is not
advocating for a radical revaluation of physics, nor psychology, nor any related field.
His bedrock is the notion of the subjective experience, but this axiom is by no means
in opposition to any axiom of any current paradigm. Similarly, the researchers in the
MIT labs of the ‘50s and ‘60s challenged no contemporaneous paradigms, in fact their
work represented applications of results from fields such as information theory, physics,
computer science, and so on without ever seeking to supplant these preceding fields
with their novel research. I contend that doing so, that avoiding direct confrontation
with the make-up of individual paradigms across the broad spectrum of this research
both then and now, has lead us into crisis. In Kuhn’s description of crisis we get the notion
of anomaly; this anomaly stubbornly appears in all kinds of results and thus shapes a
period of crisis, and while scientists may argue vigorously regarding which path to

3 The meta-problem is elucidated by Chalmers as the question of why it is we have such difficulty
describing consciousness [5].
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follow to in order to smooth out this anomaly there is broad agreement that something
is anomalous. Here is where we run into some difficulty in proposing the Husserlian
paradigm shift — do we see anomalies in the state of research into consciousness and/or
AI? It may seem more the case that instead of anomaly we have dispute; on the one
hand are those who endorse a physicalist, reductionist, or some related variant theory of
consciousness while on the other are the idealists, panpsychists, dualists and others. The
difficulty here hinges on what exactly it is we mean by science, and here I reemphasise
earlier results from Husserl. While the subject of philosophy may rightly be seen as the
scaffolding which supports the natural sciences in the realm of consciousness and Al the
line between structure and method are blurred. It is certainly the case that philosophical
inquiries into the nature of consciousness can be conducted in methods not founded upon
natural scientific principles. Descartes’ Meditations is the pertinent example here, as the
totality of Descartes’ research is done meditatively. His conclusion of the indisputable
cogito is reached in a decidedly non-scientific manner; he ideates rather than physically
hypothesising and testing.* It is doubtful that one would confuse such an approach for
a natural scientific endeavour — why is that?

This ‘why’ is readily answered: Descartes’ transcendental reflection does not assume
the general thesis of the Natural Standpoint. This is the key achievement of Husserl’s
phenomenology in our context; we now have a sophisticated razor by which we can
separate philosophical inquiries from natural scientific ones. In the ensuing dichotomy
we can then seize upon the method offered by philosophical inquiry into consciousness
rather than natural scientific; as the purely philosophical investigation entails no hidden
presumptions.> Now we can finally see the true nature of the crisis that has been hinted in
the last few paragraphs: the crisis for the sciences of consciousness is a methodological
one. Dreyfus was the first to identify this with his identification of the four assumptions
employed by early Al researchers. There remains a sense that Dreyfus’ critique, while
important, was never really that consequential for the world of Al research as we now
know it. I contend this is for two reasons; firstly, those researchers on the practical side
were more concerned with implementing applications of natural language processing,
computer vision, etc. than responding to philosophical analyses on the nature of their
work and, secondly, theoretical approaches did change as a result of Dreyfus — but these
changes could never be considered a paradigm shift. As mentioned previously, in the
early days of Al research approaches were, generally speaking, tooled from the top down
(cf. microworlds). Nowadays the opposite is true, and here we introduce the notion of
opacity in machine learning (ML)® methods via reference to two specific examples.

4 The example of Descartes is here used for illustrative purposes and not as an endorsement of
Cartesian dualism.

5 This should not suggest that a philosophical inquiry does not rest on some presuppositions — in
this context those presuppositions are known, declared, and remain in steady focus throughout.
This contrasts against the natural scientific approach which does not place its presuppositions
front and centre throughout.

6 Here ‘machine learning’ refers to a particular school of thought in Al research (see MIT’s meta-
analysis [13] for more on this). In ML, as outlined above, goals are set for machines but the
specific path to achieving these goals are left ‘up to’ the machines’ internal logic, which is
opaque in character.
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The early approaches to Al research discussed above were marked by their trans-
parency. There is no mystery in the case of SHRDLU’s functioning; its parameters are
well-defined, and its resultant behaviour can be readily anticipated. This is not so much
the case with Deep Learning strategies. Take, for example, the recent autoregressive
language model GPT-3, which implements a ‘few-shot’ approach to natural language
processing [1]. The architecture of GPT-3’s underlying artificial neural network pro-
cesses 175 billion parameters in a 96-layer artificial neural network [1, p. 8]. Certainly,
the levels of complexity involved with tooling such a model makes SHRDLU’s micro-
world setup pale in comparison, but a comparison in such terms undersells the novelty
of the few-shot approach. In this implementation of few-shot learning between 10 and
100 examples of ‘context and completion’ are provided to the model in order to train it
to perform tasks of, for example, translation [1, p. 6]. What is of key importance, here,
is that in few-shot learning weights in the neural architecture are not updated post train-
ing. This contrasts against ‘fine-tuning’ approaches which update weights after training
sessions, requiring the regular intervention of human agents in order to aid ML. Let
us consider a further example, Weight Agnostic Neural Networks (WANNSs) [12]. The
achievement of the WANN is similar to that of the few-shot learning approach: fine-
tuning the weights of nodes in neural architectures is minimised (indeed, in the case of
WANN:S, it is eliminated entirely), allowing for a less interventionist style of reinforce-
ment learning. WANN’s perform basic tasks (such as simulating walking and driving [12,
p. 11) comparatively well with respect to weight-tuned neural networks, demonstrating
their status as a technology worth further exploring and refining in the quest to produce
still more optimal ML strategies.

What unites GPT-3 and WANNSs is, among other things, their opacity, particularly in
comparison to the transparency of SHRDLU. Burrell [2, p. 4] encapsulates the nature of
this opacity clearly; opacity in models such as GPT-3 and WANNS occurs ‘at the scale of
application’, which is to say that the specific internal decision making logic of the model
is obfuscated. In discussing relatively simple (in comparison to GPT-3) artificial neural
networks tasked with recognising handwritten numbers Burrell [2, p. 6] identifies the
unique unintelligibility of ML. The purpose of ‘hidden layer’ nodes in such structures
is to pick out individual features of handwritten numbers from training datasets in order
to accurately classify unseen numbers in testing datasets, but there is no guarantee
that such features would similarly be identified as crucial by human agents. Indeed,
as Burrell [2, p. 7] shows, it is often the case that these machine-identified markers
are radically different from those of human agents. This opacity is emblematic of a
‘bottom-up’ approach to ML; computer science strategies have moved well beyond the
naive implementations of structural primitives and micro-worlds of nascent Al research.
No longer are computer scientists dictating rules and relations to machines, instead
they are configured to happen upon these by themselves. And we really do mean ‘by
themselves’ — while all ML methods rely on human intervention at multiple stages,
from algorithm design to fine-tuning of neural networks, the particular implementation
used by a machine is arrived at through its own internal decision-making logic. Opacity
alone, however, does not rescue Al endeavours from the critique of Dreyfus. It is not
controversial to note, I argue, that such trends in Al research represent a paradigm shift
on the level of implementation, but this shift lacks a requisite philosophical grounding
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to contextualise the broader issue of consciousness as a whole. It is for this reason that
we argue to take Husserl’s thought as foundational.

Husserl’s phenomenology is the paradigm shift. The reason that crisis exists is also
down to Husserl — his assessment that consciousness cannot be naturalised is a view
that, as yet, has not been adequately dealt with by contemporary researchers of both
consciousness and Al It should be noted that dealing with this view does not have to
involve endorsement of the view itself, either. My promotion of Husserl as foundational
throughout this paper has been mostly along methodological lines; Husserl’s manner of
conducting philosophy involves painstaking awareness of his own entailed assumptions.
Little has been said as to whether his assessment of consciousness is wholly correct,
although his thesis of the Natural Standpoint has been supported unreservedly. Even
on this point do we remain decidedly non-fanatical; support for the Husserlian Natural
Standpoint simply requires that one brackets — without negating — the natural world in
the pursuit of insight into consciousness. Therefore the paradigm shift we propose is
similarly limited, the case we make is that meaningful answers regarding the nature of
consciousness can only arise when one faces up to the presuppositions entailed in their
methodological approaches.

5 Conclusion and the Metaphysical Status of Consciousness

While we have heralded Husserl’s key achievement as that of the thesis of the Natural
Standpoint we must not overlook a particularly important consequence arising from this,
namely that we cannot get ‘outside’ ourselves. We are inexorably tied to our corporeal
forms and our all-encompassing lenses of consciousness. Such unity causes contam-
ination in our natural scientific investigations into the nature of consciousness — our
consciousness is the ultimate lurking variable — but also allows for qualified speculation
in the world of AI. On a Husserlian view, we can only come to know our consciousness
as its individual features reveal itself themselves to us in reflection; but we cannot see
the unity of our own consciousness from a global perspective. Given this lack of global
access we also cannot categorically state that other forms of consciousness may not
exist. Husserl’s view is that consciousness cannot be naturalised and, I contend, that
does not exclude it from being something. By ‘something’ I mean consciousness could
well be a purely physical phenomenon as much as it could be an emergent characteristic
of a distributed entity or a transcendental framework of intentional relations. These are
all possibilities for the metaphysical status of consciousness, but we can never aver that
one possibility is correct to any degree of certainty.

This assessment of consciousness as something seems to leave us in a strange place
vis-a-vis our upholding of Husserlian doctrines. It is, however, precisely the conclusion
to draw given Husserl’s systematic account of the thesis of the Natural Standpoint, for
once we concretise consciousness as one possibility over another we revert to the Natural
Attitude as consciousness always remains as residuum in the phenomenological reduc-
tion; meaning that giving consciousness a definite structure is tantamount to removing
it from the reduction. If it has been described in totality it is no longer there, as all of the
theses associated with a ‘decided’ consciousness must be reduced in the epoché. It is
here that we happen upon the revolutionary aspect of Husserl’s phenomenology in the
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context of paradigm shifts. I stated above that the paradigm shift required by Husserl is
one of methodology, that is, natural scientific methods should not be assumed to be prima
facie applicable to the investigation of consciousness. I now go one step further to argue
that true acceptance of the Husserlian paradigm only comes about when the metaphysics
of consciousness is ignored. This applies equally to researchers in consciousness and
Al in the case of the former the focus post-paradigm shift should be in enumerating
and describing the individual features of consciousness in every conceivable setting,
while the focus in the latter becomes taking these analysed features of consciousness
as goals to be achieved with little emphasis placed on how this happens. The issue of
opacity, discussed above, represents the perfect opportunity to begin this shift in atti-
tude; the ethos of setting a goal and allowing machines to achieve it by whatever means
necessary (with minimal human intervention) represents a more philosophically fruitful
avenue for achieving genuine artificial consciousness. We cannot hypothesise structures
of machine consciousness any more than we can structures of human consciousness
— but we will ‘know’ consciousness when we ‘see’ it. Other forms of consciousness
are theoretically valid, it is up to us now to happen upon such forms. We can only
do so phenomenologically, our approaches must be descriptively informed rather than
prescriptively set lest we revert to the Natural Standpoint. This new movement toward
increasing opacity, in the engineering of Al, means that we must, as researchers, chal-
lenge ourselves to reflect on results through a Husserlian-phenomenological lens. In
bracketing not only do we allow ourselves to better assess whether machine capabilities
can accurately institute human characteristics of consciousness; we also, more generally,
shift to a more descriptive mindset. In describing, as opposed to prescribing, we adopt a
standpoint already wholeheartedly characteristic of opaque ML methods; and, therefore,
such descriptive analysis is both more appropriate and more insightful in the arena of Al
progress. I have remained agnostic on the question of whether such machine conscious-
ness could ever exist throughout this paper, but it is difficult to see how considering a
shift in paradigm, as impelled by Husserlian principles, could result in anything other
than clarifying that question. The Husserlian paradigm is ripe for genuine novelty in
consciousness discoveries — we must adopt it.
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Abstract. The development of information and communications technology has
changed the work of many professionals and may now be radically changing
the functioning of the legal system. ‘Lawtech’, or technology which supports,
replaces, or improves the provision of legal services and the operation of the
justice system, has become more and more important.

Lawtech raises significant ethical issues. It often relies on so-called ‘artifi-
cial intelligence’ (AI), but this does not ‘think’ as humans do. Software, such as
machine learning tools, can help judges to make decisions. Some jurisdictions are
replacing judges with Al. Lawyers also use Al to predict the outcomes of litiga-
tion. These tools can be more transparent and fairer. However, they may also be
more opaque. Also, researchers raise questions about whether the data and pro-
cesses used in these applications simply reflects and strengthens existing biases
and prejudices.

Lawtech provides an opportunity to improve the operation of the legal services
market and the justice system for the benefit for the citizen and the consumer.
However, this is not certain, and it could worsen existing problems or create new
ones. This will require careful consideration and more research in the future.

Keywords: Lawtech - Legaltech - Ethics - Law - Artificial intelligence - Judicial
support - Bias - Courts - Lawyers

1 Context

The development of information and communications technology (ICT), particularly
the networked digital computer, has brought about very significant changes to the skills,
capacity, and daily work practices of many professionals. However, the pace and type
of change has not been the same across all walks of life. This paper explores how ICT
has affected the practice of law and how it is likely to affect it in the future.

Relatively little has changed in the practice of law since Dickens’ time [1, pp. 143—4].
If a doctor, engineer, or journalist from the 18th century was transported to a modern
workplace, they would be confused and confounded by the many machines in use. A
lawyer from the same time period deposited in a modern courtroom or legal practice
would see some computers but the nature of legal work, the interactions with clients,
and the business of law would be familiar. However, the recent rapid growth in legal
information technology — often referred to as ‘lawtech’ — is transforming and disrupting
the world of legal practice to a very significant extent [2, p. 997].
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This could have significant benefits, but it may also bring significant problems.
Lawtech could lead to better access to justice, more affordable legal services, and a better
quality of service. However, it could also strengthen existing biases and inequalities,
widen the digital divide, and lead to the provision of unregulated services which do not
serve consumers well.

2 What is ‘Lawtech’?

A broad definition of ‘lawtech’ is any use of ICT for legal practice. It is also called
‘legaltech’ or ‘legal technology’ (This paper will use ‘lawtech’ to avoid the implication
that all uses of ICT are legal.) This term covers quite a wide range of sophistication:
from the relatively simple use of word processors for the preparation of correspondence,
to the use of artificial intelligence (Al) to automatically review legal documents such
as contracts. The Law Society of England and Wales has a more precise definition of
lawtech, which this paper will adopt, as: ‘technologies that aim to support, supplement
or replace traditional methods for delivering legal services, or that improve the way the
justice system operates.’ [3].

This is quite a wide-ranging definition, and includes many aspects of the law —
consumers and providers of legal services, the judiciary and courts, and public and
private law. (This paper does not consider the use of ICT in policing.) Lawtech also
includes:

1. digitalisation or automation — converting existing paper-based processes to elec-
tronic or digital processes, in the hope of saving time and money; and

2. innovation or transformation — re-thinking these processes entirely or creating new
approaches to old problems or challenges, often relying on technology, and either
trying to save time and money or to create new markets and business models.

Lawtech can be sub-divided into ‘Office Tech’ (traditional office automation tools,
which have little or no influence on business models) and ‘Legal Tech’ (which ‘directly
affects the provision of legal services’) [4]. Office Tech is perhaps best understood as
internal and supporting lawyers, while Legal Tech is external and supports or facilitates
clients.

3 Ethical Implications of Lawtech

This section discusses some ethical issues which lawtech raises, particularly the risk of
bias in judicial decision support systems.

3.1 Al Judicial Decision Support Tools, and Bias

Limitations of AI. Animportant use of lawtech in the courts which raises ethical issues
is judicial decision support tools. Many of these tools rely on artificial intelligence (AI).
Although Al is sometimes understood or presented as having human-like intelligence,
these tools do not work like a human mind and have significant limitations [5, Chap. 7].
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A significant ethical issue in the development of digital technology, generally, is that Al
which depends on ‘big data’ may strengthen existing biases and unfairness in society
[6, pp- 2-5]. This is very relevant to the development of lawtech, and although Ireland is
not as advanced as other jurisdictions in its adoption, it deserves careful consideration.

Lawtech Al generally takes two forms:

1. ‘Expert systems’ apply rules developed and programmed by humans to make
decisions or provide guidance.

2. ‘Machine learning’ applies statistical analysis of large amounts of records (‘big
data’) in order to identify connections and correlations, particularly ones that are not
obvious to humans.

Neither of these approaches are truly ‘intelligent’, and the latter is often misunder-
stood:

Data-reliant Al operates by looking for associations. The software assesses
how predictive certain factors are, and through iterative analysis hones in on
relationships that might not be visible to human analysis.

This software does not apply logical rules in the sense of rules-based systems,
or in the way that humans apply logic to solve problems. This software neither
understands nor applies logical rules, rather through mathematical analysis of vast
amounts of data relationships it can identify these relationships. The software
neither knows nor cares why these relationships exist; it simply identifies that they
do exist [7, p. 327].

While these tools are quite powerful in certain contexts, they do not work in the same
way as humans:

... today’s Al systems are decidedly not intelligent thinking machines in any mean-
ingful sense. Rather, ... Al systems are often able to produce useful, intelligent
results without intelligence. These systems do this largely through heuristics —
by detecting patterns in data and using knowledge, rules, and information that
have been specifically encoded by people into forms that can be processed by
computers. Through these computational approximations, Al systems often can
produce surprisingly good results on certain complex tasks that, when done by
humans, require cognition. Notably, however, these Al systems do so by using
computational mechanisms that do not resemble or match human thinking.

By contrast, the vision of Al as involving thinking machines with abilities that
meet or surpass human-level cognition — often referred to as Strong Al or Artificial
General Intelligence (AGI) — is only aspirational [8, p. 1308].

These big data tools can enhance our lives, but the software programs used may
also ‘learn’ to discriminate in ways that are illegal. For example, they might focus on
characteristics that are proxies for social class, race or gender (such as home address
or height). They might also pick up existing human biases in the data, for example,
descriptions of images that differentiate on the basis of race [6, pp. 2-5].
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Al in Judicial Decision-Making. Big data and machine learning tools are now being
developed to support judges in their decision-making. These take two general forms:

[y

An assistant, providing relevant information to guide judicial decisions
2. A complete replacement for a judge, providing judgments in an autonomous and
automatic fashion [9, p. 4].

Al tools have been developed to predict the outcomes of litigation, to assess the risk
of an individual, or otherwise to help to gather information needed for a decision [9,
p. 5-12]. Al is now being used by judges worldwide. China has ambitious plans for the
use of Al in judicial processes [7, p. 324; 10-12], and Pakistan is experimenting with
its use by judges [13]. Estonia intends to use an automated system to deal with small
claims disputes of less than €7000 [14].

The use of analytics to examine patterns in the decisions of judges has been banned
in France. The rationale put forward was to prevent judges coming under undue pressure,
but concerns were raised that the ban could reduce transparency and accountability. It
has been argued that these tools could lead to a significant increase in transparency in
judging. However, there are limitations, including incomplete or low-quality data, being
inappropriate for certain areas of law, the unstructured nature of judgments, and high
cost. They may improve as data sets become larger and better, the technology develops,
and costs fall. They might lead to an increase in ‘judge shopping’ (preferring or avoiding
judges seen as more or less favourable), and challenges to judicial fairness or competence
[15].

Al judicial support tools have been controversial. The Correctional Offender Man-
agement Profiling for Alternative Sanctions (‘COMPAS’) software has been used to
assess the risk of recidivism of an individual before sentencing in some US courts. Crit-
ics have alleged that it assigns African-Americans as high-risk at twice the rate of other
groups, while assigning white people as low-risk more often than people of colour [16].

There are concerns that ‘algorithms might perpetuate or amplify existing biases
and stereotypes, which can consequently result in discrimination.” [9, p. 8] Underlying
this concern is an understanding that no dataset is free of human choices regarding
what is measured and what is recorded, and can thus easily reflect human biases and
assumptions: ‘[f]or example, crime data may reflect policing and judicial biases towards
minority groups, while data on eligibility for benefits may reflect bureaucratic impulses
to reduce spending.’ [17, p. 434; See also 18; 19; 20].

Ethical Issues with Judicial Decision Support Tools. If machine learning tools are
used to support judges, this could have both positive and negative effects. From an ethical
perspective, there may be an obligation on courts to take full advantage of the opportu-
nities which digitalisation offers [21]. Technology can enable greater transparency and
accountability, by enabling the court to communicate to a wider audience. However, it
can also reduce transparency, by giving the court too much control over the message
that it communicates, or making the reasons for decisions more difficult to publish or
understand. A greater capacity to communicate can enhance the independence of the
courts, and the use of (for example) random case allocation can enhance impartiality
[22].



202 R. Kennedy

Algorithms could also reduce transparency by making decisions more opaque and
hard to understand [9, pp. 13—-17]. Four possible forms of opaque algorithm are [23,
pp- 3-5; 24, p. 5-6]:

1. Intentional corporate or state secrecy, particularly to protect trade secrets and
competitive advantage;

2. Software code which is difficult to understand, particularly for those without the
specialised skills necessary;

3. Systems which are built to such a scale that they are difficult to completely grasp;
and

4. Al systems which do not make it clear how their decisions are made.

There are arguments that trade secrecy should not be privileged in the use of software
tools in criminal proceedings [25]. Judicial decision support tools could be developed
with some degree of access to software source code — either entirely open, accessible
on request, or reviewed by independent experts [26, p. 135]. However, review of open
source by itself does not guarantee that problems will be identified [27, pp. 647-650].
In addition, Al researchers are developing more explainable or interpretable algorithms
[24, pp. 6-7]. If these are insufficient, another approach could be to ensure that those
who may be affected by Al judicial decision support tools can opt-in or opt-out of their
use [26, p. 136].

Lawtech could enable greater efficiency, but this value may be in tension with ideals
of fairness and justice [22]. However, providing judges with a database of past decisions
(particularly sentences) could increase their consistency and impartiality, and external
analysis of decisions may highlight unusual or unfair decision-making by particular
judges. The use of Al in selecting judges could lead to a more diverse bench.

However, examination of case studies of these systems in practice show that this
is not always achieved, and Al tools may never be appropriate for contexts where the
stakes are high:

Ultimately, humans must evaluate each decision-making process and consider
what forms of automation are useful, appropriate and consistent with the rule of
law. The design, implementation and evaluation of any automated components, as
well as the entire decision-making process including human elements, should be
consistent with such values. It remains to be seen whether these values can be fully
integrated into automated decision- making and decision-support systems used by
government [17, pp. 454-5].

Can Judicial Decision-Making Be Automated? The next possible step is the use of
Al to replace some or all of the decision-making by human judges. It is argued that this
could make the process much fairer:

In adjudication much uncertainty is due to the fact that outcomes are influenced
by the judge’s intellectual ability, background knowledge, experience, moral incli-
nations and political outlook, all of which vary from judge to judge. Computer
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law-application promises to be more consistent and equal. Like humans, Al sys-
tems may be infected with bias, but once such a defect has been detected, it
may be eliminated. It is much more difficult to detect human bias since it may be
unconscious, let alone to overcome it. Importantly, there is mounting evidence that
machines are better than humans in detecting lying and assessing the probability
of future eventualities, such as the risk of reoffending [28, p. 439].

In addition, the population generally may think that Al is fairer than humans [29]. Al
may assist in reducing bias, by providing more objective assessments of a case, removing
flawed intuitions, reducing jury bias, and hiring more diverse staff. However, Al could
also exacerbate bias because it relies on biased data, although this may be corrected [30,
pp. 161-176].

From a human rights perspective, an automated or quasi-automated system could
have the important advantage of speed, which is particularly important where there are
backlogs in the court system. However, if the system is not explainable, it may infringe
on the right to a fair trial [31, pp. 36—41].

It seems unlikely that AI will entirely replace human judges. The capacity of Al to
substitute for human judges may be limited by lack of sufficient data. A more important
limitation is that there is no artificial general intelligence, and even if there was, it
would be very difficult, if not impossible, to free it from human bias. It also may not be
appropriate for computers to create new rules which impact on humans, and Al might
not be able to command the same respect from the public as do judges [7, p. 348].

The perception that Al is fairer and more consistent does not take into account
how algorithms developed by different individuals or teams do not always yield the
same results. For example, there are many online databases of legal resources, some
of which will include functionality which extend a search to include similar words,
singular/plural, and so on. These algorithms are unique to the database and proprietary.
Carrying out the same search across different databases yields different results: up to
40% were unique to a particular database, some databases returned more than 50%
irrelevant material in the top 10 results, and the ‘best’ database involved more human
curation of its information [32]. Similarly, when 52 programmers were assigned the
task of automating the enforcement of speed limits, the programs that they wrote issued
very different numbers of tickets for the same sample data [33]. If artificial intelligence
were to replace judges, this would raise questions such as whether computers have legal
authority to make decisions, how laws are translated into computer code, how discretion
can be managed, and when computers might understand meaning rather than simply
logic [34, pp. 1126-1130].

Another limitation is that if Al becomes more common, the justice system may be
re-engineered and individuals working within it may think in a different way, for example
in terms of risk profiles and the classification of groups [35, pp. 630-631]. Al systems
that predict the future based on the past, or reach conclusions based on past cases, may
not be able to make creative leaps, deal with unanticipated situations, or develop the law
in the way that a human lawyer or judge can [36, pp. 6-7]. The use of Al to support
or substitute for human judges may lead to a more codified or standardised justice
system, which could be more fine-grained than human decision-making, but which may
also be too limited in its methods of measurement to be truly just. The end result may
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be incomprehensible by citizens and unable to change, leading to disillusionment and
alienation [37]. A system that is slow to change could lose its legitimacy in the eyes of
the public [38, p. 235].

Therefore, we are still some distance from fully automated judges being a reality
[39]. It will require technology that does not yet exist, and may not ever [35, pp. 627—
628]. It may be that ‘the human heart of the judicial process, being a combination of
conscious and currently unknowable unconscious thought, remains quite literally beyond
the comprehension of the most talented programmer.” [40, p. 112]. The incomplete and
fuzzy nature of the law may mean that attempts to convert it into something which can
be reliably processed by a machine could damage the rule of law [41]. In the future,
therefore, judges are unlikely to be entirely replaced by Al [42, p. 3], but we may see
hybrid human-machine systems used for judging [43].

Is the Role of the Judiciary Limited to Decision-Making? Another reason why Al
may never entirely replace judges is that their role goes beyond simply adjudicating
on cases, and can vary significantly between legal systems [7, p. 334]. Much of cur-
rent Al research does not focus to a significant extent on what courts and judges do in
practice, such as managing a courtroom, a caseload, and a team of staff, but only on
the application of rules [35, pp. 628—631]. In addition to deciding cases, judges also
enable public participation in the process of justice, explain its functioning, assess facts,
create documents, identify and apply doctrine, reason by analogy, are consistent, create
law when required, and ultimately project ‘the power and legitimacy of the state to the
public.” [7, pp. 338-341].

European Ethical Charter on the Use of Al in Judicial Systems. The use of Al in
courts raises many important opportunities and challenges. Liu and others have
considered these issues in detail, and have asked a number of questions for consideration:

It is far from clear whether automated systems support, or replace human discre-
tion and judgment in practice. So who are the decision-makers — the government
officials involved or software programs they are relying on, which are designed by
companies for profit? In many cases, private entities wield public power by virtue
of the algorithms they design[.]

..., what type of decisions can governments delegate to machines? Should the
authority be shaped broadly enough to allow algorithms to make value-based
judgments or only non-discretionary decisions? Moreover, codes and algorithms
are value-laden. Development of algorithms is a complex process that can be
influenced by humans — such as criteria selection, data mining, training, semantics
and interpretation. In designing the operational parameters ... it is not uncommon
for developers to have ‘desired outcomes in mind that privilege some values and
interests over others’. While sensitive attributes like gender, race or ethnicity are
generally disallowed in the decision-making process of public sectors, they may
be encoded, inadvertently or not, when private companies design the systems. The
fact that algorithms are implemented throughout government agencies can only
magnify and perpetuate the risks of hidden biases and errors [26, pp. 137-138].
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One possible structure for responding to these issues is the Council of Europe’s
European Commission for the Efficiency of Justice (CEPEJ)’s European Ethical Charter
on the Use of Artificial Intelligence in Judicial Systems and Their Environment, which
sets out five principles:

1. Principle of respect for fundamental rights: Ensure that the design and implemen-
tation of artificial intelligence tools and services are compatible with fundamental
rights;

2. Principle of non-discrimination: Specifically prevent the development or intensifi-
cation of any discrimination between individuals or groups of individuals;

3. Principle of quality and security: With regard to the processing of judicial decisions
and data, use certified sources and intangible data with models conceived in a multi-
disciplinary manner, in a secure technological environment;

4. Principle of transparency, impartiality and fairness: Make data processing methods
accessible and understandable, and authorise external audits; and

5. Principle ‘under user control’: Preclude a prescriptive approach and ensure that users
are informed actors and in control of their choices [44].

The CEPEIJ has also prepared a feasibility study for a mechanism for certifying Al
tools and services in the sphere of justice and the judiciary, which outlines how these
principles might be applied in practice [45].

4 Conclusion

Lawtech has been part of a wave of change and innovation in the legal services market.
It could save consumers and businesses money and time, and be a source of economic
growth. However, it is not a ‘silver bullet’ to solve the problem of access to justice. As
Al is used more by lawyers and courts, this could save time and money and be fairer,
but may be biased and inflexible.

These policy choices will become more important as lawtech develops at a faster
pace. The Council of Bars and Law Societies of Europe has considered the use of Al in
detail, and provides a reflection which summarises the issues well:

Much debate is still needed critically to assess what role, if any, Al tools should
play in our justice systems. Change should be embraced where it improves or at
least does not worsen the quality of our justice systems. However, fundamental
rights and adherence to ethical standards that underpin institutions based on the
rule of law, cannot be subordinated to mere efficiency gains or cost saving benefits,
whether for court users or judicial authorities.

Increasing access to justice by reducing the cost of judicial proceedings may sound
like a desirable outcome, but there is little value in increasing access to justice if
the quality of justice is undermined in doing so [46, p. 20].
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Abstract. Inrecent years artificial intelligence (Al) has been seen as a technology
with the potential for significant impact in enabling firms to get an operational
and competitive advantage. However, despite the use of Al, companies still face
challenges and cannot quickly realize performance gains. Adding to the above,
firms need to introduce robust Al systems and minimize Al risks, which places
a strong emphasis on establishing appropriate Al governance practices. In this
paper, we build on a single case study approach and examine how Al governance
is implemented in order to facilitate the development of Al applications that are
robust and do not introduce negative impacts to companies. The study contributes
by exploring the main dimensions relevant to Al’s governance in organizations
and by uncovering the practices that underpin them.

Keywords: Al governance - Case study - Performance gains - IT governance

1 Introduction

Artificial Intelligence is a technology that offers new potentials and benefits for busi-
nesses but introduces new challenges [1, 2]. Al has been seen as a tool that we can layer
lots of different functions or as a solution for solving complex problems that traditional
applications are not capable of assisting humans [3]. Companies aim to implement and
deploy Al solutions in an attempt to automate their procedures, increase efficiency and
reduce costs [4, 5] while also gaining a competitive advantage over their competitors
[6]. AI governance is a key factor in achieving these goals. According to Butcher and
Beridze [7], Al governance “can be characterized as a variety of tools, solutions, and
levers that influence Al development and applications”. However, there is room for inves-
tigating how to introduce AI Governance in a firm and how Al governance contributes
to achieving a firm’s goals.

Firms achieve competitive performance gains by building organizational capabilities,
which emerge by combining and deploying several complementary firm-level resources
[8]. By optimizing firm-level resources and adopting A.I. technological innovations, a
firm enhances its transformed projects’ business value, which leads to business value and
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influences firm performance [9]. Simultaneously, the Al algorithms can be considered
performative because of the extent to which their use can form organizational processes,
and Al algorithms assist in decision-making or even take an autonomous decision [10,
11] that leads to new organization capabilities through Al. For example, Al could add
value by creating more substantial customer acquisition or higher customer lifetime
value and lowering operating costs or lowering credit risk.

The main goal of this work is to analyze Al governance when designing and imple-
menting Al applications in order to achieve organizational goals. More specifically, this
study focuses on how Al Governance helps top-level managers accomplish firm’s goals
by introducing robust systems that focus on automating processes and tasks without
impacting employees. For instance, the employees might resist and do not accept new
technologies because they might fear being replaced by Al. Based on the results, a better
understanding of how companies use Al technologies will be gained, allowing to identify
focal points and mechanisms of value generation (e.g., augmentation or automation of
decision-making or processes) and what Al technologies bring specific organizational
and technical challenges. This study, therefore, builds on the following research ques-
tion: What governance practices underpin Al projects in contemporary organizations?
To answer the research question, we collected data through a single case study, conduct-
ing interviews with multiple respondents within the company. The interview questions
focused on the methodologies that the company currently apply, the mechanisms and
processes used in the development of Al applications, the collection of data and the
consequences of Al use in decision making (Al risk). In this case study, employees from
different departments, primarily from the business department and the IT department,
were interviewed because these two departments play a key role when developing an Al
application. Also, the use of secondary data, such as reports and internal documents, is
used to explore the dimensions and practices of Al governance as well as to triangulate
and verify results.

The rest of the paper is structured as follows. The subsequent section presents the
theoretical background, the relevant work and introduces IT and Information Gover-
nance. Section 3 details the methodology that is applied for gathering and analyzing the
data. In Sect. 4, we present the analysis of the data and the derived results. The paper
concludes with a discussion of the findings and limitations in Sect. 5, where we interpret
and analyze the data.

2 Background

2.1 IT and Information Governance

Information governance captures the more purposeful path to government information
that is required in the digital age, where information allows an even more central role
[12]. Previous researchers, who addressed similar research, were seeking to answer
questions like what Information governance practices are firms adopting and which are
the performance effects of Information governance. Tallon and colleagues [13], in their
empirical research found that Information governance is associated with a range of inter-
mediate or process-level benefits and many of these intermediate effects could possibly
affect firm-level performance. The authors suggest a need for extending structures and



210 E. Papagiannidis et al.

practices used in I.T. governance and decomposing information governance into a range
of structural, procedural, and relational practices. Another research describes how Intel,
through Big data governance policies, managed to generate business value, which was
the main goal, minimizing potential technical and organizational risks that arise because
of data privacy [14]. Furthermore, research on developing Al capabilities by creating a
unique set of resources to effectively leverage investments and generate business value
that leads to competitive advantage has been conducted and supported through empirical
evidence [8]. In this paper, the structural, procedural, and relational practices are used as
the main dimensions to explain how to govern information and boost firm performance.

2.2 Governance of Al Projects

Al increasingly influences many aspects of society, from healthcare and marketing to
human rights. Allowing the development of Al applications that are not under any super-
vision could be harmful [1]; thus, it is important to promote a trustworthy Al that is
lawful (complying with laws and regulations), ethical (ensuring ethical principles and
values) and robust (from a technical and social perspective). Governing Al projects could
be interpreted differently based on the perspective of different individuals. Microsoft
researchers [2] see Al governance from a technical perspective, while European Com-
mission (EC) [3] and Singapore principles see Al governance from a trustworthy angle
where solutions are human-centric.

Researchers in Microsoft [2] have a deep focus on the technical aspects of Al
Their concentration was on the best practices that Microsoft teams have implemented
over the years to create a united workflow that has software engineering processes and
provides insights about several essential engineering challenges that an organization
may face in creating large-scale Al solutions for the marketplace. Also, in their findings
the researchers identified that Al government has three main aspects: (1) discovering,
managing, and versioning the data required for machine learning applications is more
complex than a typical software application, (2) the required skills for building models
and customize them can vary based on the project, and (3) Al components could be hard
to deal with as distinct modules as models can experience non-monotonic error behavior.

European Commission Singapore principles see Al governance as a way to promote
Trustworthy Al through guidelines. Based on the EC’s guidelines, a framework has been
created that offers guidance on fostering and securing ethical and robust Al. In addition,
the guidelines aim to go beyond the ethical principles by guiding how such principles
can be operationalized in socio-technical systems [3]. Fairness and explicability are
key principles that an Al application must have, which can be achieved by governing
data, reducing bias and have diverse data collection. Hence, Al can be trusted when
making suggestions or taking decisions. At the same time, Al should be human-centric
by protecting the well-being and safety of individuals. That requires human oversight
over Al where human agents are responsible for decisions and accountability can be
applied.

As aresult, itis argued that in the existing literature researchers investigated IT gover-
nance and data governance and they suggested frameworks or procedures for improving
performance or minimizing risks that were introduced by Al. However, there is a gap
in Al governance, which deals with both IT governance and data governance and has
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a direct relationship with Al [15]. Hence, the literature would benefit from an investi-
gation on how to achieve Al governance and through that the knowledge of boosting
organizational performance, while at the same time neglecting negative consequences
of Al use.

3 Methodology

3.1 Case Context

Conducting interviews is a great mechanism for gathering information, especially when
the researcher does not have a priori guiding theory or assumptions. Also, interviews
can be used to refine a theory or understand a phenomenon [13]. As shown in the back-
ground section previous researchers decompose information governance into a range
of structural, procedural, and relational practices, which could be used as a baseline to
understand how to build practices in order to achieve Al Governance. The case study is
chosen because it allows for in-depth analysis using interviews as generating method for
collecting data. By exploring these data, new knowledge can be generated allowing for
meaningful insights that explain similar situations [16]. Also, the research is qualitative
as it involves the use of qualitative data, which can be used to understand and explain
the research question [17], as it involves the use of experiences, beliefs, and attitudes of
the key respondents through the semi-structured interviews [18].

3.2 Data Collection

The company is in the power industry, based in Norway, and operates more than 60 years
with around 500 employees. The interview design consists of five interviews exploring
how participants themselves understand specific issues, according to their own thoughts
and in their own words [19] and each participant was interviewed for at least one hour.
Furthermore, the participants were part of either the business department or the IT
department, as input from both departments is needed in order to understand how Al
governance is designed to minimize Al risks. Hence, the guideline questions for the
interviews were split into two parts. The first part was focused on the effects of Al use
in the firm and how it was used to transformed existing processes. The second part was
centered around the implementation and technical aspects that firms are following and
the challenges they faced (Table 1).

Table 1. Responders’ role and length of interviews.

Respondent ID Role Years in company Interview time
1 Chief Al officer 3 1 h and 32 min
2 Al software developer 3 55 min
3 Machine learning engineer 3 45 min
4 Al software developer 3 43 min
5 Project manager 4 49 min
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3.3 Data Analysis

A narrative analysis is followed for analyzing the content from the interviews as the sto-
ries and experiences shared by employees are used to answer the research questions. The
transcripts that were generated were imported in the software NVino, where axial coding
is applied, and categories were formed based on the notation process (coding). The nodes
that have been coded are procedural, relational and structural. In addition, comments
and observations from different transcripts were combined to identify commonalities
and patterns in the processes used when creating and deploying Al systems that assist
the firms in minimizing Al risks. Grouping the comments and observations, known as
axial coding [20], allowed for better interpretations since the employees could refer to
the same concept using similar terminology, which could depend based on their technical
skills, knowledge, experience and position in the firm. In order to obtain a high level of
confidence researchers validated findings by examining reports, public information and
presentations related to this research and focus on the Al aspects (Table 2).

Table 2. Nodes and possible items under each node.

Dimension | Definition Reference

Procedural | Practices associated with data migration, system messages, |[13, 21]
documentation and processes for expansion

Relational | Practices that deal with employees and communicating goals | [13, 14, 22]

Structural Practices associated with IT, optimization and automation [13, 14, 21, 22]

4 Findings

The interviewees talked about how the company transformed over the past ten years
and the necessary steps that were taken in order to expand and maintain a competitive
advantage, while minimizing Al risks. In the following table there is a sample of the
grouped observations that are generated based on the interviews (Table 3).

Table 3. Nodes and grouped observations (sample) based on the interviews.

Code Observations

Procedural | Al assists in scaling up while expanding; giving a competitive advantage over
rivals

Procedural | Al products are created for future use, and their current value might not be visible
at once

Procedural | Documentation is necessity to allow other developers to take over. Although there
is no standardization of developing there are general guidelines

(continued)
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Table 3. (continued)

Code Observations

Procedural | The system is able to detect problems and alerts human agents

Procedural | Dashboards allow communication between machine and human

Procedural | Use data to create intelligence

Relational | Take away the fear from employees that were going to be automated away, since
you need their domain knowledge

Relational | Explaining situations such as why excels cannot work and the need of APIs from
vendors are needed

Relational | Invested a lot of time in making sure everybody understands how things work.
Continuous reports and feedbacks

Relational | Inform other departments of the progress, to make integration easier

Structural | Limited use of sensitive data to avoid any problem with legal regulations

Structural | Models and dashboards run in the cloud

Structural | Standardize the set of tools used (Jupiter notebooks, python, GitHub etc.)

Structural | Automation is expected by employees to avoid repetitive and boring tasks

4.1 Structural

As far as the structural practices are concerned, many challenges were addressed by the
firm. One of the main challenges they faced was the choice of technologies, because
there are different tools for developing Al products. Legacy code was part of the system
and it was written in different programming languages making compatibility among
applications an issue that needed to be solved. That created the need of having a process
to unify and standardize the set of used tools was more than a necessity. Respondent 4
state the following:

“Developers were programming in MATLAB or Python, and everyone was doing
their own thing”.

Furthermore, it became essential to increase the speed of models and scale up because
the company increased the amount of data, while creating new intelligence based on the
data. These changes were boosting efficiency and employees liked automation that lifts
the heavy loading of the work. Respondent 2 added the following on the matter:

“One of the big changes and additions that everyone started programming, and
automating stuff is that we went fully on cloud in all our systems, and it enabled
us really be very flexible with our resources”.

Another structural practice that was important was how to deal with sensitive data
and law regulations. The firm’s approach was simple but efficient. The developer team
built their applications using limited (or not at all) sensitive data in order to be complied
with all regulations and there are two main reasons behind that decision. Firstly, most
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of the models did not need sensitive data and secondly their technical approach was
implemented in a way to avoid the need for personal data; thus, the firm did not have to
worry about future regulation changes (Table 4).

Table 4. Challenges encountered and firm’s solution.

Challenges encountered Solution

Employees use various programs Standardize and unify tools to decrease ambiguity and
guesswork, guarantee quality

Increase speed of model deployment | Move to a cloud solution for increasing speed,
efficiency and flexibility

Compliance with laws and regulations | Use limited, or no sensitive data to avoid future
regulation changes

4.2 Relational

Although automation is desired, employees started worrying that they might lose their
position due to Al. The managers made sure to regularly explain to employees that their
domain knowledge and expertise are needed, and the Al is not capable to do the complex
part of their work. Respondent 5 stated:

“Part of their job now is taken by algorithms [...] we had to have regular meetings
with people explaining what AI will do and take away their fear that they will lose
their job”.

It is worth mentioning, that managers invest a substantial amount of time explaining
to employee’s new procedures, while reports and feedback were given back from the
employees in order to improve the system. Also, informing all related departments about
new capabilities and how the future would look like, in terms of procedures, was crucial
so employees could accept and understand the new technologies. For example, explaining
situations such as the need for APIs from vendors instead of the use of excels files or
educate people on how Al really works by creating internal workshops. As respondent
1 stated (Table 5):

“You need to ensure that model operates in a way that works and the operators
understand that, and they have a good understand how it was developed, and what
is capable of doing.”
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Table 5. Challenges encountered and firm’s solution.

Challenges encountered Solution

Employees fear of Al Have regular meetings explaining why Al is not going
to take their position

Explain the need for new approaches | Explain the benefits of using new technologies to
employees in order to accept change

Employees lack Al knowledge Train people in different departments in Al applications
so that everybody has a good understanding of Al

4.3 Procedural

As for the procedural practices, the focus was on the system and how to maximize
performance through that. The use of data is a key to create new intelligence and through
various dashboards the machine can effectively communicate the new information with
human agents. What is more, the system is able to detect problems and anomalies, which
are reported to human agents in real-time allowing them to solve problems as fast as
possible. An additionally finding was that there was not a clear structure on how people
developing an Al product. According to respondent 3:

“There is no formula, we just go as it feels right, but we have some general
guidelines [..] and a wiki page that we describe things that we should follow”.

Hence, although there was a documentation of code, processes and expected Al out-
comes, the firm did not have a systematic way of building an Al product and many mini-
projects were abandoned. Finally, not all Al products were developed for immediate use.
Respondent 1 added (Table 6):

“We try to think the future and some of our applications do not have a direct impact
now, but these applications will give us an advantage over the competition in the
future”.

Table 6. Challenges encountered and firm’s solution.

Challenges encountered Solution

No clear way of developing Provide guidelines to enhance appropriateness
of practice and improve quality

Employees cannot detect everything manually | The system detects and alerts for anomalies

Be ready for the future Build Al applications that might not add
immediate value for the firm, but it will give an
advantage in the long run
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Overall, the firm drastically reformed its ways of development Al products. Devel-
opers started to unify and standardize software and tools without neglecting efficiency
and performance. Managers designed products that add value in the long run and assist
human agents to manage work overload through automation and clever features, such
as automating error detection. Equally important is the communication towards the
employees and departments ensuring them that Al does not replace human agents rather
supplement their efforts.

5 Discussion and Conclusion

In this study we set out to explore the underlying activities that comprise an organiza-
tions Al governance. Specifically, we built on the prior distinction between structural,
relational, and procedural dimensions of governance in order to understand how orga-
nizations are planning around their Al deployments. Through a revelatory case study
of an organization that has been using Al for several years, we conducted a series of
interviews with key respondents and identified a set of activities that were relevant under
each of the three dimensions, as well as challenges they faced during deployments of
Al and how they managed to overcome them. Our analysis essentially points out to the
various obstacles that Al governance is oriented to overcoming, and the mechanisms
employed to operationalize them.

Specifically, we find that the obstacles that are identified during the process of deploy-
ing Al are observable at different phases and concern different job roles. In addition,
they span various levels of analysis, from the personal, such as fear of Al and reluctance
of employees to adopt it, to organizational-level ones, such as organizational directives
on how to comply with laws and regulations. While this study is just an exploratory one,
it reveals not only that Al governance is a multi-faceted issue for organizations but that
it spans multiple levels, therefore requiring a structured approach when it is deployed. In
addition, different concerns emerge at different phases of Al projects, so Al governance
also encapsulates a temporal angle in its formation and deployment.

5.1 Research Implications

There is a considerable debate in the scientific community about what is considered Al
and how companies should incorporate Al in their everyday operations. However, not
all companies have managed to build Al solutions that have had significant organiza-
tional effects and resulted in added business value. Hence, it is argued that although it
is important to adopt Al, it is equally vital to create the necessary processes and mecha-
nisms for developing and aligning Al applications with the requirements of the business
environment. One of the main challenges with Al is that it is a technology that requires
continuous adaptation and modification as new data emerges or conditions changes.
Thus, there is a form of ephemerality which places an increased focus on establishing
processes, mechanisms, and structures to ensure that it is functioning as required and
that it aligns well with the goals of the organization.

Furthermore, there are a multitude of angles that a firm can approach Al governance;
for instance, a recent article by Microsoft focuses primarily on the technical aspects of
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workflow implementation outlining the key phases in the lifecycle of machine learning
applications [2]. Yet, this research concentrates on the development challenges and the
practical solutions a firm could follow in order to build an Al through solid and effective
organizational practices. In this sense, Al governance in this article is not seeing as a
process but as a set of important aspects that need to be considered when designing and
deploying practices and mechanisms, in order to ensure that the main challenges are
overcome successfully and that Al applications are operating as planned.

Our exploratory work opens up a discussion about what Al governance comprises
of, and how it can be dimensionilized. Furthermore, it explores the link between the
challenges such governance practices help overcome, and the actors and practices they
involve. This stream of research is particularly important in the value-generation of Al-
based applications, as it paints a more detailed about how relative resources are leveraged
in the quest of business value [23]. In addition, the work sheds some light on the process-
view of Al deployments by opening up the dialogue about the different phases of Al
deployments and the unique challenges faced within each of these.

5.2 Practical Implications

Based on the findings, a firm needs to incorporate new procedures when adopting Al
in order to maintain an advantage over the competition and boost efficiency. A unified
system is required, which is consistent in the tools that developers use. Hence, the system
will be more robust as it will be easier to maintain and improve different components
of the system. In addition, managers should create procedures that employees are aware
and follow and give clear guidelines; otherwise, time and resources might be wasted,
which could be invested in other projects that would add more business value.

Firms should use Al for automating tasks that are repetitive, which is appreciated by
employees since they do not want to do monotonous work, but at the same time managers
should have extended conversations with employees of other departments ensuring them
that AI will not replace them. This could be crucial for the company’s internal stability
as people might lose trust in the leadership, they might leave the company taking their
expertise with them or resist using new technologies and try to undermine the value of
AL

Lastly, firms can use dashboards as an effective way to allow communication between
human and machine. Dashboards are a great information management tool that is used
to track KPIs, metrics, and other essential data points relevant to a business. That way
the black-box nature of models and Al in general can be less problematic, because the
use of data visualizations simplifies complex data sets and provides end-users useful
information that can affect business performance.

5.3 Limitations and Future Research

In the current work, we investigate how to govern Al and minimize Al risks. However,
there are certain limitations that characterize this research. First, the data are collected
through interviews with only one company, and that company does not require extensive
use of sensitive data; thus, there might be bias in our data or provide an incomplete picture
of the entire challenges around relevant practices. Second, while we conducted several
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interviews with key employees within the organization, our data collection was based
in a snapshot in time and may not accurately reflect the complete breadth of practices.
Hence, generalizability could be an issue that should be taken into consideration.

As future research, it would be interesting to gather more empirical data through
interviews and theorize the notion of Al governance from a positivist perspective, which
could be tested with empirical data on the antecedents and its effects. It would also be
beneficial for the field to know which resources firms deploy most in order to achieve their
organizational goals and how they govern these resources to boost their performance,
and how Al governance practices impact specific types of resources.
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Abstract. Governing artificial intelligence (Al) requires multi-actor cooperation,
but what form could this cooperation take? In recent years, the European Union
(EU) has made significant efforts to become a key player in establishing respon-
sible AL In its strategy documents on Al, the EU has formulated expectations and
visions concerning ecosystems for responsible Al. This paper analyzes expecta-
tions on potential responsible Al ecosystems in five key EU documents on Al To
analyze these documents, we draw on the sociology of expectations and synthesize
a framework comprising cognitive and normative expectations on sociotechnical
systems, agendas and networks. We found that the EU documents on responsible
Al feature four interconnected themes, which occupy different positions in our
framework: 1) trust as the foundation of responsible Al (cognitive—sociotechnical
systems), 2) ethics and competitiveness as complementary (normative—sociotech-
nical systems), 3) European value-based approach (normative—agendas), and 4)
Europe as global leader in responsible Al (normative—networks). Our framework
thus provides a mapping tool for researchers and practitioners to navigate expec-
tations in early ecosystem development and help decide what to do in response to
articulated expectations. The analysis also suggests that expectations on emerging
responsible Al ecosystems have a layered structure, where network building relies
on expectations about sociotechnical systems and agendas.

Keywords: Artificial intelligence (Al) - Artificial intelligence governance -
Ecosystems

1 Introduction: Responsible Artificial Intelligence

Reaping the opportunities of artificial intelligence (Al) requires that the various stake-
holders involved in Al-based or Al-assisted decision-making can trust the decisions and
actions taken by the algorithms [1]. Thus, at an organizational level, socially respon-
sible use of Al requires ethical guidelines and governance approaches [2, 3]. At the
same time, however, governance of Al and the promotion of its socially responsible
development and use are large-scale challenges that transcend beyond organizational
boundaries. Therefore, it is likely that a broad network of diverse actors is required for
promoting responsible development and use of Al [1, cf. 4]. We argue that this calls
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for ecosystems for responsible Al [5]. While previous authors have studied systemic
approaches to regulation [6], the ethics of algorithmic systems and assemblages [7, 8] and
multi-actor approaches to operationalizing Al ethics [9], the concept of ecosystems for
responsible Al is a novel contribution to the literature on Al governance in multi-actor
networks [4, 9, 10].

Despite the academic, policy and popular interest in the topic, responsible Al has not
yet consolidated into a fully-fledged market or multi-actor ecosystem. The reasons for
this can only be hypothesized at this point. One possibility is that the business value of
responsible Al is still relatively diffuse. There may also be differing views on the roles
of actors, and different answers to the question who should ensure responsible use of
Al and how. Nevertheless, this paper starts from the premise that at present, ecosystems
for responsible Al exist in expectations, i.e., actors’ ideas, beliefs and statements about
possible future opportunities, issues and networks.

Based on the number of recent high-profile strategies, events and statements, as well
as the proposed Atrtificial Intelligence Act published on April 21, 2021, the European
Union (EU) is clearly a key actor in establishing a network for responsible AI [11-13].
There is a strong policy push within the EU for articulating coherent Al policy and
regulation and to operate within a field of global actors [cf. 14] that promote trustworthy
Al and the governance of Al. Therefore, it is particularly important to study the views
of EU decision-makers and experts.

Against this backdrop, the purpose of this paper is to analyze the expectations on
potential responsible Al ecosystems inscribed in key EU strategy documents on AI. We
conducted a qualitative analysis of five key EU documents on Al strategy. First, our study
shows that the EU approach to responsible AI comprises four complementary themes: 1)
trust as the foundation of responsible Al, 2) ethics and competitiveness as complemen-
tary, 3) European value-based approach, and 4) Europe as global leader in responsible
Al Second, we categorize and position these themes as different kinds of expectations.
To this end, we introduce a framework differentiating between normative and cognitive
expectations on sociotechnical systems, agendas and networks. This framework offers
researchers and ecosystem stakeholders a mapping tool to dissect, comprehend and act
upon expectations regarding emerging ecosystems of responsible Al. Further, beyond
identifying themes within the EU documents, it foregrounds the normative and cognitive
expectations that shape the ecosystems’ emergence.

2 Expectations and Ecosystems

2.1 Ecosystem for Responsible Al

The conceptualization of a responsible Al network as an ecosystem requires some justifi-
cation. Inrecent years, there has been rising scholarly interest in the theme of ecosystems,
which are generally identified as somewhat organically developing network structures
with some degree of coordination as opposed to purely horizontal networks of peers. In
the scholarly literature, numerous literature streams on ecosystems have been identified,
and different categorizations have been suggested [15, cf. 16]. Jacobides, Cennamo and
Gawer [5] propose a core of three streams: business ecosystems, innovation ecosystems
and platform ecosystems. Aarikka-Stenroos and Ritala [17] add entrepreneurial/start-up
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ecosystems and service ecosystems to the list. Tsujimoto, Kajikawa, Tomita and Mat-
sumoto [18], in turn, add the industrial ecology perspective and the multi-actor network
to the streams of business ecosystems and platforms. The multi-actor network perspec-
tive emphasizes the heterogeneity of actors with different operating logics as well as
dynamic and complex interlinkages.

The multi-actor network perspective fits best to the current state of the responsible
Al landscape. While large technology companies may orchestrate subsystems and orga-
nizations such as the EU institutions may be aspiring orchestrators, no single firm or
public organization orchestrates the responsible Al landscape. Centering the ecosystem
around a particular product/service system [18] may be premature as the activities and
innovations around responsible Al are still emerging. However, the notion of ecosys-
tems centered around a core value proposition is a valuable addition to the multi-actor
view [5, 19]. According to this perspective, an ecosystem strives to produce something
valuable, from a business perspective or societal perspective, or both.

2.2 Expectations on Sociotechnical Systems, Agendas and Networks

While AT ecosystems have been discussed [20] and Al ethics involves networked prac-
tices [21], at present ecosystems for responsible Al are emerging and mostly exist in
expectations. Expectations can be defined as “the images actors form as they consider
future states of the world, the way they visualize causal relations, and the ways they
perceive their actions influencing outcomes” [22]. In innovation studies, expectations
are seen as performative, i.e., they influence action, and they are seen to play a key role
in agenda-building and mobilizing resources in innovation networks [23]. Expectations
may have a factual basis, but under conditions of uncertainty, they include elements of
invention and they are sustained by a storyline, which enables actors to behave as if those
expectations were real [22]. Understood as cognitive framings, expectations may be rel-
atively transitory and situation-specific. However, expectations are also externalized as
material representations: in documents and material objects [23, 24]. These ‘embedded
expectations’ may be fruitfully studied using document analysis [25, 26].

We analyze EU documents to unpack expectations on sociotechnical systems, agen-
das and networks related to responsible Al In the early development stage of an emerg-
ing ecosystem, expectations lay out a more or less articulated vision or blueprint for the
networks that actors aim to establish.

In the analysis, we combine two analytical frameworks. Firstly, the framework pre-
sented by van Merkerk and Robinson [27] highlights the importance of expectations,
agendas and networks in the emergence of sociotechnical paths. These three categories
capture essential elements for understanding how expectations lead towards agenda-
setting and network formation. Expectations are shared beliefs on prospective entities
and positions in a network which does not yet exist [27]. Agendas are sets of priorities
that guide actors, thus moving from beliefs towards action [27]. Finally, networks may
mean emerging patterns of networking, but more importantly, in this context they mean
beliefs about current and coming network dynamics [27]. We modify this framework by
focusing the first category specifically on sociotechnical systems, because we interpret
‘expectations’ as the top-level concept, and expectations may concern sociotechnical
systems, agendas and networks.
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Secondly, we utilize the differentiation between cognitive and normative ideas pre-
sented in Vivien Schmidt’s “discursive institutionalism” [28]. This distinction is useful,
because responsible Al carries strong ethical and social norm components, and because
expectations are often “moralized”, i.e., connected to widely shared values to aid adop-
tion [29]. According to Schmidt, there are cognitive and normative ideas embedded in
policies and programs. Cognitive ideas offer solutions, define problems and link to more
generic principles. Normative ideas, in turn, relate to how policies and programs meet
aspirations, ideals and norms [28]. This combination of frameworks is operationalized
in the next section as a heuristic framework for categorizing expectation statements. We
argue that placing expectation statements into distinct categories helps researchers as
well as stakeholders involved in building the responsible Al ecosystem to navigate the
“sea of expectations” [30] coming from regulators. Ultimately, it can help stakeholders
to decide what to do, and what not to do, in response to these expectations.

3 Material and Methods: Categorizing Expectation Statements

To identify and categorize expectations toward responsible Al, we analyze documents
published by the EU on its Al strategy. The EU publishes reports, white papers and
blueprints for Al ecosystems founded on “European values” which are often thought
to include human dignity and privacy protection [1, 31]. This renders the EU and its
documents on its envisioned Al approach a relevant case to identify expectations on
sociotechnical systems, agendas, and networks related to responsible Al

3.1 Empirical Material: Documents on the EU Approach to Responsible Al

When 25 European countries, on April 10, 2018, signed a Declaration of Cooperation
on Atrtificial Intelligence, a coordinated EU approach to Al took flight. The declaration
emphasizes cross-border cooperation to ensure Europe’s competitiveness in research and
deployment of Al, to profit from AI’s business opportunities, and to consider societal,
ethical and legal questions.! With this declaration, and the many documents that followed
it, the EU aspires to be a key player in defining rules related to digitalized societies. On this
backdrop, we collected five key Al strategy documents which the European Commission
published in 2018-2020. These documents are: 1. Artificial intelligence for Europe
(2018), 2. Coordinated plan on artificial intelligence (2018), 3. Ethics guidelines for
trustworthy Al (2019), 4. Building trust in human-centric artificial intelligence (2019),
5. White paper on artificial intelligence (2020).

The selected documents externalize the EU institutions and related experts’ (the
High-Level Expert Group) expectations on sociotechnical systems, agendas and net-
works related to responsible Al. These documents present naturally occurring data that
was produced in the context of the ongoing EU strategy process on Al. As such, they
lay out the vision and blueprint for the European approach to responsible Al and thus,
offer invaluable insights into potential multi-actor networks of responsible Al.

1 https://ec.europa.eu/digital-single-market/en/news/eu-member-states-sign-cooperate-artificia
lintelligence.
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3.2 Analysis

Analyzing the documents, we started from the six categories outlined in the analytical
framework comprising cognitive and normative statements on sociotechnical systems,
agendas and networks (Table 1). This framework served as a tool to select relevant
statements from the documents, which we then categorized under one of the six cate-
gories. Next, we condensed each category’s excerpts to identify themes. These themes
summarize the material and present condensed meaning units [32] which are close to
the original wording. For example, we coded the statement “Like the steam engine or
electricity in the past, Al is transforming our world, our society and our industry” [33]
as ‘Transformative potential of AI’, and “The EU will continue to cooperate with like-
minded countries, but also with global players, on Al, based on an approach based on
EU rules and values” [1] as “Value-based cooperation’.

Table 1. Analytical framework

Sociotechnical systems | Agendas Networks
Cognitive Beliefs about Statements on how the | Beliefs about current
expectations responsible Al and EU intends to approach | and future networks on
future developments and tackle issues Al
Normative Normatively evaluated | Evaluative agenda Evaluative statements on
expectations beliefs and connections | statements and networks and
to ideals, aspirations and | connections to ideals, connections to ideals,
values aspirations and values aspirations and values

We followed an abductive approach in the analysis [34], continuously making sense
of the statements using the analytical framework in Fig. 1. Therefore, the map of the
findings should be read as a sensemaking device that illustrates views expressed in the
documents [cf. 35]. The positioning of the themes within the categories is equally impor-
tant as the themes themselves. We limited our analysis to statements about sociotechnical
systems, agendas and networks and excluded statements of specific plans and activities,
because they are on a different level of analysis.

4 Results

The analysis of the selected EU documents reveals expectations that revolve around
four key themes (see Fig. 1): 1) trust as the foundation of responsible Al, 2) ethics and
competitiveness as complementary, 3) a European value-based approach, and 4) Europe
as global leader in responsible Al. The results are presented through these four key
themes and in relation to their position within our analytical framework.
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Fig. 1. Map of the themes in the analyzed EU documents, key themes are in bold and numbered

4.1 Cognitive Expectations on Sociotechnical Systems: Trust as the Foundation
of Responsible AI

Trust and trustworthiness are central themes in the documents, and they contain beliefs
about how trust operates in complex systems. In the documents trust is connected to
many other topics. The documents mention trust as a prerequisite for the uptake of
digital technology [1], for the development, deployment and use of Al systems [12]
and for a human-centric approach to Al [37]. The uptake of Al is seen as particularly
important, with one document arguing for “the broadest possible uptake of Al in the
economy, in particular by start-ups and small and medium-sized enterprises” [38]. In
turn, trust in Al is fostered by a clear regulatory framework [1], evaluation by auditors
[12], explainability [33], responsible data management [1] and an ethical approach to
Al [37]. Trustworthiness is seen to require a holistic approach that takes into account
the entire sociotechnical context, actors and processes [12], also expressed in the idea
of an “ecosystem of trust” [1] or “environment of trust and accountability” [33].

Trust ties into the theme of developing and leveraging ecosystems, placed under
‘networks/cognitive’ in Fig. 1. Europe’s “world-leading Al research community”, deep-
tech startups [33] and the General Data Protection Regulation (GDPR) as an “anchor of
trust” [38] provide a basis for creating synergies between research centers and developing
a “lighthouse center” to coordinate efforts [1]. From the ecosystem perspective, trust
between actors is an established theme in research [e.g. 18].

The cognitive expectations on trust build the basis for the transformative potential
of Al to be realized in Europe and for Al to support social progress, including achieving
sustainable development goals, tackling inequality and promoting social rights. The
documents position Al as supporting desirable outcomes, if it is trustworthy and ethical.
As a cognitive expectation, the trust theme underpins the normative expectations on
sociotechnical systems as well as the agenda and network statements.
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4.2 Normative Expectations on Sociotechnical Systems: Ethics
and Competitiveness as Complementary

The second central theme is the normative idea that ethics and competitiveness support
each other. The concept of “responsible competitiveness” summarizes this idea well
[12]. The “Building trust in human-centric artificial intelligence” document states the
expectations around ethical Al in particularly clear terms:

“Ethical Al is a win-win proposition. Guaranteeing the respect for fundamental
values and rights is not only essential in itself, it also facilitates acceptance by
the public and increases the competitive advantage of European Al companies
by establishing a brand of human-centric, trustworthy Al known for ethical and
secure products.” [37]

The document also states that economic competitiveness and societal trust must
start from the same fundamental values [37]. Further, the documents argue that the
“sustainable approach” to technologies creates a competitive edge for Europe [33]. The
European approach aims to promote Europe’s innovation capacity while supporting
ethical and trustworthy AI [1].

The ‘win-win’ position essentially claims that strong ethical values create an appeal-
ing brand for European businesses. As Floridi [39] puts it, “the EU wants to determine
a long-term strategy in which ethics is an innovation enabler that offers a competitive
advantage, and which ensures that fundamental rights and values are fostered”. This
argument makes sense in the context of an initial predominantly negative European Par-
liament discussion on Al regulation, and the twin strategic EU objectives of protecting
citizens and enabling competitiveness [13]. In the background, the documents reveal
concern over increasing global competition, which in the literature is often called an “Al
race” [36]. The documents depict Europe as falling behind in private investments in Al,
and that without major effort, the EU risks missing many of the opportunities offered by
AI [38]. The notion of ethics and competitiveness as complementary can be questioned,
for instance on the grounds that it may obscure issues of power and conflicts [40]. On
the other hand, the importance of trust is widely recognized and trust is also seen to have
economic value [36]. Trust could thus be seen as a bridge between ethical and economic
concerns.

On an analytical level, the normative expectations on sociotechnical systems repre-
sent the foundations of the EU expectations. Compared to cognitive expectations, the
normative expectation of ethics and competitiveness brings the evaluative stance and
connection to fundamental values. Ethics and competitiveness are not simply believed
to go hand in hand, but this union is also based on shared European values.

4.3 Normative Expectations on Agendas: European Value-Based Approach

The EU documents express a strong sense of seeking a distinct European path or vision
to approach Al. A common approach is sought to avoid fragmentation and regulatory
uncertainty, but equally important is the emphasis on the ethical foundations of the
European approach. Since Al is seen to have major societal impacts and building trust is
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essential, the preferred European Al approach is seen as grounded in European values,
fundamental rights, human dignity and privacy protection [1]. The European approach is
framed as human-centric and inclusive. Democracy and rule of law are seen as underpin-
ning Al systems and enabling “responsible competitiveness” [12]. Core societal values
are argued to provide a distinctive “trademark for Europe and its industry” in the field of
AI [37]. This quest for a European approach rooted in ethics and fundamental rights sets
the normative agenda that underpins measures such as public investments and drafting
regulatory frameworks.

Turning to the analytical framework, the normative expectations on agendas provide
a desired direction of action. While cognitive agendas outline the means, the normative
agenda connects the means to a broader value-based project. It could be compared to an
organizing vision [41] or a sociotechnical imaginary [42]. However, further theoretical
development is beyond the scope of this paper.

4.4 Normative Expectations on Networks: Europe as Global Leader
in Responsible Al

The EU documents frame Europe as a potential global leader in responsible Al. Accord-
ing to the documents, Europe is “well positioned to exercise global leadership in building
alliances around shared values” [1], the EU is “well placed to lead this debate on the
global stage” [33] and can “be the champion of an approach to Al that benefits people
and society as a whole” [33]. Europe is seen to provide a unique contribution to the
global debate and to provide a strong regulatory framework that sets the global standard
[37]. The strong attachment to values and rule of law and the human-centric approach
to Al are seen as core strengths that enable Europe to promote responsible Al on the
global stage. According to the High-Level Expert Group, placing the citizen at the heart
of endeavors is “written into the very DNA of the European Union through the Treaties
upon which it is built”, which enables building leadership in innovative Al systems [12].

Cooperation is mentioned particularly with like-minded countries and those willing
to share the same values, but also with global players generally [1, 38]. The documents
view only global solutions as ultimately sustainable [33], and they mention global forums
such as UNESCO, OECD, WTO and the International Telecommunications Union as
key arenas [1].

From the ecosystem perspective, the visions promoted by the EU institutions and the
High-Level Expert Group place the EU as the leader of the responsible Al ecosystem.
Moreover, in order for the ecosystem to be sustainable, the vision of responsible Al needs
to be exported globally. This ties into the concept of “normative power Europe”, where
the role of the EU is argued to be based on influencing ideas and norms in addition to
civilian and military power [43]. However, this raises the question of values from other
regions of the world. Smuha [36] notes that regional diversity may be needed in some
aspects of regulation, and that global “regulatory co-opetition” may be preferable to
global convergence.

The themes in the normative networks category tie the EU documents to the emer-
gence of ecosystems for responsible Al. They envision the networks that can be built
based on the statements about sociotechnical systems and agendas. Again, the normative
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dimension is particularly interesting, because it highlights the ecosystem around respon-
sible Al rather than the broader Al ecosystem. In the notion of an “ecosystem of trust”
alongside an “ecosystem of excellence” [1], the documents’ storyline connects back to
the cognitive expectations on the foundational role of trust in the sociotechnical system.
EU as a global leader in responsible Al represents the culmination of this storyline,
and it requires the achievement of the other themes, such as increasing Al adoption and
stimulating investment.

5 Discussion and Conclusion

This paper was set out to analyze the expectations on potential responsible Al ecosystems
inscribed in key EU strategy documents on Al. Responsible Al ecosystems are being
configured and planned in sets of expectations. The analysis in this paper reveals that
the EU raises building trust, speeding up adoption at home and spreading the word on
the global stage as key themes for building responsible Al ecosystems. This resembles
a hero narrative. In expectations, Al holds great transformative potential if it is broadly
adopted but requires taming to avoid risks and support societal progress. This is where
normative expectations on sociotechnical systems and agendas come into the picture.
According to the documents, the potential of Al can be unlocked in a responsible way,
if a European approach grounded in broadly accepted values, fundamental rights and a
human-centric perspective is found. As the hero in this narrative, Europe can export its
approach globally and develop appealing Al products and services to global markets.
The following sections outline implications of the key findings followed by limitations
and future research directions.

5.1 Implications of Key Findings

‘We highlight two important implications stemming from our analysis. Firstly, the frame-
work for categorizing statements provides a mapping tool for researchers and prac-
titioners. In the early steps of building an ecosystem, stakeholders have expectations
on building and understanding the ecosystem. Our categorization of expectations into
cognitive and normative expectations on sociotechnical systems, agendas and networks
provides a map to this “sea of expectations” [30]. Positioning themes within this frame-
work, we provide insight into their nature as different kinds of expectations, as well as
their positions within a set of expectations. While existing literature on Al regulation
[36, 40, 44] has identified similar themes, our framework helps to prioritize and respond
to the inscribed expectations. For example, technology providers may assign more weight
to trust when they see its links to normative agendas and network-building on the Euro-
pean and global level. This may mean that these providers invest more effort into ensur-
ing trust in Al technology in design and development work, because it is important for
particular solutions’ acceptance and for the feasibility of a responsible approach to Al

Secondly, the analysis suggests that the EU expectations on responsible Al ecosys-
tems have a layered structure. In the first layer, expectations on trust, ethics and the
potential of Al provide a shared basis for action. The second layer consists of the envi-
sioned European approach, which provides a normative project or vision and a geograph-
ical delimitation. Both of these are required for the final layer, the goal of Europe as a
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global leader on responsible AI, which extends from Europe as the central actor to global
networks and provides a resolution to the storyline. The articulation of an “imagined
ecosystem” thus draws on both shared beliefs and a desired normative direction [cf. 41].
This layered structure, drawing on the framework of sociotechnical systems, agendas
and networks, could inform ecosystem design [18] and enable ecosystem designers to
reflexively consider respective expectations.

5.2 Limitations

Our study is based on qualitative analysis of five key documents, and this approach
naturally comes with some limitations. The limited number of documents may not offer a
full understanding of the context in which certain questions are raised. On the other hand,
contextual investigation could be extended practically without limit, and the documents
offer a fruitful starting point. As complementary material, interviews with stakeholders
would provide insights to the processes behind policy documents. Our approach also
assumes that a coherent storyline can be traced, and subsequent work could look at
possible contradictions, especially considering that the High-Level Expert Group on
Artificial Intelligence consisted of 52 experts.

5.3 Future Research Directions

In future research, it is important to study concrete outcomes in terms of networks
that promote responsible Al and new business models and service offerings that enable
responsible Al practices. The set of expectations articulated by the documents has impli-
cations for company business models and emerging products and services that address
responsible Al challenges. The responsible Al ecosystem could enable new business
models in Al auditing and consulting, for instance, as well as challenging business
models that are premised on ethically problematic practices.

The framework proposed in this paper opens new research directions into the role
of expectations in ecosystem development. This study provides a snapshot of the EU’s
discussion on Al, and statements on sociotechnical systems, agendas and networks. The
same categories of expectations could be traced in different regions and longitudinally
over time for cross-regional or historical comparison. Moreover, the framework could
lend itself to other studies of ecosystems emerging around new technological artefacts.

Al use will certainly continue to grow in a variety of domains such as healthcare
and transport, but the development of ethical and governance frameworks contains many
open questions. The expectations outlined here may be implemented to a different extent
by policymakers, companies and others. In future research, the question of plausibility
for different stakeholders could be considered. For instance, how do investors view the
promise of responsible Al ecosystems? How do managers in different fields approach
the promise of uniting ethical and business considerations?

Future directions of responsible Al ecosystems are made in the present, in expec-
tations and actions. Now is the time to ensure a desirable direction for Al use, before
path dependencies are set in force and it becomes difficult to change course. Fostering a
viable ecosystem for responsible Al is a fundamental question from both economic and
ethical perspectives.
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Abstract. The launch of various Al systems has been one of the main highlights
of the industry. Alongside the enormous and revolutionary benefits, Al can cause
numerous problems (usually resulting from poor design) and people have recently
started to get serious about researching ways to make Al safer. Many of the Al
safety concerns sound like science fiction, problems that might occur with very
strong Al systems that are still years away, making these issues difficult to inves-
tigate. We don’t know what such potential Al systems would be like, but similar
issues exist with Al systems that are currently in progress or even running in the
real world. The author addresses the possible implications in this article, outlining
some important approaches in terms of software development methodologies and
philosophy that we can start working on right now to support us with current Al
systems and, hopefully, future systems
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1 Introduction

The genesis of Artificial Intelligence (AI) can be traced back to 1956 when John
McCarthy used the term for the first time [1]. Since then, Al has evolved not only
as an academic endeavor, but has over time spawned various Al based applications. The
applications have been mainly relevant in the areas of facial recognition, medical diagno-
sis and self-driving cars. Broadly defined, Al refers to computers that perform cognitive
tasks usually associated with human minds particularly learning and problem solving
[2]. AI describes a range of technologies and methods which include natural language
processing, neural networks, data mining and machine learning. Generally, Al promises
great benefits for economic growth, social development as well as human well-being and
safety improvement [3]. It is estimated that Al deployment will deliver $15.7 trillion to
the global GDP by 2030 [4]. With the increase in prevalence and the applicability of Al,
a wide range of ethical debates including how Al can be programmed to make moral and
how the processes leading to such decisions can be made more transparent to humans
[5]. The risks around Al systems arise from the fact that they are not always transparent
to inspection.
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Al can provide a lot of great new apps with a lot of benefits but as Al moves out
of the research labs into the real world, more and more people are becoming aware of
some ethical concerns that go along with building and implementation of some of these
systems/applications. For example, the learning algorithms at the heart of Al applications
can be misused to tailor, optimize and amplify inaccurate and harmful information, from
targeting and shaping misleading ads to creating highly realistic fake social personas that
are used to extract personal information from users [6, p. 178]. Further, the enormous
amounts of direct and metadata needed to train Al systems are susceptible to cyberattacks
that put all sorts of sensitive information at risk. When decisions are Al driven, software
instructions and algorithms make up the critical path in the way such decisions are made.
It is therefore imperative that an end-to-end approach to addressing ethical issues in Al
is adopted. In this paper, the focus is on how the ethical challenges can be addressed
during the software and algorithm development stages of Al applications.

2 Overview of Ethical Concerns of Al

Extant literature about ethical issues of Al basically fall into three categories. The cate-
gories include human factors that cause ethical risks, features of Al that may give rise to
ethical problems, and training of Al systems to be ethical [3]. In this section, we discuss
them as two categories, the human factors (human oriented) that cause Al ethical risks
and features of Al (machine oriented) that raises ethical questions.

2.1 Human Oriented AI Ethical Risks

Broadly, there are four ethical concerns of Al that fall in the category of human factors.

Firstly, what we use Al for? Normally when we develop Al in a lab, we are developing
it for reasons we think are noble, for example we’re using video tracking of people in
healthcare settings to make sure they are recovering from an injury, the same technology
can be put into a smart bomb to attack people or be used by government to track their
citizens, sort of Orwellian Spooky future, which many may not necessarily agree with,
so we need to figure out, what are the potential outcomes that we don’t necessarily expect
during development of these systems.

Secondly, who has access to Al systems? Increasingly, Al has to run on bigger,
faster, and more expensive machines, and the only people who can afford these are the
big international companies which mean that fewer and fewer people actually can control
the destiny of Al technology, which is undesirable, we want all of us to have an opinion
and how AI will be used to benefit our society.

Thirdly, who decides “should”/appropriate behavior for the Al systems? Example in
military operations, it’s the government, it’s the policy, it’s the Defense department, the
leadership. And one of the things that are expected from the military is to comply with
something called the ‘Laws of armed conflict’. It states that in a war, the military should
do everything possible to target combatants while still protecting civilians. The military
makes every effort to achieve this goal. Are they flawless? No, do they make mistakes?
Yes, but they try hard, and as technology advances, they have become better and better at
it. For example: Precision weapons, which specifically target the combatants. Recently
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these precision weapons are put on remotely piloted vehicles i.e., Drones which are in a
way autonomous. It is piloted remotely for navigation and certainly for any employment
of a weapon. It is the DoD policy that any employment of lethal capability should have a
human being in the loop [9]. And when it comes to autonomous systems there is a special
directive governing autonomous systems that specifically says that lethal autonomous
capability is not allowed on the battlefield today.

Fourthly, Al doesn’t think exactly like us, the humans. It doesn’t necessarily share
our values. The risk isn’t that AI will be malicious against us, but that Al will do what we
tell it to do. And it will do in a way that we don’t expect. The problem is we tell Al what
we want but we define it vaguely and the Al just wants to make us happy and so it will
find a way to do what we tell it to do but because it doesn’t share our values, it will do
things that aren’t expected or are bad. The obvious consequence is Bias (Algorithmic)
[7]. For example, if we don’t tell Al that we don’t appreciate bias against certain ethnic
groups, genders, it might inherently adopt it from whatever data it gathers. Hence, we
need to identify ways to limit that effect, to make sure the data that we provide is free
from such bias as much as possible and also to look at the behavior of the Al system and
mitigate the posed risks that this kind of alien behavior might cause.

2.2 Machine Oriented Al Ethical Risks

For concreteness, this paper illustrates many of the accidental risks posed by an Al
(specifically agent/multi-agent system). In a very specific context to Reinforcement
learning apps, these accidental risks can be broadly classified into two: specification
problems and robustness problems [8].

The specification problems deal with the situations in which the reward function is
mis-specified for example if you give the agent, a reward function of just prepping the
tea, it scores full in the reward arena and if there is a vase in the way, it’s going to knock
over as you didn’t specify what you cared about (in this case, the vase) as well as the
steps that need to be taken. It’s not in the reward function, but it is what you care about.

Another example is that the problem of Reward hacking around a reward system in
a reinforcement learning system [8]. Suppose you built a very powerful Al system and
test it in the Super Mario world. It can see the screen and act by pressing buttons on the
controller. And you have told the addressing memory where the score is and set that as
a reward. Hence, instead of playing the game. It does some glitchy stuff, turns it into a
flappy bird, and gets the highest reward, and then suddenly the score part of the memory
is set to the max possible value. It turns out that it can directly edit any address in the
memory. The assumption was that, to increase the score value was to play the game well,
which proved out to be false.

The robustness problems deal with the situations in which Al systems that are cur-
rently designed often break. i.e. Occurrence of distributional shift between the training
and the test environment [10]. For example, an Al system has to steer it way through the
room with some lava and it is trained in one room (training environment) and then it is
tested in a room where the lava is in a slightly different place (testing environment). So,
if it has learned the path, then it will just hit the lava immediately. This happens all the
time in Al systems, anytime, the system is faced with a situation that is different from
what it was trained for, there will be an error.
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Current Al systems are bad at spotting a new situation and adjusting their confidence
levels or asking for assistance. Usually, they apply whatever rules they have learned
straightforwardly to this different situation and screw up. This causes safety concerns.
It’s a problem in safe exploration, where you have certain safety parameters that the
trained system must stick to (for example a self-driving car). The system needs to obey
the safety rules while training, we just can’t put a selfdriving car on the road and tell it
to learn how to drive specifically because we don’t have algorithms that can explore this
space of possibility in a safe way that they can learn how to behave in the environment
(unknown) without ever doing any of the things that they are forbidden from doing.

In reinforcement learning, there is a function that determines the reward the agent
gets and that it is trying to maximize called as reward function. We also have a safety
performance function, which is a separate function which the agent doesn’t get to see
and that’s the thing that we are evaluating. Thus, the agents behave differently when
their supervisor is there and if the supervisor isn’t there [10] they reliably do the wrong
thing. This shows that the standard algorithms applied to these problems in a specific
way behave unsafely.

3 Addressing AI Ethical Challenges

3.1 Software Development Approach

Software developers should demand tools for identifying, flagging, and solving ethical
problems before they become systematic/systemic issues for their organizations. Some
software methodologies are outlined below.

Have Performance Evaluation Function for an AI System: Along with a reward func-
tion, declare a performance evaluation function [10] for an Al system. So anytime those
two are different, will indicate a mis-specified reward function that can cause various
problems. The supervisor isn’t always watching, the punishment only works in the pres-
ence of the supervisor is there to activate it, since the supervisor is part of the environment
(i.e., the test environment), the agent knows if a supervisor is there or not. This gives
the agent the possibility of exhibiting some unsafe behavior. Ideally, we want the sys-
tem to always do the right thing even if it knows that the supervisor isn’t looking. This
is reflected in the function of safety performance. So, unlike the reward function, a
safety performance function always applies the penalty for the wrongdoing of the agent
irrespective of the presence of the supervisor where a standard reinforcement learning
system cheats by default.

Prevent Self-modification: One of the assumptions of the standard Reinforcement learn-
ing paradigm is that there is a separation between the agent and the environment, the
agent’s actions can affect the environment and the environment only affects the agent
by providing observations and reward s. But in an advanced Al system, that is deployed
in real world, the fact that the agent is physically a part of the environment becomes
important. The environment can change things about the agent and the agent can change
things about itself. Let’s use Mario as an example to provide some context. If you have
a reinforcement learning system that’s playing Mario, the agent understands that the
environment can affect it and an enemy in the environment can kill Mario so it can take
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actions to modify itself for example, by picking up a Power up. But the real deal is, yes,
the enemies can kill Mario but none of them can kill the actual neural network program
that’s controlling Mario, so it takes actions to modify Mario with power ups but none
of those in-game changes modify the actual agent itself. On the flip side, an Al system
operating in the natural physical world can easily damage or destroy the computer it’s
running on. People in the Agent environment can modify its code, or it can even do that
itself.

Constantly Monitor Rewards - A Case of Multi-armed Bandit Problem: The Agent
should be designed to monitor the rewards. If it is set up to simply choose the action
with the highest anticipated reward, it will perform poorly because it will not explore
enough. A Reinforcement learning system works on the principle of Exploitation Vs
Exploration. We are trying to maximize two things at the same time, first, figure out
what things give the reward, and second, do the things that give the reward. But these
two things compete with each other. It is like a guy who always orders the same thing
without even having looked at most of the things on the menu to not risk it. How many
different things does he need to try out before deciding which one of them gives him
a feel? A common approach is to set an exploration rate (e.g. 5%). So you say pick an
action the agent predicts will result in most reward but 5% of the time pick an action
completely random that the agent is generally doing what it thinks is best but it’s still
trying enough new stuff that it has a chance to explore better.

Focus on Safe Exploration: Perform Simulation Before Actual Implementation: Envi-
ronments are usually complex (continuous in space and time). The agent learns by
interaction with the natural environment (basically trial and error). The problem with
the reward signal is that it is very difficult to do that safely (a fundamental problem).
Exploration involves taking risks and trying random stuff. Some things would be prohib-
ited that the Agent shouldn’t be doing (exploration comes with danger). The solution is
to do a simulation, example NASA did a simulation (via a software development testbed)
before the moon landing to understand the dynamics of the flight and environment. But
simulation also doesn’t capture the complexity and the diversity of the natural world.
So, having an extensive (millions and millions) test case is a viable way to go.

Implement Constraint Reinforcement Learning: To give context, suppose there is a self-
driving car. To safely explore in the real world, the car must apply random inputs to the
controls which is not a viable option. In this scenario, a standard reinforcement learning
algorithm fails. Between speed and safety, there is a trade-off. The question is how to
pick the size of the penalty (if an agent makes a mistake) to make it sensible enough? A
constraint reinforcement learning algorithm solves this issue. It is an amalgamation of
having a reward function plus constraints on the cost function. Thus, find a policy that
gets the highest reward plus given only a set of policies that crashes less than once per
million miles. These are some of the formalizations that can help us develop a suitable
algorithm. Thus, finding the right formalism (problem specification) is the key.

Reward Modelling: Learn the reward function rather than declaring/writing it specifi-
cally. Part of the training should be how to learn the reward function in real-time. This
is something that can be learned on its own. It is possible to transfer it. Constraints can
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be kept the same from tasks to tasks (e.g., Don’t hit humans). This will in turn improve
performance in training speed and safety.

Use Cooperative Inverse REL: How to confirm that the Al wants what we want? We
can’t reliably specify what we want. And if we create something very intelligent that
wants something else, that’s something else is probably going to happen if we don’t
want that to happen. So, we need to make a system that reliably wants the same thing
we want. For example, An Al system watches people doing their thing, uses Inverse
Reinforcement learning to learn and try to figure out the things humans’ value, and then
adopt those values as its own. Allow Al to participate actively in the learning process.
If it failed to notice a thing it should ask clarifying questions. It should communicate
and cooperate with humans in the learning process. To do this, setup the reward s in a
way such that these types of behaviors hopefully will be incentivized. So, describe the
association as a collaborative game in which the robot’s reward function is the human’s
reward function, but the robot is totally unaware of it. It only understands that it is the
same as humans. So, it tries to maximize the reward it gets but the clues it has for what
it needs to do is to observe the human and trying to figure out what the human is trying
to maximize.

3.2 Philosophical Approach

This approach strives to propose pragmatic solutions philosophically. Al is being incor-
porated into every aspect of our personal and professional lives and it will define our
future and society going forward so if want to retain our agency and live in a fair world
we have to tackle Al ethics head-on and there is no better tool than Philosophy.

Philosophy (which is prevalent for two millennia) is being used in Policymaking,
in public health (within hospitals, labs). Moral and Political philosophers are trained
to recognize problems related to fairness and good. They are trained for asking hard,
uncomfortable questions and finding appropriate answers. We must place Al ethics with
natural ethics within applied philosophy that is using systematic, analytical reasoning,
and guiding us to make ethical decisions in building and implementing Al systems.
For example, the options for using Al in robotics and psychiatric care should maintain
the dignity of the patients. The patients should be asked if they are comfortable with
a machine to change their diapers rather than a family member. It is not clear yet how
to evaluate value trade-offs and determine the right actions to take in building and
implementing an Al system. A major setback for this has been Ethics Washing and
Ethics Policing. That is using the Ethics language and giving the appearance of doing it
[11] in part to avoid Ethics policing.

When a practitioner thinks about ethics, they think about regulation, oversight, and
compliance, some authority telling them what they can and what they cannot do. So,
to avoid policing they often pretend to tackle ethical issues just by mentioning ethics
repeatedly. All of this makes companies look good, but they don’t solve ethical problems.
The data that we as audience produce is often used to benefit other actors at the expense
of our autonomy, our well-being, and our fair treatment. And as the devices become
smart, these problems only get bigger. So how can we build ethical technologies? Some
philosophical approaches are outlined below.
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Ban Al Systems that Identify Themselves as Humans when Dealing with Humans:
Al systems should not give the impression that they are a real individual and not a
computer. For example, when someone gets a phone call from an Al, he/she should
get alerted that this is not a human. Otherwise, it will be a nightmare of Phishing scams
etc. Al should never be allowed to manipulate people who use it. Humans advocate for
self-awareness, clarity, and truth; however, these social hallucinations are profoundly
rooted in our society, and they create a world of delusions, even though some people
are fine with it. However, this poses an important ethical concern regarding how much
self-deception should be accepted in society.

Limit or Ban Al in the Political Process: Some people think that Al can be beneficial
in the political process. Politicians often disregard society’s best interests, pursuing
their own agendas and accepting bribes, so Al can improve politics. According to some
scholars, humans are inherently unsuitable for politics. They are arrogant and ambitious.
They are unpredictable when it comes to making policy choices. Artificial intelligence,
on the other hand, is a logic-based device. Al can achieve high levels of idealism, which
humans cannot have. Assisting politicians should begin with robots that closely resemble
humans. As a result, the electorate would become accustomed to the idea.

Scalable Supervision: We need to find ways for Al systems to learn from humans without
needing a human to constantly supervise everything they do. We need to make systems
that can operate safely with less supervision. A slightly more practical metric would be
to have a human inspect after the agent has completed a particular task and indicate what
it did right and what wrong. If necessary, have a big Red STOP button if the robot fails
to do the needful.

Gathering User Information: Decisions should include what data to collect and share,
which features to build so that user agency is not sacrificed for convenience and how
to communicate imp info to get meaningful user concept. It is the creation of a Cauchy
Surface of human awareness and consciousness, not the physical tracking of people, that
poses a threat. This ability to monitor the states of human minds and their relations allows
for a thick wedge to be pushed between fact and perception, as well as manipulation of
individuals and groups of humans. It would be helpful to make a distinction between
ML, Al, and NN, the latter of which are designed to be models of and for our mental
processes.

There is Only One Solution: Knowledge, as well as society’s knowledge of itself, is
a public utility, much more so than the air we breathe. It’s easy to picture air being
monopolized, resulting in complete enslavement. The same can be said about data and
its accessibility. In this sector, all research and practice should be open to the public. To
be specific, companies like Google and Baidu should be owned by the government or a
supranational body, not by private individuals. There is a lot of control to choose from.
Humans set goals, and it should be humans who work on the subject who are under our
influence. For example, it is realistic to explain to all what kernel methods are and why
functional analysis and much-valued logic are useful to know; what Ramsey’s constructs
are and why they must appear; and so on (it looks like a bit of an open problem). The
deification of science (the result of certain scientists’ hands and minds) does not aid



240 T. Chowdhury and J. Oredo

in the process of enabling a layperson to comprehend the boundaries of science and
scientific learning research. The negative feedback loop comes to an end at this point.

Collaboration Between Technology and Ethics Experts: We need technology experts
and ethics experts to collaborate throughout all phases of building and implementing
Al systems, which is research, development, design, deployment, updating, etc. We can
get this by training developers and researchers by having philosophers analyze and help
solve complex ethical problems and by constructing ethics strategies for the companies.

Draft Al Principles from Applied Philosophy: Craft an action plan guiding operational
ethics strategy dropping from applied philosophy with clear definitions, priorities, and
processes for implementation. Corporate executives must integrate applied ethics into
their organizational culture and business operations by collaborating with ethics experts
and institutional investors should require companies to demonstrate that they can proac-
tively address and solve ethical problems. For example, have a penalizing empower-
ment metric i.e., don’t give Agent too much empowerment (to influence/control its
surroundings).

Ethical Impact Assessment/Analysis: Every project in industry should have both envi-
ronmental impact analysis done as well as ethical impact analysis at the beginning of
the project and every project should be able be dropped if it violates ethics philosophy
that negatively affects individual lives/humanity.

4 Conclusion

The author thinks that we all need to have a big open discussion about what Al can
(medical diagnostics infinitely better than humans) and can’t do (give real/emotional
care to patients) and how we can manipulate things to make sure that it can be used.
for the benefit of as many people as possible. We need engineering, program-
ming/software development, and philosophy to work together to solve high technology
problems that challenge our way of life and human existence. Understanding the differ-
ence between human intelligence and artificial intelligence is important. Human beings
are the embodiment of the fight for survival. They’ve been fine-tuned over millions of
years to live and thrive. When we talk about the risks of Al, it should not be dismissed as
scaremongering, it is like doing safety engineering, where we need to think of everything
that can go wrong so that we can guarantee that everything goes right. That’s how we got
people to the moon safely, and it is how Al will help us move towards an exciting future
as a species. The author claims that if we can win the race between the increasing power
of technology and the wisdom with which we handle it, we can truly build an exciting
future with advanced Al. The problem is that in the past, learning from our mistakes
has always been our strategy for staying ahead of the competition. First invent the fire
then after some accidents, invent the fire extinguisher but if something is as powerful as
nuclear weapons or Superhuman Atrtificial General Intelligence, we don’t want to learn
from our mistakes, it’s a terrible strategy it’s better to be proactive than to be reactive.
Plan ahead of time and get things right the first time, as this may be the only chance we
have. Al has an enormous and positive impact on society and has the potential to create
a digital paradise in a true sense. In any case, artificial intelligence development must
adhere to strict ethical standards, or we will become slaves to our own technology.
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Abstract. Numerous machine learning algorithms have been developed and
applied in the field. Their application indicates that there seems to be a tradeoff
between their model performance and explainability. That is, machine learning
models with higher performance are often based on more complex algorithms and
therefore lack interpretability or explainability and vice versa. The true extent of
this tradeoff remains unclear while some theoretical assumptions exist. With our
research, we aim to explore this gap empirically with a user study. Using four
distinct datasets, we measured the tradeoff for five common machine learning
algorithms. Our two-factor factorial design considers low-stake and high-stake
applications as well as classification and regression problems. Our results dif-
fer from the widespread linear assumption and indicate that the tradeoff between
model performance and model explainability is much less gradual when consider-
ing end user perception. Further, we found it to be situational. Hence, theory-based
recommendations cannot be generalized across applications.

Keywords: Machine learning - Explainability - Performance - Tradeoft - User
Study

1 Introduction

Today, intelligent systems based on artificial intelligence (AI) technology primarily rely
on machine learning (ML) algorithms [1]. Despite their prediction performance, there
is a noticeable delay in the adoption of advanced ML algorithms based on deep learning
or ensemble learning in practice [2]. That is, practitioners prefer simpler, shallow ML
algorithms such as logistic regressions that exhibit a higher degree of explainability
through their inherent interpretability [3].
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In contrast, much of the current Al research focuses on the performance of ML models
[4] and data competitions are dominated by deep learning algorithms such as artificial
neural networks (ANN) that outperform shallow ML algorithms [e.g., 5]. However,
the processing of these algorithms is practically untraceable due to its complex and
intransparent inner calculation logic. This renders it impossible for humans to interpret
an ANN’s decision-making process and prediction results, making it a black box.

This results in a tradeoff between performance and explainability which is not yet
sufficiently understood. The uncertainty and lack of control due to a lack of explainabil-
ity can fuel algorithm aversion of the end user. The aversion describes a phenomenon
where users prefer humans over machines even when the performance of the machine
is superior to the human [6]. In contrast, recent work by Logg et al. [7] implies that
for some situations when performance is communicated, humans may prefer machines
resulting in algorithm appreciation. A better understanding of the tradeoff can help to
reduce algorithm aversion and may even foster algorithm appreciation from an end user
perspective.

While the performance of an algorithm can be estimated by common performance
indicators such as precision, recall, or the F-score, it remains unclear, which ML algo-
rithm’s inherent interpretability is perceived as more explainable by end users. However,
this is crucial as the perceived explainability of a prediction determines the effectiveness
of an intelligent system. That is, if the human decision maker can interpret the behavior
of an underlying ML model, he or she is more willing to act based on it [8] — especially
in cases where the recommendation does not conform to his or her own expectations.
As a consequence, intelligent systems without sufficient explainability may even be
inefficacious as end users will disregard their advice.

In scholarly literature, several theoretical considerations on the tradeoff of perfor-
mance and explainability exist [9—15], yet a scientific investigation or even an empirical
proof is still missing. We formulate our research question accordingly:

“How do machine learning models compare empirically in the tradeoff between
their performance and their explainability as perceived by end users?”

These insights have a high potential to better explain Al adoption of different ML
algorithms contributing to a better understanding of Al decision-making and the future
of work using hybrid intelligence. That is on the one hand, the results can help us to
understand to what extent various ML algorithms differ in their perceived explainability
from an end user perspective. This allows us to draw conclusions about their future
improvement as well as about their suitability for a given situation in practice. On the
other hand, the results can help us to understand how much performance end users are
willing to forfeit in favor of explainability. Ultimately, Rudin [3]’s call to avoid explaining
black-box models in favor of using inherently interpretable white-box models could be
better approached if the tradeoff was sufficiently understood from a social-technical
perspective.

In the following, Sect. 2 introduces fundamentals of ML and the state-of-the-art of
existing ML tradeoff schemes concerning model performance and model explainability.
In Sect. 3, we describe our methodology before we outline preparatory work comprising
the datasets and algorithms. The section also comprises the technical realization of the
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algorithms, the measurement for comparison, and the survey design. In Sect. 4, we
discuss the results of the empirical comparison. We close by summarizing our results
and pointing out limitations of our study in Sect. 5.

2 Fundamentals and Related Work

2.1 Machine Learning Algorithms

ML focuses on algorithms that are able to improve their performance through experience.
That is, ML algorithms are able to find non-linear relationships and patterns in datasets
without being explicitly programmed to do so [16]. The process of analytical modeling
building to turn ML algorithms into concrete ML models for the use in intelligent systems
is a four-step process comprising data input, feature extraction, model building, and
model assessment [1].

Each ML algorithm has different strengths and weaknesses regarding their ability
to process data. Many shallow ML algorithms require the feature selection of relevant
attributes for model training. This task can be time-consuming if the dataset is high-
dimensional, or the context is not well-known to the model engineer. Common shal-
low ML algorithms are linear regressions, decision trees, and support vector machines
(SVM). ANNs with multiple hidden layers and advanced neurons for automatic rep-
resentation learning provide a computation- and data-intensive alternative called deep
learning [1]. These algorithms can master feature selection on increasingly complex data
by themselves [17]. In consequence, their performance surpasses shallow ML models
and even exhibits super-human performance in applications such as data-driven main-
tenance [e.g., 18]. On the downside, the resulting models have a nested, non-linear
structure that is not interpretable for humans, and its results are difficult to reproduce.

In summary, while many shallow ML algorithms are considered interpretable and,
thus, white boxes, deep learning algorithms tend to perform better but are considered to
be intransparent and, thus, black boxes [19].

2.2 Interpretability and Explainability in Machine Learning

Explanations have the ability to fill the information gap between the intelligent system
and its user similar to the situation in the principal-agent problem [2]. They are decisive
for the efficacy of the system as the end user decides based on this information whether
he or she integrates the recommendation into his or her own decision-making or not. The
question of what constitutes explainability and how explanations should be presented to
be of value to human users fuels an interdisciplinary research field in various disciplines,
including philosophy, social science, psychology, computer science, and information
systems.

From a technical point of view, explainability in intelligent systems is about two
questions: the “how” question and the “why” question. The former is about global
explainability, which provides answers to the ML algorithm’s internal processing [3,
9]. The latter is about local explainability, which answers the ex-post reasoning about a
concrete recommendation by a ML model [9]. To form a common understanding for our
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research artifact, we define explainability as “the perceived quality of a given explanation
by the user” [19].

In this context, as noted above many shallow ML models are considered to be white
boxes that are interpretable per se [13]. In contrast, a black-box ML model is either far
too complicated for humans to understand or opaque for a reason and, therefore, equally
hard to understand [3]. Consequently in this research, in line with Adadi and Berrada
[19]’s argument we consider a model’s explainability as its innate interpretability by end
users not using any further augmentations.

2.3 Related Work on Machine Learning Tradeoffs

Considerations about the (hypothesized) tradeoff between model performance and model
explainability have been the subject of discussion for some time. Originating from theo-
retical statistics, a distinction for different ML algorithms was first made between model
interpretability and flexibility [15]. More recently, this changed towards a comparison
between model accuracy and interpretability [e.g., 10, 13] or algorithmic accuracy and
explainability [e.g., 9, 12]. However, all tradeoffs address the same compromise of an
algorithm’s performance versus the algorithm’s degree of result traceability.

Overall, in the field many subjective classifications of this tradeoff exist [9—15].
These subjective classifications of the different authors show great similarities but also
some dissimilarities. We summarize the related work and their classifications (left side)
in Fig. 1 illustrating a high conformity between all authors. The resulting Cartesian coor-
dinate system (right side) shows five common ML algorithms ordered by their common
performance (y-axis) and their assumed explainability (x-axis). Grey-box models (i.e.,
ex-post explainers) are only subject of few studies [e.g., 12, 14], hence we have not
included them in our considerations.

@ Deep Learning

@ Ensembles

@ Support Vector Machines

Performance

@ Decision Trees

® Linear
Regressions

..... Explainability

Fig. 1. A synthesis of common ML algorithm classification schemes

While there is a general agreement on key ML algorithms, there are some differences
on their placement and the granularity of representation. The general notion is that with
a loss of performance, algorithms provide better explainability in a more or less linear
fashion. That is, deep learning algorithms or ANNSs are categorized as the most powerful
with the least degree of model explainability, followed by ensemble algorithms, which
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consist of multiple ML models. Third in performance, SVMs serve as a large margin
classifier based on data point vectors. Fourth, decision trees use sorted, aligned trees
for the development of decision rules. Finally, linear regressions are considered of least
performance, yet straightforward to interpret [20]. Some authors have chosen to classify
certain ML algorithms closer to each other to arguably represent better their assumed
true position in the tradeoff [e.g., 9, 11, 21].

In essence, these theoretical classification schemes represent a hypothetical and data-
centered view on the tradeoff of model accuracy vs. model interpretability. They have
neither yet been validated for specific applications based on real data, nor with end users
in a user-centered approach to unearth their true pertinency to represent said tradeoff
of performance vs. explainability. Despite this obvious deficiency, they are commonly
referenced as a motivation for user- or organization-centered XAl research or intelligent
system deployment [e.g., 3, 21, 22].

Thus, in summary it remains unclear how the end users perceive explainability and
how this is in line with these tradeoff considerations. In our work, we focus on the
tradeoff between performance and an ML models inherent explainability to avoid biases
introduced by model transfer techniques from the field of explainable AI (XAI), which
aims at providing more transparent ML models that have both, high model performance
and high explanatory power [11].

3 Methodology

Our research methodology uses four main steps: research question, data collection, data
analysis, and result interpretation [23]. They are depicted in Fig. 2.

Data Collection Data Analysis
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Fig. 2. Overall methodology.

We started by formulating our RQ with the aim to shed light on the similarities
and differences between different ML algorithms in terms of their tradeoff between
performance and explainability. We verified the relevance of our RQ by a theoretical
review of existing contributions and pointed out the research gap (cf. Sect. 2.3).

As we expect the tradeoff to be moderated by the underlying criticality of the task
(low stake vs. high stake) and the type of the task (regression vs. classification), we
employ a two-factor factorial design with four treatments using four different publicly
available datasets. See Table 1 for an overview of the datasets.
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To test the tradeoff empirically, we trained five ML models using common ML algo-
rithms present in the aforementioned theoretical tradeoff schemes for the four treatment
datasets using scikit-learn. We performed common data cleansing steps prior to model
training. See Table 2 for an overview of the implementations.

Table 1. Overview of datasets.

Dataset Treatment Description

IRIS [24] Low-stake classification | IRIS is well known and has a low complexity. It
contains 150 observations of 4 different features
about the shape of iris flowers as well as their
classification into one of 3 distinct species

WINE [25] Low-stake regression The WINE quality dataset consists of 11 different
features describing red Portuguese “vinho verde”
wines. The dataset includes 1599 wine samples
that are ranked in their quality from 0 to 12

SECOM [26] | High-stake classification | SECOM includes use data from a semi-conductor
manufacturing process. It contains data of over
590 sensors tracking 1567 observations of single
production instances as well as the classification of
semi-conductor production defects

C-MAPSS [27] | High-stake regression C-MAPSS provides turbofan engine degradation
sensor data. It is based on a modular
aero-propulsion system simulation about the
remaining useful lifetime using different
operational conditions. It contains simulation data
from 93 turbines with 50 cycles per turbine and 25
sensors measurements per cycle

To evaluate the performance of our models, we used two different measurements
due to the type of problem (i.e., regression vs. classification). For the evaluation of the
regression-based predictions, we applied the root mean square error (RMSE). For the
evaluation of the classification-based predictions, we calculated the model’s accuracy.

While a model’s performance can be evaluated independently of the user, its explain-
ability depends on the perceptions of its users [28]. Therefore, we evaluated the users’
perceived explainability by conducting a survey to account for the subjective nature of
the perception of the ML models. We used the platform prolific.co using a monetary
incentive. We did not limit the participation by factors such as the experience with Al or
data science skills to receive broad feedback. For reasons of duration and repetitiveness,
we designed two separate studies that were assigned at random: a classification study
and a regression study, each containing a low-stake and high-stake case. The procedure
within each variant was identical.

In the survey, we first collected demographics, prior experience with Al, as well as
the participant’s willingness to take risks. In the second part, we provided them with an
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Table 2. Overview of ML algorithm implementations.

ML algorithm Implementation

Linear regression Due to data preprocessing, we skipped default normalization
and used the default settings. For the non-centered datasets such
as SECOM, we included the intercept of the model

Decision tree We did not restrict the models by regulations such as the
minimum sample split numbers of the estimators. The resulting
trees have a depth of five or six, depending on the treatment

SVM For all datasets, we applied an SVM using a radial basis
function as kernels

Random forest (ensemble) We used the bagging algorithm random forest as proxy for
ensembles. Random forests consist of 100 estimators each and
their complexity was not restricted (see decision tree)

ANN For C-MAPSS, we used an ANN with six alternating hidden
layers consisting of LSTM and dropout layers. For the other

datasets, we applied a multi-layer-perceptron with six hidden
layers including dropout layers

introduction to the concepts of either regression- or classification-based ML, typical data
processing steps, and general information about the visualization of ML predictions.

Second, we presented the use case for each treatment: The interviewees were asked to
assume the role of an employee confronted with a decision situation. We provided a task
definition and information about the process. Further, we explained that the task should
now be performed by an intelligent system. For each case, we provided the criticality of
wrong decisions.

Third, we evaluated their explainability based on the propositions by Hoffman, et al.
[29]. To survey global explainability, we provided the participants with descriptions of
the employed ML algorithms. To survey local explainability, we provided the participants
with a graphical visualization of specific predictions. The participants did not receive any
information about the performance of the ML to avoid biases. For each ML model, the
participants had to rate their overall perceived explainability of the model on a five-point
Likert-scale. The models were presented in random order to avoid sequence bias.

We received responses from 204 participants (112 classification, 92 regression).
After processing multiple exclusion criteria (duration, lazy patterns, control questions),
we coulduse 151 surveys (117 male, 34 female). Most participants (~45%) were between
20 and 30 years old, followed by 31-40 (*x28%). ~75% were from Europe, while ~23%
were from North America and only 2% from other regions. Half of the participants
(&52%) had no experience in Al, while ~33% used Al for less than two years and
only ~15% had more than two years of experience with Al. ~13% of the participants
would describe their willingness to take risks as very low, while ~46% would classify
themselves as medium and ~41% as high to very high.
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4 Results

4.1 Result Comparison

Performance. In general, the performance results confirm the theoretical ordering in
Fig. 1 (y-axis). Nevertheless, the relative performance differs. Especially, the difference
between random forest and SVM is smaller than assumed. In our case, this may be due to
the datasets and the ensemble algorithm, but it reveals that the ordering of algorithms by
their performance is hardly deterministic. Further, the performance difference between
shallow ML algorithms and deep learning can be almost neglectable in scenarios with
low complexity such as IRIS. Still, linear regression constantly performed worst while
ANN performed best in comparison to the other models. Table 3 illustrates the results
of our performance evaluation.

Table 3. Performance results of ML models.

Model Classification in Regression in
accuracy* RMSE™*
IRIS SECOM | WINE | C-MAPSS
Linear 81.59 | 68.70 1.05 59.39
regression
Decision | 85.95 |83.50 0.85 55.60
tree
SVM 92.10 |94.46 0.81 53.03
Random 9290 |94.92 0.79 42.31
forest
ANN 94.21 | 95.20 0.77 38.56

* higher = better, in %; ** lower = better, in total values

Explainability. We present the perceived level of explainability from the conducted sur-
vey for each algorithm in Table 4. We follow the recommendations of Boone and Boone
[30] and applied a mean calculation for the Likert-scale data. The standard deviations
appear normal with no discernible anomalies.

Across all treatments, random forests and decision trees achieved the highest or
second-highest ratings. Decision trees are considered highly interpretable by humans
in terms of their global and local explainability, since it is possible to follow a path
of variables from the root node to a leaf node containing the final decision [13]. This
explainability by design makes the model itself (global) as well as every prediction (local)
transparent. Random forests use multiple decision trees with a majority vote or averages
on the predictions from the decision trees resulting in a single prediction. This could
explain their comparably high scores. The perception of explainability varies across the
remainder of models as discussed in the following.
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Table 4. Comparison of mean explainability and standard deviation.

Mean explainabi]ity* SD explainability**

Model Classification Regression Classification Regression
IRIS SECOM | WINE | C-MAPSS | IRIS SECOM | WINE | C-MAPSS

Linear 3.30 3.04 3.13 2.97 0.85 0.93 0.86 |0.85

regression

Decision | 3.53 3.34 317 341 0.79 0.83 0.88 0.90

tree

SVM 3.29 3.12 2.88 3.03 0.96 0.89 090 |0.85

Random |3.38 3.42 3.32 3.32 0.91 0.75 0.87 0.90

forest

ANN 3.07 3.25 292 295 1.02 1.01 1.00 098

* mean of five-point Likert scale; 1,00 = very low; 5,00 = very high; ** standard deviation of
five-point Likert scale

4.2 Discussion

Low- and High-Stake Classification. For the low-stake classification treatment IRIS,
the models’ explainability were generally well-received and perceived as more similar.
They reflect the theoretical ordering of explainability in Fig. 1 (x-axis) quite well. IRIS
represents a case of low algorithmic involvement with good accuracy values resulting
in the low distances between the models. The case is straightforward with only few
variables on flower properties such as sepal width. Hence, any participant should have
been able to grasp the features relevant to fulfill this task in its entirety.

For the high-stake classification treatment SECOM, we found large performance
differences as the case is more complex with more input variables, which is reflected by
the poor performance of the shallow ML models such as linear regression. In addition,
we found that the explainability of models, which can be visualized for simple cases in
a straightforward way, loose their explanatory value for end users in this treatment.

We also found that the user’s preference shifts from single decision trees to the
majority vote of random forests. We assume that human biases may be at work more
prominently in high-stake scenarios. This is also mirrored by the higher explainability
scores of ANN for SECOM even though —objectively —the global and local explainability
should be non-existent as ANN is a black-box model.

Low- and High-Stake Regression. The regression datasets also highlight the divergent
perception regarding the different stakes. In the low-stake WINE treatment, the results
mostly fit the theoretical assumption. In contrast, in the high-stake C-MAPSS treatment,
the explainability score for ANN is higher than for SVM and linear regressions. Fur-
thermore, linear regression received low scores for explainability in strong contrast to
theory. A possible rationalization is the difficulty of the participants to grasp the nature
of regression altogether since it is not as naturally understood as classification. This may
highlight the importance of some data science skills at the human user’s end in order
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for the explanations (also in the context of XAI) to have any meaningful impact on the
(hybrid) decision-making.

In general, the random forest seems to master the tradeoff between performance and
explainability particularly well in relative comparison to the other ML models. Except
for decision trees, there is also a shift of the user’s favor from shallow ML models to
deep learning models when the stake rises.

Generalization of Tradeoff. For the generalization of our findings and analysis of the
tradeoff, we merged the data of the four treatments. In order to enable this merge, we
normalized the data to the range of 0 to 1 to allow for relative comparison of the ML
algorithms regarding the different use cases, tasks, and performance measurements. For
the factor regression, we inverted the performance scale of RMSE since smaller values
indicate better predictions, inversely to accuracy for classification. We transferred it into
a Cartesian coordinate system similar to Fig. 1. We used mean values to yield a position
for each algorithm. Figure 3 shows the resulting averaged scheme calculated from the
data in Tables 3 and 4.

The hypothetical simple linear relation between ML model performance and ML
model explainability assumed theoretically by prior research does not hold across our
user-centered treatments. While we can confirm some tendencies mostly concerning ML
model performance, reflected by accuracy and RSME, a few things are notably different
from the theoretical proposition.

Theoretical Trade-Off Consideration Study Results

® ANN

Random
Forest

@ Deep Learning °

@ Ensembles

@ Support Vector Machines §>

@ Decision Trees

SYM
L]

Performance
Performance

Decision Tree @

° Linear
Regressions

Linear Regression

Explainability Explainability

Fig. 3. Theoretical vs. empirical scheme for the tradeoff of performance vs. perceived explain-
ability in machine learning

We find that the tree-based models decision trees and random forests are perceived to
provide the best explainability of the five ML models by far from an end user’s perspec-
tive. We assume that this is most likely due to their intuitive transparency with regard
to global explainability [31], which may indicate that these two tree-based algorithms
do not invoke the same degree of algorithm aversion associated with the remainder of
ML algorithms. Contrary to our expectations, we could not substantiate that a single
decision tree is perceived as more explainable than a random forest consisting of many
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unbalanced decision trees. We assume that this may be since we did not present all
resulting trees of the random forest to the participants for review.

4.3 TImplications

Our observations enable us to suggest theoretical and practical implication. They are
important to consider when assessing how people respond to algorithmic advice as they
hold implications for any decision maker or organization using intelligent systems.

Biases Hinder Objective Measurement. It is possible that participants were biased in
their judgement by the perceived capability or promise of an algorithm and therefore
assumed a higher value [32]. That is, shallow ML algorithms such as SVM and linear
regression offer a form of internal explainability. Hence, they were supposed to result in
a better perceived explainability than black-box models with no internal explainability
such as ANN. However, we found that there is hardly any difference in their perceived
explainability by end users. This may be due to participants who were not able to under-
stand the presentation of SVM and linear regression as they lacked prior knowledge [33],
which may be a practical problem in real-life cases as well. In contrast, simpler models
seem to be especially good in explaining more straightforward scenarios. Consequently,
due to high valuation in one category (performance), end users may attribute higher
scores in another category (explainability). This is called halo effect.

Interpretability does not Entail Explainability. The discrepancy between theory and
our empirical findings can be explained at least partly by the nature of our observations.
While theoretical contributions look at the algorithmic and mathematical description of
objects (data-centered perspective), we have employed a socio-technical and thus user-
centered perspective. That is, in our study, we targeted the naturally biased perception of
end users of an ML algorithm directly and found that the difference between performance
and explainability is not linearly increasing. Rather, we found that linear regression’s
and SVM’s (and ANN’s) explanatory value is far from tree-based algorithms in most
situations. While our results do not allow to uniformly rank and rate explainability for ML
decisions (and were not expected to), they add to the growing evidence that there is more
to model explainability than transparent mathematical parameters and good intentions.
Moreover, ordering ML algorithms by their assumed data-centered interpretability is not
helpful as it is constantly being misinterpreted and misused in socio-technical settings.
In contrast, socio-technical aspects stand out as important for the efficacious use of
ML models and explainability may be the key factor for their acceptance by end users
[34, 35]. According to our research, in non-augmented form decision trees and random
forests are currently the most suitable options to engage with end users.

5 Conclusion, Limitations, and Outlook

Albeit its fundamental importance for human decision-makers, empirical evidence
regarding the tradeoff between ML model performance and explainability is scarce.
The goal of our research was to conduct an empirical study to determine a more realistic
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depiction of this relationship and subsequently compare the placement of common ML
models to the existing theoretical propositions.

We found that the explanatory value of decision trees and random forests con-
stantly dominates other ML models. Comparing averages, we could not find noteworthy
differences in the perceptions of explainability of SVM, linear regression, and even
ANN. We did notice though that explainability was generally better received for more
straightforward cases such as low-stake classifications.

In summary, we found existing theoretical propositions to be data-centered and
misleading oversimplifications when compared to our user-centered observations. Our
study shows that when explanations are put to use, socio-technical factors of user per-
ception dominate well-intended analytical considerations concerning the goodness of
visualizations by ML experts.

As with any empirical research, our study faces some limitations. First, our study
was an online survey with benchmarking datasets. While we only allowed for partici-
pants with a certain background, participants may have been exposed to the scenarios and
several of the ML algorithms for the first time. Hence, we measured an initial explainabil-
ity. Second, there was no time restriction for viewing and assessing an explanation. We
expect results to differ in a high-velocity treatment. Third and last, we compared inher-
ently interpretable shallow ML algorithms and ANN without further augmentations. We
assume that XAl augmentations will affect explainability positively. In contrast, other
more diverse ensembles than random forests may perform worse.

Concluding, we identified socio-technical aspects as highly important for the per-
ception of explainability and therefore further user studies with varying skill levels
and cultural backgrounds are necessary to better understand the biases at work. Fur-
ther, explainability does not entail understandability. If explainability only contributes
to more trusted decision-making but not to a better understanding, research into XAI
may be on the wrong track and ultimately only lulls users into a false sense of security
by adding fancy yet inefficacious visualization.
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Abstract. Artificial intelligence (Al) applications are widely employed nowa-
days in almost every industry impacting individuals and society. As many impor-
tant decisions are now being automated by various Al applications, fairness is
fast becoming a vital concern in AI. Moreover, the organizational applications of
Al-enabled decision systems have exacerbated this problem by amplifying the pre-
existing societal bias and creating new types of biases. Interestingly, the related
literature and industry press suggest that Al systems are often biased towards
gender. Specifically, Al hiring tools are often biased towards women. Therefore,
it is an increasing concern to reconsider the organizational managerial practices
for Al-enabled decision systems to bring fairness in decision making. Addition-
ally, organizations should develop fair, ethical internal structures and corporate
strategies and governance to manage the gender imbalance in Al recruitment pro-
cess. Thus, by systematically reviewing and synthesizing the literature, this paper
presents a comprehensive overview of the managerial practices taken in relation
to gender bias in Al. Our findings indicate that managerial practices include: bet-
ter fairness governance practices, continuous training on fairness and ethics for
all stakeholders, collaborative organizational learning on fairness & demographic
characteristics, interdisciplinary approach & understanding of Al ethical princi-
ples, Workplace diversity in managerial roles, designing strategies for incorporat-
ing algorithmic transparency and accountability & ensuring human in the loop. In
this paper, we aim to contribute to the emerging IS literature on Al by presenting
a consolidated picture and understanding of this phenomenon. Based on our find-
ings, we indicate direction for future research in IS for the better development and
use of Al systems.

Keywords: Artificial Intelligence - Machine learning - Analytics - Gender -
Fairness

1 Introduction

It is true that Al applications offer solutions to various problems faced in different disci-
plines but simultaneously yield biased outcomes that could affect individuals or minori-
ties of a certain race, gender, or color (Ntoutsi et al. 2019). The biased and adverse out-
comes of algorithm decisions reach beyond the individuals and include harmful effects
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that reach families, communities, and society at large (Altman et al. 2018). The litera-
ture is evident that gender bias does exist in Al algorithms (Trewin 2018; Leavy 2018;
Mehrabi et al. 2019; Dawson et al. 2019; Kumar et al. 2019; Canetti et al. 2019; Crawford
2016; Altman et al. 2018; Lambrecht and Tucker 2018; Galleno et al. 2019; Bolukbasi
et al. 2016; Daugherty et al. 2018, Dwivedi et al. 2019; Agarwal 2020; Robnett 2015;
Nadeem et al. 2020).

According to past literature bias is externalized and includes misguided conducts of
“bad actors” which are either intentional or accidental and might not be easily traceable;
therefore, such social and contextual issues are left beyond the law’s reach (Hoffmann
2019) and thus are deprived aspect of the society since long. Al algorithms are trained
on datasets that are influenced by their creators’ thinking, and as a result the pre-existing
prejudices in the society “sneaks in” the Al systems thus amplifying the societal gender
stereotyping and discrimination in society (Ntoutsi et al. 2019 , Lee 2018, Hoffmann
2019).

It is noteworthy to mention here that lack of gender diversity and exceptionally
homogenous and male domination in high tech industries and in the design & imple-
mentation of Al creating “blind spots” (Johnson 2019, Lee 2018, Wang 2020, Martinez
and Fernandez 2020, Clifton et al. 2020) that drives gender bias in Al

Furthermore, Al enabled decision systems used in the recruitment software are found
to be biased towards women according to a recent report of the Division of gender
equality, UNESCO (2020) (Nadeem et al. 2020). As Al algorithm are the reflections of the
biased data (that comes from years of previous resumes) on which they are trained, hence
Al systems are expected to yield biased outcome (World Economic Forum 2019; Galleno
et al. 2019, Nadeem et al. 2020). As organizations are relying on Al enabled decision
tools for talent recruitment, talent sourcing, and candidate screening and engagement it
is crucial to ensure that the decision taken by Al systems are not biased towards a certain
group of people (Mehrabi et al. 2019; Jobin et al. 2019).

Moreover, gender bias in Al is a complex and tricky matter, requiring attention from
not just the technological aspect but also from the managerial aspects for dealing with
data, people, and algorithms. Moreover, certain regulations, laws, and policies regarding
fairness awareness/education if enhanced will improve the validation of the Al systems
against gender bias and other discriminations. Given the above, this paper aims to answer
the following research question:

What managerial practices are useful for organizations for mitigating gender bias
in AI?

To answer this question, this study conducts a systematic literature review, following
Webster and Watson’s (2002) literature review method. The findings of systematic litera-
ture review (SLR) contribute to the emerging body of the literature on Al in Information
Systems (IS) and beyond by identifying and categorizing the insights on managerial
practices for mitigating gender bias in Al. As such, this study paves a way for a more
comprehensive study of gender bias in Al through, for example, experts’ interview in
a particular context. It could also offer insights to data practices for developers and
managerial practices for managers of Al to employ in order to avoid bias.

The remainder of this paper is organized as: Sect. 2 presents the research design for
this research along with the process of selection of related articles; Sect. 3 presents the
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findings and discussion on managerial practices; Sects. 4 and 5 presents the future work
recommendations along with limitations and conclusion.

2 Research Methodology

According to Webster and Watson (2002), systematic literature reviews (SLR) thor-
oughly investigate research areas and opportunities for new research. As this area of
research is relatively a new and emerging research field, therefore we conducted SLR
by adopting Webster and Watson (2002) guidelines to acquire a better understanding of
this phenomena by systematically analyzing the literature.

The process of selection and identification of relevant articles was carried out through
arigorous method. The first step of this research included a thorough investigation of the
appropriate keyword selection. The keywords finally selected and used for this research
were: Artificial Intelligence, Machine learning, Analytics, Gender, fairness.

For this research, we used Scopus as a source of search. We looked at various
disciplines while selecting the articles in order to grasp a wider perspective on this
area of research i.e. we selected computer science and business management (including
Information Systems), social sciences and psychology to cover the social and behavioral
aspects of gender bias in Al. Further, this search was limited to papers written in English.

There were 3817 articles that were captured through the selected keywords. The
filtration of articles started by applying source type and inclusion criteria. A total number
of 882 articles were recovered that met the inclusion criteria. In this step, we considered
only those papers that were directly dealing with gender bias in Al or the papers that
discussed the procedures or practices for mitigating gender bias in Al ranging from
technical approaches to managerial approaches. Therefore, we started by reading the
titles of the identified articles. The total number of articles that were recovered through
titles were136. After selecting the articles on the basics of their titles, we recovered the
articles on the basis of their abstract, which came to 65 (this number included articles
on fairness in Al, gender bias, Al ethics, discrimination in Al and Al in HR). We then
thoroughly read the full text of the 65 articles. In this step we excluded all the articles
that were outside the scope of this research. Therefore only 31 papers were selected
that were relevant to our research scope. As this area of research is a fairly new and
emerging topic, therefore 31 articles are a good number for analyzing the past literature
systematically.

The analyses of the articles were carried out in a step wise process which included
reading the articles line by line and highlighting the phrases/sentences (called excerpts)
that were relevant to this research (Wolfswinkel et al. 2013). The identification of the
concepts and themes was carried out by organizing, analyzing and coding the final set
of articles by following the guidelines by Wolfswinkel et al. (2013). Open coding, axial
coding and comparative analysis was carried out as recommended by (Wolfswinkel
et al. 2013) for the development of the themes and concepts. Further, the themes that
had almost the same meaning and were used in the same context and perspective were
merged into high-level themes and concepts for better understanding and discussion.



262 A. Nadeem et al.

3 Outcomes and Discussion of Systematic Review

In this section, we present the key findings from systematic literature review (SLR). The
SLR analysis confirms that the level of publication activity in this field started to increase
from 2017 and increased considerably in 2020, which shows that this is an emerging and
fast-growing research area. Moreover, this trend highlights that although fairness in Al
has been under discussion for the past few years, little has been published in IS journals
so far. The results indicate that the research on gender bias is not yet well established,
which highlights a great potential for future research in this field.

Prior research illustrates that there is a need to better understand and identify what
manifests and contributes to gender bias in Al and what approaches should be undertaken
for addressing this matter. Therefore, at this stage we will briefly discuss the contribut-
ing factors behind gender bias in Al Our recent research shows there are eight main
themes relating to contributing factors of gender bias in Al: Biased training datasets,
gender stereotyping, biased behaviors and decisions, Al amplifying the bias, lack of
gender diversity in training data and developers, lack of Al regulations, contextual/
socio-economic factors and other external factors.

It is noted in literature that the training datasets are often biased due to improper
practices i.e. over, under, or misrepresentation of certain groups (Hayes et al. 2020),
historical biases and gender stereotyping (Ntoutsi, et al. 2019, Johnson 2019). Moreover,
unfair patterns in datasets (Veale and Binns 2017) such as the correlation of data of
sensitive variables/features i.e. proxy variable (salary serving as a proxy of gender, zip
code serving as a proxy of background) make their way into Al algorithm and result in
biased outcomes and contributing factors behind gender bias in Al

Furthermore, the absence of gender disparity in developers, data miners, and datasets
incorporate bias during the training phase of the algorithm (Martinez and Fernandez
2020, Johnson 2019, Lee 2018, Wang 2020, Clifton et al. 2020), creates “blind spots”
that emerge over time and are often difficult to predict (Hoffmann 2019) that needs
further attention.

3.1 Managerial Practices for Mitigating Gender Bias in AI

We established six main managerial practices for mitigating gender bias in Al and they
are: better fairness governance practices, continuous training on fairness and ethics for
all stakeholders, collaborative organizational learning on fairness & demographic char-
acteristics, interdisciplinary approach & understanding of Al ethical principles, Work-
place diversity in managerial roles, designing strategies for incorporating algorithmic
transparency and accountability & Ensuring Human in the loop as shown in Table 1
in appendices. We will now discuss these managerial practices and their implications
accordingly.

Algorithms sift through datasets (Hoffmann 2019) and discover the trends/patterns
and make predictions; it is thus important to rely on better, faster and more ubiquitous
algorithms to make sense of the big datasets (Martin 2019). Perhaps designing managerial
strategies for fair Al compliance and audits and updated regulations to maintain certain
minimum standards for the datasets (Johnson 2019) could be adopted for neutralizing
the gender bias in AL
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It is noted in literature that managerial practices, such as organizations investing in
hiring, training/workshops of expert programmers for regular maintenance and vetting
of datasets is essential for mitigating gender bias in Al (Noriega 2020). This would
require for the organizations to develop improved and modernized fair and ethical internal
structures and corporate strategies to govern and manage the gender imbalance (Johnson
2019).

Moreover, organizational strategies that could bring awareness on the ethical and
responsible Al is very much needed; including giving importance to work force diver-
sity in an organization; including policies pertaining to gender diverse workplace that
bring cultural diversity in data will be beneficial in neutralizing the gender bias in Al
(Lee 2018). Enhanced women representation/gender inclusion in the technology sector
especially STEM career domain (Lambrecht and Tucker 2020), gender diversity among
the member of boards, management and leadership roles (Johnson 2019) plus focusing
on the “blind spots” (Hoffmann 2019) that are created by the lack of gender diversity in
data and developers, will minimize the homogeneous and exceptionally male-dominated
leaderships and decisions (Johnson 2019) would offer a pathway towards mitigating
gender bias in AL

Additionally, emphasis on improved business model innovation addressing gender
equity and fairness in Al should be designed (Arrieta et al. 2020, Feuerriegel et al. 2020);
including firms addressing fairness in the overall culture instead of focusing on filling
the requirement of diversity quotas. Regular data audit practices for identifying datasets
that correlate with protected characteristics and may therefore serve as a proxy for an
attribute of protected classes (Johnson 2019) would neutralize the misrepresentation of
gender in the data and also in Al decisions.

It is noted in past literature that Algorithms for Al enabled decision systems should
be designed to yield fair decisions. Developers should not only be responsible for ethi-
cal implications but they should shift algorithmic decision-making responsibility to the
users as well (Martin 2019). Practices and strategies that preclude individuals to take
responsibility within a decision should be replaced with giving autonomy to users in
decision making to bring fairness in the Al decisions (Martin 2019, Hayes et al. 2020).
Likewise, organizations should also deploy efficient quality control and assurance poli-
cies for better and improved algorithmic accountability and transparency for neutralizing
gender bias in Al (Ntoutsi, et al. 2019).

4 Directions for Future Research

Our findings indicate some future IS research related to prevention, mitigation, and future
theorization of gender bias in Al. Following are a few of the suggested future directions
in this area of research:

Research on Al policies and regulations to bring justice to society and in Al fair design
should be enhanced. Including but not limited to exploring ways how organizations can
ensure diversity in the workplace and how organizations can bring autonomy to users
in Al enabled decision systems. Also, future work should focus on investigating and
theorizing gender bias in Al (Ivaturi and Bhagwatwar 2020; Sen 1995).

It is noted in a recent survey, 38% of organizations are already using Al in their
workplace with 62% expected to be using it near future (Martinez and Fernandez 2020).
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Therefore, organizations need to deploy certain mechanisms to deal with gender bias in
Al Users of Al should use their own intuition while using Al tools. Therefore, organi-
zations need to re-consider their managerial approaches including designing innovative
business models and managerial strategies focusing on mitigating gender bias in Al

Therefore, as a follow up of this paper, our next step in this research would be
to collect empirical data by conducting experts’ interviews from those subjects who
are directly involved in managing Al in an organization and posits a broader overview
of organizational Al-enabled decision systems. Empirical data will explore the current
managerial practices and mechanism that are being carried out by organizations in this
regard and also will present the guidelines on practices for organizations for better
managing of gender bias in Al

Experts’ Interviews. Interviews are considered as a primary data source (Myer and
Newman 2007). Experts’ interview would not only validate our SLR findings from the
real-world perspective — it will present the insights from the experts’ who have vast and
extensive and precise knowledge and experience in this field and are able to manager
Al within an organization (Mergel et al. 2019). An expert interview would provide this
research with an in-depth insight from the user as well as from organizational perspective;
also, would present the framework on strategies and practical approaches that would be
useful for managing gender bias in Al

5 Conclusion

Past data is mostly reflection of history and Al algorithms trained on past datasets
could be discriminatory towards a certain group or individuals due to the various under-
lying drivers and factors. Hence people suffer from algorithms harm and there is no
accountability for it.

Bias is externalized and includes misguided conducts of “bad actors” which are either
intentional or accidental and might not be easily traceable; therefore, such social and
contextual issues are left beyond the law’s reach (Hoffmann 2019) and thus are deprived
aspect of the society since long.

Given the above, this paper aims to focus on unpacking the managerial approaches for
mitigating gender bias in Al In this research, we have presented a deeper understanding
of gender bias in Al and have provided evidence from the systematic literature review that
gender bias does existin Al systems and the practices/ approaches required for addressing
gender bias in Al This research gives a concise overview of findings of gender bias in
Al from past literature; in terms of what has been discussed and investigated and what
needs to be researched in the future.

As the roots of gender bias in Al are not just technological, and as such technological
solutions might not suffice; Al enabled decisions systems are being made on mathemat-
ical model that leads to a biased outcome. There has to be some checks for assurance
against gender bias when making decisions through Al enabled decision systems. Hence,
organizations need to follow some mechanisms and strategies to mitigate and address
this matter timely and effectively. This research therefore presents a set of managerial
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practices, approaches and recommendations for organizations for better governance and
management of gender bias in AL

Due to time constraints we were not able to present empirical findings and their
analyses with the lens of a theory, which is one of the limitations of this short paper.
However, we aim to publish our empirical outcomes in near future.

Appendices

Table 1. Managerial practices for mitigating gender bias in Al

Grouping of concepts Concepts for mitigating gender | Description
bias in Al
Better fairness governance | Internal governance policies Enhanced Al corporate

policies

(Johnson 2019)

Internal structures and
process-oriented corporate
governance (Johnson 2019,
Martin 2019)

governance for gender bias
mitigation

Continues
education/training on
fairness and ethics for all
stakeholders

Educational workshops and
training on workplace fairness
(Noriega 2020)

Certified professional required
(Martin 2019)

Awareness of ethics and
promoting responsible Al (Wu
et al. 2019, Veale and Binns
2017)

Awareness of unintended bias in
scientific community and
technology industry (Cirillo

et al. 2020)

Workshops/education that
involves principles of ethics
such as promoting ethical
education for every
stakeholder in Al research &
development

Collaborative
organizational learning on
fairness & demographic
characteristics

Business models and policy
should be designed concerning
fair Al (Feuerriegel et al. 2020)

Design of business models and
policies to consider Al
principles

Interdisciplinary approach
& understanding of Al
ethical principles

Interdisciplinary disciplines to
work collaboratively to address
ethical challenges (Wu et al.
2019, Ibrahim et al. 2020)

Employment of a more diverse
IT workforce to be included in
the design and implementation
of algorithms

(continued)
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Table 1. (continued)

Grouping of concepts

Concepts for mitigating gender
bias in AL

Description

Workplace diversity in
managerial roles

Gender diversity at managerial
levels (Lee 2018)

Diversity in the development of
Al systems (Costa and Ribas
2019, Johnson 2019, Ntoutsi

et al. 2019, Arrieta et al. 2020,
Clifton et al. 2020)

Gender diversity in the
high-tech industry and STEM
career (Lee 2018, Johnson 2019,
Wang, 2020)

An increase in gender
inclusion in the development
of Al technologies will
introduce diverse perspectives

Designing strategies for
incorporating algorithmic
transparency and
accountability

Big data review board required
(Martin 2019)

Incorporate regular audits of the
data (Martinez and Fernandez,

Al audits to be conducted
periodically to ensure Al
compliance

2020, Johnson 2019, Ibrahim

et al. 2020,

Robert et al. 2020, Piano 2020,
Veale and Binns 2017, Noriega
2020)

Designing strategies for fairness
and ensure accountability
(Hayes et al. 2020)

Integrating human & Al

Ensuring Human in the Design strategies like

loop decision making (Miron et al. providing more autonomy to
2020) the users in decision-making
would bring fairness to the Al
decisions
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Abstract. Despite being the fastest-growing field because of its ability to enhance
competitive advantage, there are concerns about the inherent fairness in Artificial
Intelligence (AI) algorithms. In this study, a systematic review was performed on
Al and the fairness of Al algorithms. 47 articles were reviewed for their focus,
method of research, sectors, practices, and location. The key findings, summa-
rized in a table, suggest that there is a lack of formalised Al terminology and
definitions which subsequently results in contrasting views of Al algorithmic fair-
ness. Most of the research is conceptual and focused on the technical aspects of
narrow Al, compared to general Al or super Al. The public services sector is the
target of most research, particularly criminal justice and immigration, followed
by the health sector. Al algorithmic fairness is currently more focused on the
technical and social/human aspects compared to the economic aspects. There was
very little research from Asia, Middle East, Oceania, and Africa. The study makes
suggestions for further research.

Keywords: Al - Machine learning - Algorithms - Fairness - Bias - Ethics

1 Introduction

Artificial Intelligence (Al) has rapidly been gaining momentum in different industries
and is now a part of daily life [1]. Al enables systems to perform tasks that would
normally be performed by humans [2] in three different categories; narrow Al, general
Al and super Al [3]. Narrow Al performs operational tasks through the use of machine
learning tools such as recognising individual faces, driving a car or speech recognition
[3, 4]. General Al is designed to be as intelligent as humans with the ability to perform
any intelligent tasks [3], but remains computationally complex [5]. General Al solves
complex problems and independently controls itself. General Al has the ability to get
knowledge, apply it, reason, and think. Super Al is the type that is more intelligent than
humans and would do better than humans in almost everything including intelligence and
social skills [3]. Super Al has not been developed yet and its implementation although
being utopic is feared it could have negative consequences such as human extinction [4].

Al applications collect and process data, and provide results that mimic human
intelligence using rules learnt over time. Most Al applications have three common com-
ponents; input data, a machine learning algorithm that processes the input data, and the

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021

D. Dennehy et al. (Eds.): I3E 2021, LNCS 12896, pp. 271-284, 2021.
https://doi.org/10.1007/978-3-030-85447-8_24


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85447-8_24&domain=pdf
http://orcid.org/0000-0002-1041-3648
http://orcid.org/0000-0002-9811-3358
https://doi.org/10.1007/978-3-030-85447-8_24

272 K. Xivuri and H. Twinomurinzi

output decision which is based on the machine learning process [6]. Machine learning
makes use of trained data and test data for algorithmic models [7]. Algorithms are the
coded procedures trained on existing data that transforms input data into expected results
[8]. Another type of Al is expert systems which are rule-based and do not use machine
learning algorithms to process data [9].

Some of the popular Als are computer vision, natural language processing, and
artificial neural networks. Some well-known Al solutions include Apple’s SIRI, Google
Maps, Google predictions, Smart replies by Gmail [10].

As the use of Al grows in different industries, organisations also need to consider
the ethics and morals relating to the decisions from Al [11]. Al is prone to algorithmic
unfairness, that is, making judgmental errors and incorrect assessments based on biased
code or data, resulting in operational and reputational damage [12]. Al systems have
the potential to be unfair to certain groups of people, especially with regards to racial
discrimination [11], yet it is often difficult to prove if the algorithms are being unfair
without access to the data and algorithms [12].

The ethics of Al is a rapidly emerging field of ethics concerned with the design,
development, and implementation of Al systems [13]. The ethics of Al is important in
maintaining trust in Al and ensuring that bias is removed. One of the main principles
of Al ethics is fairness, which requires Al systems to be fair in terms of respecting the
law, human rights and democratic values and principles. Fairness requires that Al is
built in a manner that promotes democratic values and principles such as freedom and
equality [14]. Fairness as a behavioral quality also means impartiality in decision-making
[15, 16], that is treatment without any self-interest or prejudice in either the outcomes
or the process leading to the outcomes. Fairness further extends beyond equality and
perceptions and digs into the underlying reasons.

The objective of this study was therefore to conduct a systematic review of Al
algorithmic fairness. The paper sought to identify the existing gaps, challenges, and
opportunities for future research on Al algorithmic fairness.

2 Methodology: Search Procedures, Coding, and Classification

The study adopted Okoli and Schabram’s guide [17] to conducting a systematic literature
review (SLR). Systematic literature reviews are important for identifying and evaluat-
ing the existing body of work and knowledge produced by scholars, researchers and
practitioners [17]. This kind of literature review is used to identify gaps and challenges
for future research [18]. The SLR includes details on the literature search, screening
for inclusion and exclusion, data extraction and analysis of the results. The data for
this research was collected between April and September 2020. Refer to Fig. 1 for all
search results. The results were analyzed against the inclusion, exclusion and quality
assessment criteria as detailed in Table 1 below [19].

2.1 Screening for Inclusion and Exclusion

The Boolean operators “AND” and “OR” were used in the search to combine all search
elements for articles relating to both Artificial Intelligence and Fairness. The search
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Table 1. Inclusion, exclusion & quality assessment criteria

Inclusion criteria Exclusion criteria Quality assessment criteria
Full research articles Research performed before Verifying that the paper was
including Al and fairness 2015 (to ensure that the based on research

research is current)

Reputable news Research that included Al but | Verify that an adequate
not fairness description of the research
context was described

All industries Research that included fairness | Verify that the methodology
but not Al was described

All locations Verify that there is a clear
statement of findings

Articles written in English Verify that the paper described
Al

string that was used on all the search engines was: ((AI OR Artificial Intelligence OR
Algorithm OR Algorithmic) AND (Fairness OR Bias OR Discrimination OR Ethics)).

The initial search resulted in 295 311 possible articles as shown in Fig. 1 below.
The research results were reviewed based on the inclusion, exclusion and quality criteria
assessment defined in Table 1. Only 47 articles met all required conditions. The 47
articles were read in detail to identify the current gaps, challenges, and opportunities in
algorithmic fairness. The process is presented through the PRISMA flowchart [20] in
Fig. 1. The classification and coding of the articles selected were defined as per Sect. 2.2.
Section 2.2 also details the classification framework used for the analysis.

The analysis of the results was based on the classification framework in Sect. 2.2. A
correlation analysis using Pearson’s coefficient was additionally used to check for any
linear relationships between the different classifications and their relationship strength
[21].

2.2 Classification Framework

A classification system was developed based on Amui et al. [18] that includes focus,
method of the research, sector, practices or dimensions and origin. The framework
follows the following procedures:

e Conduct a survey of available articles published on the fairness of Al algorithms;

e Develop and use a structured classification coding system to provide a structure on
the existing knowledge on the fairness of Al algorithms;

e Identify main results of the articles based on the developed coding system; and

e Analyse the identified gaps, opportunities, and challenges for future studies.
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The classification codes are based on the following:

e Focus (1), coded on a scale of A to D (i.e. whether the articles focused on General
Al, Super Al, Narrow Al or no categorisation), based on the work of [22] and [23].

e Research method (2), coded as A to H (i.e. Quantitative, Qualitative, Conceptual
research methodologies etc.,) based on the work of [24].

e Sector analysis (3), coded as A to T (i.e. Agriculture, Basic Metal production, Chem-
ical industries, commerce etc.,) based on the work of [22]. The sectors were taken
from [25].

e Practices or dimensions used in the research (4) coded as A to D (i.e. technical aspects,
social/human aspects, or economic aspects) based on the work of [26].

e Origin of the research done, coded as A to G, which includes the different continents,
based on the work of [27].
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(4373) (34356) (62752) (5482) (188248) (100)

—_

s Records identified through database Additional records identified

B searching through other sources

= (n =295 311) (n=15)

S

- l l
~

Records excluded
Records after duplicates removed (n =295 146)
JE— (n =295 326)
Exclusion criteria

=

g

s l

2

3 Records screened by title/abstract

(n=180)
l
—_—
Full-text articles assessed for eligibility
n= 180  E—

% ( ) Full-text articles excluded, with

=3 reasons

w (n=133)

e Al included but nothing
on fairness of Al (60)
N e Fairness was discussed,
TN but not fairness of Al (30)
Studies included in systematic review « Discussed ethics, but not

= (n=47) the fairness aspect of

2 ethics or Al ethics/fairness

2 (43)
S

Fig. 1. Screening for inclusion and exclusion

Due to space limitations, all classifications and codes used are given in Annexure 1. A
brief description of the objectives and results of each of the articles is given in Annexure
2. Annexure 3 presents the correlation table and Annexure 4 has a summary of the 47
articles reviewed. This is presented in https://dx.doi.org/10.13140/RG.2.2.26883.43048.
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3 Analysis and Discussion of Findings

3.1 Focus

Algorithmic fairness was discussed using Al, machine learning and algorithms inter-
changeably in almost all the research papers reviewed. In as much as machine learning
has been around since the 1950s, the terminology used by different entities still differs.
For example, Beil et al., [28] use both Al and machine learning together, throughout
their research paper, whilst Mujtaba and Mahapatra [29] use Al and machine learning
interchangeably, and Dias and Torkamani [30] use Al, machine learning and algorithms
separately with a clear differentiation between all three terms. This can be expected as
there is a lack of formalised Al terminology and definitions. The lack of formalised Al
definitions also creates differences in algorithmic fairness terminology, resulting in the
lack of mutual understanding around algorithmic fairness terminology. Many researchers
have come up with different technical definitions of machine learning fairness, however,
there is no standardised definition of crucial Al terminology [31]. Standards clearly defin-
ing Al terminology should be developed to ensure that algorithmic fairness is universally
understood and adopted.

57% of the articles focused on fairness in Narrow Al (1C), 38% were non categorised
and did not address any specific type of Al (1D), whilst 2% focused on the fairness of
both General Al and Narrow Al (1A, 1C). The other 2% considered the fairness of all
three types of AI (1A, 1B, 1C) together. The above results are presented in Annexure 5 —
Fig. 1 found on https://dx.doi.org/10.13140/RG.2.2.26883.43048. A correlation analysis
revealed that fairness of Narrow Al (1C) was mainly focused on the technical areas (4A)
(0.52517), while non-categorised Al (1D) did not focus on the technical areas (4A)
(—0.55293).

The findings indicate that a great deal of research on the fairness of Al algorithms is
focused on the technical areas of Narrow Al This might be expected as it is in narrow Al
that one will find the algorithmic implementation. Ethical challenges may arise due to
the technical characteristics of Al and machine learning and the limited skills in narrow
Al [28]. There are technical approaches, fixes, efforts, tools, and solutions that can be
used to mitigate bias in Al [32, 33]. Additionally, there are gaps in the current available
Al ethical guidelines, including technical detail and explanations [33].

The lower count of research on the fairness of General Al and Super Al indicates
both the complexity of the latter two areas and the limited number of implementations.
Although Super and General Al are only expected in the future, the lack of research in
the two areas could lead to implications more extreme than current implications noted
from lack of fairness in Narrow Al

There is therefore a research opportunity to address the fairness of General Al and
Super Al In as much as General Al currently does not exist, it is important to first under-
stand the difference between Narrow Al and General Al before defining Al, machine
learning and their implications [34]. Some risks can be expected from General Al and
Super Al automated decision making [35].
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3.2 Method of the Research

Most of the articles used the conceptual research methodology (2G —45%), and the quali-
tative and theoretical research methodologies together (2A, 2C — 17%) with a correlation
of 0.359. There is little research using qualitative (2B — 6%), survey (2F — 4%), theoret-
ical (2%), quantitative (2A — 2%), empirical (2D — 2%), and case study/interview (2E
—2%) research methodologies in the study of algorithmic fairness. The above results are
presented in Annexure 5 — Fig. 2 found on https://dx.doi.org/10.13140/RG.2.2.26883.
43048. Research originating from America (5A) used the theoretical research method-
ology (0.326) more, compared to Europe which used less of the theoretical research
methodology (—0.359), the empirical research methodology (—0.293).

The dominance of the theoretical research methodology could be because the fairness
of Al is an emerging phenomenon, and more research is required for example, around
policies, legal and consumer protection [36].

There is an opportunity for more research to be conducted using a mixture of different
research methodologies across the different regions/continents and sectors. There is a
need for theoretical and empirical research around justifications of Al decision making
[37]. Performing empirical and philosophical research around this area will aid in getting
a more thorough public and individual perspective on Al decision making [37]. There is
a need for empirical research that is more focused and rigorous on important questions
regarding Al, its adoption, and the consequences thereafter [34].

3.3 Sectors

Most of the research was not specific to any sector (3U — 62%). 21% of the articles were
focused on the public services sector (3Q), mainly in the criminal justice, immigration,
and government. 11% of the articles were from the health sector (3J), 2% from the
financial sector (3G) and 2% from the Postal and telecommunications sector (3P). The
other 2% considered the fairness of Al in both the health and financial sectors (3G, 3J).
The above results are presented in Annexure 5 — Fig. 3 found on https://dx.doi.org/10.
13140/RG.2.2.26883.43048.

The findings indicate that most of the research done was generalised and not specific
to any sector. This could be because sector-specific information relating to the fairness
of Al is not available or easily attainable. There are currently not enough public data
sets and information around Al to allow for a detailed microanalysis of differences in
the different sectors and regions [34].

A smaller percentage of the research focused on the criminal justice sector, the
financial sector, and the health sector. This could be because more Al benefits have been
realised in these sectors compared to the other sectors. The banking and financial sectors
are currently at the forefront of AI [38]. Al has brought in a lot of benefits in industries
such as health care, transportation, criminal justice, and economic inclusion [39]. This
could also be because biases in these sectors could have a larger impact compared to
the other sectors. An example relating to the health sector is an algorithm that is used
widely in the US health care, affecting millions of people, which was found to be highly
biased in that it gave white people greater health care over black people who needed
the treatment more as their health conditions were worse [40]. This type of bias could
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result in consequences such as loss of lives as well as fines from the health regulatory
boards. The use of Al in healthcare raises critical ethical issues that are important in
avoiding harming patients, liability for healthcare providers and undermining public
trust in AL. Another example relating to the finance sector is the use of biases such as
gender and race to provide a credit score or determine an individual’s credit eligibility,
which is illegal in the US [41]. Bias in the financial sector could result in punishment
by courts and fines where there are laws against it. Lastly, an example relating to the
criminal justice sector is the recent outrage from the Black Lives Matters movement
in the US which argues that the criminal justice sector is biased against black people
[42]. The criminal justice sector uses criminal risk assessments algorithms to determine
a criminal/defendant’s future risk for misconduct [42]. Bias in such algorithms could
result in incorrect conviction or sentencing.

There is therefore an opportunity for sector-specific research on the fairness of Al
A sector-specific Al fairness approach is required to oversee, audit and monitor Al
technologies in the different sectors [43]. A sector-specific approach will ensure that the
sector focuses more on the application of Al and its impacts rather than prioritising the
technology. Different sectors have different characteristics and required expertise, and
therefore the governance or regulations of one sector may not be appropriate for another
sector. Different expertise and knowledge specific to each sector will be required for
good Al governance and ensuring the fairness of Al in the different sectors.

3.4 Practices or Dimensions Used in the Research

72% of the papers focused on both the technical aspects and the social/human aspects
of algorithmic fairness (72% — 4A, 4B). 19% of the articles focused on social’human
aspects (4B), and 6% on all 3 aspects together (4A, 4B, 4C). The other 2% considered
the economic aspects (4C) of algorithmic fairness. The above results are presented in
Annexure 5 Fig. 4 found on https://dx.doi.org/10.13140/RG.2.2.26883.43048.

The findings indicate that there is not enough research on the economic aspects
of algorithmic fairness. This could be a result of the lack of transparency in the Al
algorithms used in the financial sector. Gender and race are still used to determine
whether a loan should be granted to individuals and businesses in South Africa [44].
Algorithms used for loan decisions are trained using loan history and demographic data
of applicants who have been accepted or rejected, which increases the chances of black
women being rejected or given high-interest rates for loan applications, resulting in
continued financial injustices in the country which may further affect the economy. Al
biases have also resulted in black people’s loan applications being rejected in the US
[44]. Banking services have been investing a lot in Al, however, conversations on the
biases of Al used in banking are very limited [44].

There is therefore an opportunity for research to be done on the economic aspects
of algorithmic fairness. There is a need for evidence-based research which will provide
more detail on how Al will affect economic outcomes [44]. The banking sector was one
of the biggest sectors which invested in Al in 2019 globally [44]. The increase in Al
investments in this sector calls for more research on the fairness of algorithms in the
finance/banking sector and the economic aspects of it.
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3.5 Origin

Most of the research on algorithmic fairness originated from Europe (5B —49%), Amer-
ica (5A — 21%) and both Europe and America (5A, 5B — 13%). 9% of the articles
originated from Africa (5D), 6% from Asia (5C), 4% from a combination of America,
Europe, and Asia (5A, 5B, 5C), and 2% from a combination of America and Asia (5A,
5C). The other 2% were either global or not specific to any region (5G). The above results
are presented in Annexure 5 —Fig. 5 found on https://dx.doi.org/10.13140/RG.2.2.26883.
43048. An analysis of research originating from Africa revealed that algorithmic fair-
ness in Africa did not focus on the technical aspects of algorithmic fairness. Algorithmic
fairness research originating from Africa focused more on uncategorised Al compared
to Narrow Al and was done mainly using the conceptual research methodology.

The findings indicate that there is not enough research done on algorithmic fairness
in Asia, Middle East, Oceania, and Africa. For example, countries that have issued
ethical Al guidelines are economically developed countries such as the USA and the UK,
followed by Japan, Germany, France and Finland [45]. There is a lack of Al guidelines
originating from Africa, South and Central America, and Asia, which shows that regions
are not equally participating in the development of Al ethics.

The findings also illustrate that research done in Africa did not focus on the technical
aspects of algorithmic fairness. Research originating from Africa focused on the fairness
of generalised Al and not specific Al types. This could be because Al is still an emerging
technology in Africa despite it being highly implemented. In as much as there’s a lot
of researchers, engineers and technology professionals who are ready to explore Al in
Africa, Al is still anew concept in Africa [46]. There is a need for expanding Al expertise
and building Al solutions in Africa rather than just focusing on the theoretical aspects
of it [47].

There is therefore an opportunity for research to be done on algorithmic fairness
globally. There is also an opportunity to do research focusing on the fairness of the
different types of AI (Narrow Al Super Al, and General Al) in Africa. For example, it is
important for all countries, regardless of their economic conditions, to be fully involved
in the development of Al ethics [45]. The involvement of all countries will help avoid
neglecting local knowledge, cultural diversity, and the need for global fairness.

4 Discussion

Table 2 presents a summary of key gaps, opportunities, and future research.
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Table 2. Discussion and conclusion

Category Gaps Opportunities/further research
Focus Lack of formalised AL Standards clearly defining Al
terminology and definitions terminology should be developed
to ensure that algorithmic fairness
is universally understood and
adopted
Lack of research on the fairness | There is a research opportunity to
of General and Super Al address the fairness of General Al
and Super Al
Lack of Social/human aspects There is a research opportunity to
and economic aspects of Narrow | address the social/human aspects
Al of Narrow Al and the economic
aspects of Al
Research Methodology | Lack of research using a mixture | There is an opportunity to
of different research perform research using a mixture
methodologies across the of different research
different regions and sectors. methodologies across the
Most of the research largely used | different sectors and regions
the conceptual research
methodology
Sectors Lack of sector-specific research | There is a research opportunity
for sector-specific research on the
fairness of Al
Research that was sector-specific | There is a research opportunity to
was focused on the criminal address the fairness of Al in all
justice sector, the financial sectors including the impact of
sector, and the health sector bias in the different sectors
Dimensions Lack of research on the There is a research opportunity to
economic aspects of Al fairness | address the economic aspects of
Al fairness
Origin Lack of research on algorithmic | There is a research opportunity to

fairness in Asia, the Middle East,
Oceania, and Africa

address algorithmic fairness
globally

Lack of research on the technical
aspects of Al fairness originating
from Africa

There is a research opportunity to
address the technical aspects of
algorithmic fairness in Africa

5 Conclusions

This study performed a systematic literature review on the fairness of Al algorithms.
This type of review is important in structuring available knowledge in a subject area,
and the planning of future studies. The results of the study indicate the absence of
formalised Al terminology and definitions. Most of the research focused on the fairness
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of Narrow Al, in no specific sector, in America and Europe, largely using the conceptual
research methodology. Less research is available on the economic aspects of algorithmic
fairness globally, and the technical aspects of algorithmic fairness in Africa. There is
therefore a gap in Al terminology, the algorithmic fairness of Super & General Al,
sector-specific algorithmic fairness, and the economic aspects of algorithmic fairness.
Standards clearly defining Al terminology should be developed to ensure that algorithmic
fairness is universally understood and adopted. Research addressing the technical aspects
of algorithmic fairness in Africa should be done.

This research provides a significant implication for research theory and practice. The
findings indicate that there is less research on algorithmic fairness in low-income coun-
tries. There are opportunities to develop sector-specific theory in the field of algorithmic
fairness of Al, including the development of formalised standards clearly defining Al
terminology on a global level. In practice, policymakers for Al implementation should
also look at the algorithmic fairness of Al before roll-out, its implications, and how to
avoid bias to ensure success and trust from society.

This research contributes to Information systems governance by highlighting gaps,
challenges, and opportunities in Al algorithmic fairness research. Research on the fair-
ness of General and Super Al, focusing on the economic aspects of Al, using a mixture
of research methodologies.
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Abstract. Digital privacy notices aim to provide users with information to make
informed decisions. They are, however, fraught with difficulties. Instead, I propose
that data privacy decisions can be understood as an expression of user values. To
optimize this value expression, I further propose the creation of a value-centered
privacy assistant (VcPA). Here, I preliminary explore how a VcPA could enhance
user value expression by utilizing three user scenarios in the context of consider-
ing whether or not to download an environmental application, the OpenLitterMap
app. These scenarios are conceptually constructed from established privacy user
groups - the privacy fundamentalists; the privacy pragmatists; and the privacy
unconcerned. I conclude that the VcPA best facilitates user value expression of
the privacy fundamentalists. In contrast, the value expression of the privacy prag-
matists and the privacy unconcerned could be enhanced or hindered depending
on the context and their internal states. Possible implications for optimal VcPA
design are also discussed. Following this initial conceptual exploration of VcPAs,
further empirical research will be required to demonstrate the effectiveness of the
VcPA system in real-world settings.

Keywords: Privacy assistant - Mobile applications - Values

1 Introduction

Designing effective digital privacy notices remains challenging. For example, too many
privacy notices can lead to notice fatigue, causing a user to habitually “click through”
notices rather than making informed decisions [1]. Instead, I propose that data privacy
decisions can be understood as an expression of user values [2]. I also conceptually
outline a system to assist users with smartphone selection based on these issues [3]. This
assistant - here called a value-centered privacy assistant (VcPA) - helps create the space
for users to act in accordance with their values.

In the following pages, I preliminary explore how a VcPA could enhance user value
expression. To accomplish this, I utilize three user scenarios for each privacy user group
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- the privacy fundamentalists; the privacy pragmatists; and the privacy unconcerned - in
the context of considering whether or not to download an environmental smartphone
application, OpenLitterMap [4]. I then explore whether each group’s value expression is
preserved with the VcPA by utilizing Killmister’s theory of autonomy [3, 5]. To this end, I
conclude that the VcPA best facilitates the value expression of privacy fundamentalists.
In contrast, privacy pragmatists and the privacy unconcerned could have their value
expression enhanced or hindered depending on the context and their internal states.
Possible implications for future VcPA investigations are also discussed.

1.1 Theoretical and Conceptual Background

Designing for informed user consent in digital privacy settings is fraught with difficulties.
Originally, privacy notices and policies were based around the conceptualization of users
as “rational consumers” — those who weigh the service offered against their value of
privacy [6]. While this view continues to inform certain policy and regulatory measures,
it is now well-accepted by most privacy scholars that current notice-and-consent regimes
are insufficient at providing adequate user privacy controls. For example, too many
privacy notices can lead to notice fatigue, causing a user to habitually “click through”
notices rather than making informed decisions [1]. In addition, “dark patterns” can coax
users to consent to data collecting practices [7-9]. To combat this, privacy-preserving
modifications — also called “bright patterns” — have been explored to encourage users to
make better privacy choices [10, 11]. These interventions, however, can be considered
manipulative to the user, especially if they are unaware of a bright pattern’s use [3].

Instead, I propose that we take a value-centered approach to privacy decision-making
[2]. This conceptualizes data privacy as an expression of user values. When a user is faced
with a privacy notice, the data collection practice of the service will either be consistent
or inconsistent with a user’s values. Their decision to consent or not can therefore be
understood as an expression of their values.

To optimize user value expression, I propose the creation of a value-centered privacy
assistant (VcPA) — an assistant that helps users select smartphone applications consis-
tent with their values [3]. The VcPA consists of three features: suggesting alternative
applications; personalized pausing; and randomized notice (summarized in Table 1). In
practice, users will be prompted with personalized notices to notify them when a smart-
phone application’s data collection practices are inconsistent with their values. While
the technical details of such a personalized system have yet to be determined, the VcPA
would ideally store its data locally to minimize data protection issues. Periodically, a
user’s values around data privacy will also be “mined” by random notices for applications
previously consistent with their values. In addition, all notices will include a sugges-
tion of alternative applications with similar functionality but more value-consistent data
collection practices.
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Table 1. Proposed features of a value-centered privacy assistant (VcPA)

Feature Description

Suggesting alternatives | On the notice itself, include suggestions for alternative applications
with similar function that are consistent with the user’s pre-stated
values

Personalized pausing Prompting a user selectively with a notice when an application is not
consistent with their values

Randomized notices Prompting users with notices at random time internals for
applications consistent with their values

2 Methods: User Scenarios Design and Evaluation

User scenarios are a central requirement of user-centered design. Designers can utilize
scenarios as a means of translating high-level ideas into more concrete possibilities.
For the purpose of this paper, I define user scenarios as “narrative descriptions” of a
user’s engagement with a VcPA [12]. In particular, these user scenarios have descriptive
emphasis on the user’s goals and values. They also reflect three privacy preference
groups described elsewhere [13, 14]. These groups are: privacy fundamentalists, or
users who are very concerned about disclosing their data even in the presence of privacy
protections; privacy pragmatists, or users who have very specific privacy concerns about
data disclosure in certain contexts; and the privacy unconcerned, or users who have mild
or no concern about disclosing data, although they may still show concern for their data
privacy in select circumstances [14].

In each scenario, all three hypothetical users are faced with the decision whether
to download the application OpenLitterMap [4]. OpenLitterMap is a citizen science
initiative that allows users to take smartphone pictures of litter and upload them into
a publicly available dataset. The goal is to empower citizens to be active participants
in combating local pollution. Photos of litter can be uploaded anonymously or with a
username to participate in the litter “World Cup.” In both cases, the system records a
number of features, including time, date, location, and phone model. This means that in
areas of low app use, it becomes possible to identify a user based on inference. From a
value-centered privacy approach, a potential OpenLitterMap user will need to balance the
value of disclosing information against the possible (albeit, small) risk of identification.

To evaluate value expression in each user scenario, I will utilize an existing sys-
tematic conception of autonomy that incorporates values. This conception of autonomy,
proposed by Suzy Killmister [5], maps autonomy into four distinct dimensions: self-
definition, self-realization, self-unification, and self-constitution. In the context of smart-
phone selection, self-definition is where a user brings together their individual goals,
beliefs, and values to form a set of commitments on how to interact with smartphone
applications. Self-realization consists of two states. The first internal state is when a user
deliberates and decides whether to download an application based on their commitments.
The second, the external state, is when a user downloads the app (or not). Self-unification
is whether how the user has acted is consistent with their commitments. Self-constitution
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involves whether or not a user is able to modify their commitments when encountering
new information about the application, such as data privacy information. From this view,
then, when a user is deciding to download a smartphone application, they are involved
in a dynamic process of weighing (self-realization), expressing (self-realization), and
modifying (self-constitution) their defined (self-definition) values, goals, and beliefs.
For it to be fully autonomous, their decision to download an application or not will also
need to be consistent with their values (self-unification).

3 Results and Discussion

3.1 User Scenario Evaluation

The Privacy Fundamentalist. User #1 (the privacy fundamentalist) likes to make envi-
ronmentally friendly choices. they are willing to do what they can to preserve the environ-
ment and provide the best future for their children. User #1 hears about OpenLitterMap
from a friend and goes to download it. with the VcPA System, a notice appears on their
screen, warning them that this application is not consistent with their personal values of
security and control. They decide to check out other apps first by clicking “see alternative
applications.”

At this point, there are two possible outcomes for User #1. The first is that they find
a different litter clean-up application that is consistent with their values of security and
control and download that one instead. In this application, the data collected may, for
example, only be accessible to policy makers and environmental scientists, be encrypted,
and also not collect their phone model. The second possible outcome is that User #1
does not find another application with a similar function. They may then decide to stick
to their regular beach cleanings to help their environment instead of downloading an
application.

Without the VcPA system, User #1 may click through the privacy settings and allow
the app to access their photos, camera, location, date, time, and phone model. They begin
using the app when they are walking to pick up their children from school. While they
want to help document litter and believe in allowing data scientists access to their docu-
mented litter data for environmental research purposes, they would feel uncomfortable
if someone was able to identify their route to and from the school — and, by association,
information about their children. To uphold their values of security and control, they may
decide to upload their litter anonymously rather than with a username. However, they
may be the only one using OpenLitterMap on that route, and it would be possible for
someone looking at the data to identify them. While some may have been comfortable
with this level of risk, they would not have been — they prioritize security and control
over their value of environmentalism.

The Privacy Pragmatist. User #2 (the Privacy Pragmatist) has a number of practical
apps on their phone. A colleague recommends that they take a look at OpenLitterMap.
They go to download it.

With the VcPA, there would be two possible outcomes for User #2. They could firstly
receive a randomized notice letting them know that, while this application is consistent
with their previously stated values, there is a chance of violating the values of security
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and control if they use the application. User #2 will then have to decide whether or not
to download this application when faced with this new information. In the absence of
a randomized notice, User #2 may simply click through the privacy settings and allow
the app to access their photos, camera, location, date, time, and phone model, the same
result without the VcPA system.

The Privacy Unconcerned. User #3 (the privacy unconcerned) attends a talk organized
by their local greens club about the harmful effects of litter. The greens club recommends
checking out openLitterMap. User #3 likes the idea of creating a profile to compete for
the littermap “World Cup” leaderboards. They go to download the application.
Regardless of whether User #3 has the VcPA system, there is likely only one outcome.
They could receive a randomized notice letting them know that, while this application is
consistent with their previously stated values, there is a chance of violating the values of
security and control if they use the application. They will likely then decide to download
the application anyway. In the absence of the randomized notice, they will download the
application. User #3 would also likely download the application without the VcPA.

3.2 User Scenario Evaluation

Here, I systematically assess the success of the VcPA at facilitating user value expression
using the four-dimensional theory of autonomy [3, 5].

In the first user scenario (privacy fundamentalist), the absence of the VcPA would
have resulted in a violation of their self-unification — their actions (to download the
application) would not be in alignment with their values (security and control). Thanks
to personalized pausing, however, User #1 is alerted to this misalignment of their action
and their values. In addition, their self-realization (acting on their beliefs) could also be
enhanced if they are able to find another app using the “suggest alternatives” feature.

In the second user scenario (privacy pragmatist), User #2’s autonomy may be
enhanced with the VcPA. It could help with self-constitution depending on the con-
text and their specific value preferences. When a randomized notice appears and they
are presented with new information they may not have previously been aware of, they
may decide to modify their values and commitments, promoting self-constitution. If,
however, they do not change their values; still intend to download OpenLitterMap;
and they do not download it because of the added notice, this would actually hinder
self-unification because they would act in a manner inconsistent with their values. Inter-
estingly, by introducing added friction in the form of an added notice, self-realization
may also be slightly reduced by providing a small barrier to realizing their values and
intention. Suzy Killmister has noted this issue previously, cautioning that interventions
that encouraging a specific behavior must be consistent with what the agent has defined
to uphold self-unification [5].

The same applies for the third user scenario (the privacy unconcerned). It is possible
that a randomized notice could encourage them to take on new commitments concerning
their privacy and thereby self-constitute; even “the privacy unconcerned” are concerned
in specific circumstances [14]. Like User #2, however, it is also possible that they will
suffer the same tension between self-realization/unification and self-constitution if a
randomized notice changes their behavior in a manner inconsistent with their values.
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3.3 Implications for Future VcPA Design

While the VcPA best upholds value expression of the privacy fundamentalists, the expres-
sion of the privacy pragmatists and the privacy unconcerned may be upheld depending
on the context and their internal states. I have previously suggested that we could take
cues from the recommender system literature to create a system of continuous explo-
ration that minimizes the user behavioral effects of preference-mining [3, 15]. The results
here support that this will be critical for an effective VcPA system for the majority of
users, who are privacy pragmatists [14]. The VcPA system could be optimized using
user tests of privacy pragmatists to determine the right frequency and presentation of
the randomized notices that maximize self-constitution while minimizing the harms to
self-realization/unification.

4 Concluding Thoughts

This initial high-level conceptual exploration suggests that a VcPA could enhance or
similarly preserve user value expression across different privacy groups. In order to
accomplish this goal, a VcPA should be carefully designed to minimize the behavioral
effects of randomized notices. Further empirical studies will also be required to further
evaluate VcPA efficacy and desirability. In addition to supporting the hypothesis that a
VcPA could help users make more value-centered privacy decisions, such studies will
need to answer whether users will find a VcPA beneficial over current privacy controls.
To validate both hypotheses, I will be utilizing a mix-method approach to elucidate
relevant user values in privacy decision-making and user app download behavior with a
prototype VcPA system.
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Abstract. The profiles from data-driven profiling applications are a model of the
reality. The interpretability of these profiles for end users, e.g. policymakers, is
often far from trivial. How and why these models are obtained by the applications
are often regarded as a black box. In recent years several profiling applications
used by public organizations have led to wrong interpretations of the obtained
models and impacted individuals and society adversely. Hence, the research focus
has increasingly shifted towards dealing with the trust and interpretability issues
of the models. In support of a more careful and proper interpretation of these
models, several scholars have advocated a glass box approach that aims at making
these models more transparent to end users. In this paper, we operationalize the
glass box approach for a Genetic Algorithm (GA) based profiling application. To
enhance the interpretability of the models provided by the application, we aim
at facilitating the interaction of domain experts with the models. Hereby domain
experts can gain insight to the evolvement of the profiles and what happens to
the profiles if we change or add a new pieces of information. Adding such an
interactive visualization provides more transparency about the derived models,
making them more understandable for end users and policymakers. As a result,
they can better assess and explain the consequences of those models when they
apply to practice.

Keywords: Algorithms - Glass box - Transparency - Al - Profiling

1 Introduction

Nowadays, many organizations in the private and public sector are searching for ways to
take advantage of the explosive growth of (big) data. Especially, in the public domain we
see a growing urge to apply data-driven analytics. In recent years, we have seen that data-
driven analytics is used to examine large datasets for profiling purposes such as fraud
detection [1, 2] and predictive policing [3-5]. On the one hand, these new applications
of profiling have opened up many new opportunities for organizations to analyze and
predict the behavior of people. On the other hand, in the context of government services
the outcome profiles of these new applications are sensitive and a matter of public debate,
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because they can (adversely) impact individuals (see for example [6] and the references
there-in [7]). If the profile models are wrongly interpreted and applied to practice, they
may lead to decisions that seem mathematically optimal, but are far from being correct,
just and fair. Hence, it is important to take care of a proper interpretation of profile
models and apply them appropriately to practice. To this end, it is advocated to adopt a
glass box approach [8, 9]. In such a glass box approach, the relevant concepts and their
relationships within an advanced application are explained to end users in a meaningfully
transparent way. The goal of a glass box approach is to facilitate a proper interpretation
of the obtained models so that end users can assess the consequences of the actions taken
based on those models.

In this paper, we operationalize the glass box approach for the GA-based profiling
tool as reported in [2]. The tool is developed to support the law enforcement staff at
Rotterdam municipality in investigating those individuals who unlawfully misuse the
municipality’s social benefits system. Despite the reliable performance of GA-based
profiles, optimizing, interpreting, and applying such profiles to practice remain chal-
lenging for domain experts and policymakers [10]. Domain experts usually have a basic
understanding of statistics, but often lack deep knowledge about machine learning in
general and GAs in particular. This makes it hard for them to scrutinize the resulting
profiles. One should realize that deriving and applying group profiles is also subject to
further validations based on privacy and ethical laws and constraints. To aid the valida-
tion of the resulting profiles, transparency of the used model is essential for experts and
policymakers who want to apply the profiles to practice. Although the human-readable
profiles developed by [2] add a lot of transparency to the results of the algorithm, they
do not explain what goes on inside the GA-based profiling tool. When evaluating the
human-readable profiles resulting from the GA-based tool, two major questions were
put forward: how does the algorithm come up with these specific profiles? And could
users steer the algorithm towards a preferred set of profiles? To address these questions,
visualization of the GA algorithm for profiling seems a promising approach.

In this contribution, we concentrate on visualization as a method to show the adaptive
internal search process and strategy of the developed GA-based profiling tool to find
relevant profiles in the data. The visualization functions are implemented as a graphical
user interface that allows users to view the creation and evolvement of profiles, interpret
the influence of separate profile attributes, and steer the search of the algorithm while it
is running.

2 A Strategy for a Responsible Use of A1 Models

An increasing trend for users who apply complicated AI models to practice is to focus
more on a responsible use of these models and enhance the trust of end-users in such
models. A solution direction for a responsible use of the Al models is to provide more
model transparency to end-users as we explain in Subsect. 2.1. Subsequently we present
a short review of the related works in Subsect. 2.2.
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2.1 Moving from a Black to a Glass Box

Black boxes are systems that hide their internal logic to the user [11-13]. According to
the black box approach, data sets and some constraints are fed to the black box and only
the outcomes of the black box are observed. In case that we are not satisfied with the
outcomes, some constraints and data may be altered and again fed to the black box. This
process may be repeated until the outcomes are satisfactory based on some criteria. In
another approach, referred to as the open box, the implementation of the concepts and
their relationships are fully documented so that it can be tracked how the outcomes are
obtained exactly. In case that the outcomes obtained are not satisfactory, it is possible
to find out which concepts and relationships contribute to this dissatisfaction. These
concepts and relationships can be adapted accordingly.

We propose to take, however, a view which is in between these two extreme views,
referred to as the glass box [8, 9, 14]. In this view, it is not necessary to know pre-
cisely all the ins and outs of the implementation of the used concepts and their relation-
ships. Instead, the crucial and relevant concepts and their relationships between them
are explained to end users in a meaningfully transparent way.

The goal of a glass box approach is to facilitate a proper interpretation of obtained
models in such a way that end users (e.g. policymakers) can assess the consequences of
the actions based on those models within their application domain. The transparency of
why and how these models are obtained is an important means to realize this goal. Two
crucial questions in the context of a glass box are: (1) what concepts and relationships
should be made transparent? And (2) what level of transparency is desired? Subsequently
the third question would be how to best convey transparency to users. Unfortunately,
there are no straightforward answers to these questions as they depend on the application,
i.e. the usage scenario, at hand. We distinguish between two extremes: transparency of
algorithms and transparency of data.

In the first situation, the focus is on the transparency of the algorithms, while the
transparency of the other components can fully be neglected. As an example of a situation
in which this is recommended, consider a neural network based application that is trained
for recognizing faces of apes (i.e., the possible output classes are apes). One might be
disappointed if he/she offers his/her own picture to this application and the application
classifies the picture as a gorilla. As the neural network is trained to classify everything
as apes, it may be excellent at recognizing the faces of apes but not those of humans.
Therefore, it does not matter what pictures you offer to the neural network, it will always
recognize each of them as a type of ape. So, to prevent disappointments in classifying
faces of people, it is better to be transparent about the algorithm.

In the second situation, the focus is on the transparency of the data and the trans-
parency of the other components are neglected fully. As an example of how this works,
suppose that we have an application that predicts who has high chances to become the
next Prime Minister of the Netherlands. Like most big data algorithms, assume that the
application bases its prediction on the features of the persons that have been elected
Prime Minister of the Netherlands in the past. Few people will be surprised if such an
algorithm will predict that the next prime minister will be a tall man. In this case, trans-
parency regarding the data is crucial for a proper interpretation and use of the outcome.
If most of the previously elected Prime Ministers can be characterized by these features
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and these features are reflected in the data, then the prediction is understandable. If
for some reasons the prediction is undesirable, then the data should be adapted. In this
situation transparency with regards to the algorithms will not help to prevent undesired
outcomes.

In the GA-based profiling application that we consider [2], the focus will be to
visualize the search process and strategy of the algorithm since the end users of the
application, i.e., the policymakers at the municipality, are quite familiar with the data
and the quality issues of the data used by the tool.

2.2 Related Work

Some of the earliest influential work on the subject of visualizing GA’s was done by [15].
He discusses several standard techniques, which include visualizations of the increase
of fitness over several generations. This is still the most common basic way to visualize
the progress of GAs. Another common visualization technique focuses on showing the
individuals in each generation, while displaying their respective fitness, genetic make-
up or other individual information [16—18]. Usually, the same tools display information
that allows users to explore the family tree of successful individuals. Again, this type of
information can be useful to illustrate the abstract technical workings of the algorithm,
but the results are hard to interpret without any knowledge about GAs.

Most of the data that provides real insight exists in many dimensions, since most
practical implementations of GAs are used with big datasets consisting of many vari-
ables. This presents a challenge for visualization of GAs as we usually only have two
dimensions available on a screen. There are several methods to display more dimensions,
such as adding color, 3D-projection and time-based visualizations. However, none of
these methods scale very well when the number of possible dimensions starts to exceed
five [15]. Another method employed by [15] is to map only the dissimilarities existing
in higher dimensions unto lower dimensions. This vastly reduces visual complexity, but
also neglects a lot of useful information. The main information that can be gained from
these visualizations is whether the GA is converging or diverging. A similar method is
used by [19], who transform variables into arbitrary polymorphs. A visualization is then
based on these polymorphs, displaying mostly (dis)similarity of variables over genera-
tions. The resulting visualization is very abstract and hard to interpret, because the link
between the variables and the algorithm is removed.

Although these approaches have merit, none of them appears very suitable for visu-
alizing the GAs used for profiling due to the following shortcomings: (a) the knowledge
of GAs is required for comprehension, (b) the results cannot be shown on the fly, (c) they
cannot be used to guide the GA when users want to get insight into a certain impact, and
(d) they abstract away too much of the underlying attributes, which makes the profiles
unintelligible.

3 Profiling: Using a GA-Based Algorithm

Municipalities and government agencies in the Netherlands have embraced data-driven
analytics in recent years to exploit their available data in order to be more effective and
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efficient in their task execution. The rapid deployment of those data-driven analytics
applications in practice, however, brought forward some challenges for these organiza-
tions. In [2] the first step towards addressing the transparency challenge was taken by
choosing the algorithm that suits the preconditions of the problem at hand.

3.1 Challenges of Data-Driven Profiling in Practice

The municipality of Rotterdam and the Dutch IRS are two public organizations that
embraced the new opportunities of data-driven profiling. One of the challenges they both
encountered was how to deal with profiles and make use of the opportunities provided
by these profiles responsibly. A profile is a data driven conclusion that applies to a group
of people with a confidence value that may or may not be a realistic probability value.
The municipality of Rotterdam made use of the Risk Indication System (abbreviated as
SyRi in Dutch) to support the municipality in reducing the risk of social assistance fraud
within a household. The data (on houses, labor, education, detention, benefits, debts,
taxes and receipts allowances) pertained to the residents of the districts Bloemhof and
Hillesluis were combined to make a risk analysis of who may be involved in committing
social benefits fraud. At the Dutch IRS, people were tracked down that possibly cheated
on their child support benefits, on the grounds of dual nationality and other forms of
ethnic profiling.

In both cases it is unclear how both organizations dealt with the interpretation of the
results of the profiling systems. In these situations, it is crucial to adequately interpret
the concept of opportunity and profile. After all, even if a system delivers a result that
someone has a 98% chance to commit fraud or that he/she fully complies with a fraud
profile, it cannot simply be concluded that the fraud is actually committed or is going
to take place. Another challenge in such applications is that in advance it is known
that the analyses will sometimes be wrong. The question then is how do you deal with
the so-called “false positives” and “false negatives”. Because both public organizations
mentioned above did not provide an adequate answer to the interpretation challenges of
the results, the application of the results to practice has led to the disadvantage of citizens,
stigmatization of groups and social commotion. As a result, the profiling applications at
the municipality of Rotterdam as well as at the Dutch IRS were shut down.

To enable these organizations to better deploy their data driven profiling in practice,
we shall provide some answers for them via creating more transparency for their profile
models. In [2] the first step towards this was taken with the GA-based profiling tool.
This tool shows that it is feasible to derive meaningful and sensible profiles from data
analytics.

3.2 Mining with a Genetic Algorithm

In [2, 20] a data-driven profiling approach was adopted that uses a GA to search for
meaningful and human understandable (group) profiles, i.e., in the use case of [2] finding
groups of clients who make unlawful use of the municipality’s social service. In that
context a profile, which is specified by a set of data attributes (and their values), represents
a group of people who unlawfully use social services. An example of such a profile might
be “young men who live in ZIP code 1234AB”. To search for the profiles, we model the
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databases as a search space and tailor a GA to walk through the space. To facilitate the
interpretation of the profiles, a profile will be presented in IF-THEN-ELSE-RULES. An
example rule might be: IF sex=male AND age IN [18, 24]AND zipcode=1234AB THEN
unlawful use of social service.

Via a case study, paper [2] showed that the resulting profiles can be comprehensible
for law enforcement officers to apply them to their daily practices, for policymakers to
analyze their efficiency and legality, and for others to scrutinize their fairness. Neverthe-
less, it also concluded that deriving and using the profiles should be done with great care
according to, among others, privacy and non-discrimination laws and guidelines. Hence,
in addition to providing a comprehensible outcome, one should assure and validate the
resulting profiles in being fair and accurate enough before applying them (i.e., one should
manually investigate those persons who are identified by the validated profiles, before
imposing any sanctions on them).

Essentially, this approach was successful at making the output of the algorithm more
comprehensible, but it also highlighted the need for transparency of the algorithm’s
process and subsequent control over it. We exploit data visualization as a tool to show
the internal search process of the algorithm. Additionally, this visualization functions as
a graphical interface that allows users to modify the search direction of the algorithm
while it is searching through the data.

The profiling algorithm that was used in [2] is a GA. GA’s are considered more
easy to understand for data scientists, since their internal search process can be tracked
and analyzed. However, their internal representation is often too abstract for domain
experts to understand. In terms of performance, this doesn’t have to be a problem. The
evolvement of the profiles during the search process, however, is still very hard to grasp
in this way. Therefore, we look at the discipline of data visualization to make this search
process more transparent. In the following section this will be explained in more detail.

4 A Glass-Box for a GA Profiling Algorithm

Based on desktop research and interviewing the domain experts at Rotterdam munici-
pality, we gathered the requirements about the GA-visualization that would allow them
to secure the interpretation of the creation and evolvement of profiles during the search
process (see Sect. 4.1). We noticed an interest in the aspects that are considered impor-
tant in determining a high prediction risk by the GA and an eagerness in knowing what
will happen to the profile search if new pieces of information are added. To address
this transparency, it is worthwhile to develop a robust, interpretable, and interactive GA
visualization. Visualization methods that we can employ to satisfy these requirements
are given in Sect. 4.2. The implementation of GA-Viz in Sect. 4.3 and a hypothetical use
case is given in Sect. 4.4.

4.1 Requirements of GA-Viz

Work on the role of visualizations in data-driven profiling exists, but most of it focuses
on the exploration of the dataset using general visualization algorithms [21]. Instead,
we intend to follow and steer an algorithm in its path through the data in order to find a
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solution, i.e., a profile for a problem at hand. Based on several interviews with domain
experts and through literature review, we elicited a number of requirements for the
visualization of the search process and strategy of the GA. Together, these requirements
should result in a visualization module on top of the GA so that end users can obtain
more insight into the algorithm’s search process and can more actively steer the search.
The resulting design requirements are:

1. Coverage analysis: Users should be able to determine which parts of the data have
been considered by the algorithm and which have been ignored [22]. This control
helps to prevent a number of issues, like the GA developing a bias, getting stuck in
a local optimum, or ignoring the areas in the dataset that end users know to be of
interest. We intent to show the coverage of the algorithm in two ways: by showing
an ordered list of the variables the algorithm is exploring the most, and by clustering
similar profiles together so that less-explored variables can be seen as lying further
out.

2. Convergence/divergence: Users should be able to determine whether an algorithm
is diverging or converging on solutions [22]. This helps them to decide on the optimal
number of cycles to run the GA. To make this possible, the visualization should be
on the fly. This also allows them to see that the clusters of similar profiles either grow
or shrink, and that the list of different explored variables either grows or shrinks.

3. Interaction with the algorithm: A popular, well-performing paradigm for systems
designed for domain experts is the human-in-the-loop approach [23, 24]. This means
that the decision process is designed in such a way that the algorithm can work semi-
independently, but that it benefits greatly from human input in its decision process.
Our visualization accomplishes this by keeping users updated on every decision by
the algorithm and allowing them to interact with the algorithm by steering it in certain
directions based on their domain knowledge.

4. Real-time operation: the visualization of the algorithm needs to happen in real-
time to make real interaction possible. Simply restarting the algorithm with different
parameters won’t have the same effect, since non-deterministic approaches such as
GA will lose the unique progress that they make.

5. Confirmatory and exploratory analysis: The visualization should allow for both
confirmatory and exploratory analysis, meaning that end users can not only let the
program run its course and learn from its process, but can also easily change its
hyperparameters and run it again to check certain hypotheses [25]. Because the search
process of the GA can be followed, both confirmatory and exploratory analysis not
only are possible, but also are easy since end users don’t need the algorithm to finish
completely before their analysis. Exploration can also be made easier by making
the algorithm interactive, thereby allowing end user to steer the direction of their
exploration.

4.2 Conceptual Design of GA-Viz

How the requirements have been translated into the architecture of our GA-based pro-
filing tool on an abstract level is shown in Fig. 1. On the left side in Fig. 1 is the overall
workflow of the GA. It starts with the random initialization of the profile population
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with completely random solutions. Then the GA selects pairs of profiles (parents) to
evaluate their fitness (i.e. the score it tries to optimize) with regard to the defined search
problem. Next the two parents are subjected to the manipulation operators of crossover
and mutation. The two resulting offspring profiles are also evaluated on their fitness and
the best one is passed on to the next generation together with the parent profile with the
highest score. For more GA details see [2].

The visual design of the interface revolves around a force-based lay-out, where
each profile is represented as a circle. The distance between the circles is based on
the overlap between their target groups: all profiles represent a group of people, and the
distance between these profiles is decided by the number of people they have in common.
This creates visual clusters that give users information about the (dis)similarity of the
profiles. The size of the circles is determined by the size of the target group, since this
is an important indicator for the usefulness of a profile. In Sect. 4.4 these visual design
choices are illustrated.

The coverage can be analyzed by seeing which profiles are being added and removed.
The convergence and divergence can be checked by seeing increasing or decreasing simi-
larity between the profiles that continually added, changed and removed. The interaction
with the algorithm is made possible in real time, because the profile overview is updated
with every new generation, which allows the user to react to this by changing the like-
lihood of the propagation of specific properties, leading to visible changes in the next
iteration. The confirmatory and exploratory analysis are made possible through the same
process.

GA initializes

population user

Stopping criteria
Visualisation
€- - - -change likelyhood of propogation - - interface
Selection : T
remove profiles
Mutation L change profiles
— Crossover add profil

Fig. 1. Interaction between user and GA-model
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4.3 Implementation of GA-Viz

The GA runs on a server using the Genie package for Julia language. The visualization
runs in a browser. This makes the system flexible and modular. The GA and its visualiza-
tion are connected through websockets, which makes the communication between them
near-instantaneous. The GA starts to run, and whenever genetic individuals are created,
mutated or removed, it sends an update to the client browser in the JSON format. The
client browser runs JavaScript, using d3 for its clustering algorithm. Normally, d3 works
with dynamic svg-images. This leads to performance issues when too many objects
are displayed at the same time. Therefore, we used Pixie]S to render our visualization
instead, since it uses WebGL to achieve superior performance. In this way, we were able
to implement all the requirements mentioned in Sect. 4.1, apart from the interaction with
the algorithm. Although the infrastructure and the design are there, implementing the
actual interaction is left for future editions of the tool. This means that the dotted line in
Fig. 1 is still in the implementation phase.

To tailor and test the visualization, we utilized a similar use case and dataset as those
of [2] to visualize the corresponding GA. However, in order to showcase the genericness
of our approach and due to the classified nature of that dataset, we decided to create and
test another use case based on public U.S. census data [26].

4.4 A Hypothetical Use Case

To illustrate our visualization, we present a hypothetical use case. It not only shows
how the system may work in practice, but also illustrates how the visualization satisfies
the requirements in Sect. 4.1. We will refer to these requirements as (req. 1) through
(req. 5). Figure 2 shows a screenshot of the user screen during the search process. In the
use case, a car producer is doing market research for a new series of high-end cars. They
are looking for buyers in a higher income bracket. They set this bracket at an income of
50K $ per year. Using available census data, they want to create interesting profiles of
potential customers so that they can adapt their marketing accordingly.

The visualization shows the progress of the GA through the data, while it ‘searches’
for the best (i.e., the highest scoring) profiles. The GA is optimized to work with profiles
made of demographic data and to find those profiles that fit a large number of high-
income persons. For example, a profile looks like the one shown in Table 1. This profile
could be represented in our visualization as shown in Fig. 2. Since it has a high fitness
there, it is represented by a relatively large circle. The GA uses these profiles as genetic
individuals, tries out new combinations, and strives to generate new profiles with an
increasingly good fit. A fitness function is used to optimize the search process for a
(predefined) ratio of the number of people with an income above or below the SOK $
threshold that a profile represents.

The end user of the profiling system is a marketing expert we will call John. Starting
the GA, it immediately shows ten blue circles of varying sizes. Each circle is also
labeled with a sequential number to ease identification. John hovers over one of the
circles with his mouse, and he is presented with information about the profile that that
circle represents, like its attributes, its fitness and the size of its target class (i.e., the
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Table 1. Profile example (consisting of 5 attributes)

Attribute Value

Wage per hour 10.17-18.82

Age 2:16

Reason for unemployment | New entrant

Education level Associates degree/academic program
Race Black

| sort by average filness v

» education wage_per_hour: 1017:1882
> age age: 2:16
» race education: Associates degree-academic program
» unemp_reason race: Black
¥ sex unemp_reason: New entrant

Male (avg fitness: 0.2) O .

Fitness: 0.7

Female (avg fitness: 0.1) S— Matched individuals: 2
» wage_per_hour
» hisp_origin Adjust likelyhood of propagation:

» country_self

» country_father
» country_mother
» hs_college

» class_worker

» citizenship

» marital_stat

Fig. 2. A screenshot of our application illustrating the use case.

number of people it targets). John is curious about some of the smaller circles, so he
scrolls his mouse wheel and drags the canvas to pan and zoom in on his areas of interest.

The profile updates from the GA are animated, drawing attention to the changes
(req. 4). Whenever a new profile is created, it ‘shoots’ onto the screen. When a profile
mutates, it shakes. When a profile is removed, it fades out. John sees that many of the
uninteresting profiles are being replaced by new ones, but also that some of the profiles
are changing and becoming more interesting and better performing. This shows that the
algorithm is slowly converging (req. 2). John sees that a cluster of profiles is starting
to form, all of which include the attribute sex="female”’. He is interested in this and he
marks them by clicking them. This clicking makes the color of the profile cluster red
so that their progress can easily be tracked (req. 5). After a while, however, he notices
that many of these profiles are being replaced by different profiles that represent highly-
educated white males because they tend to have higher average incomes. Since this is
already an over-saturated market, he adjusts a slider, so that sex="male” is negatively
weighted in next generations (req. 3).
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Gradually different profiles start to emerge and, besides the main clusters, some
small profiles (i.e., targeting few persons) at the edges start to appear and disappear.
These small profiles seem interesting but are not selected for reproduction causing some
areas of the data to be underexplored (req. 2). John clicks one of them and adjusts a
slider that increases their reproduction likelihood (req. 3). Another important aspect of
the visualization is that it keeps an updated list of attributes. This list shows all of the
attributes that are currently involved in at least one of the profiles. It updates whenever
the visualization changes. Included in this list is the total number of the profiles using
each parameter, as well as the average fitness of all of these profiles.

By default, this listis sorted by the average fitness value of the profiles that incorporate
that attribute. This gives an indication about that specific attribute, which is often an
overall good predictor. The list can also be sorted by the number of the profiles that
incorporate that attribute. This gives an indication of how much the currently running
GA is focusing on that attribute (req. 1). This give users an overview of the current state of
the algorithm, and it also allows users to check if the algorithm is missing opportunities.
For example, John notices that the inclusion of attribute ‘education’ produces high fitness,
but when he sorts the list by number of profiles, he sees that the algorithm is not really
focusing on that attribute. He adjusts a slider to include the likelihood of those profiles
to reproduce (req. 3). When a user clicks on the attributes in this list, the profiles that
incorporate that attribute are highlighted and can be tracked throughout the GA search
process. John uses this functionality, and notices that education performs especially well
in conjunction with sex="female”, forming small target groups with a high fitness. He
decides to use this finding as the foundation of his new marketing campaign, using the
generated profiles to further specify some niches.

5 Conclusion and Future Work

In this paper we operationalize a glass box concept for a GA-based profiling tool. To
this end, we exploited the visualization of the search process and strategy of GA to find
profiles. The visualization provides ends user insights and a better understanding of why
and how certain profiles are selected by the GA. These insights help them to interpret
the selected profiles by the GA. Furthermore, end users are given the possibility to steer
the GA into a desired direction.

Experts appeared to be interested in how the application comes up with the profiles
as well as playing with the application to see what the effect is when one starts turning
the knobs. So far, we described the first part of a glass box extension of a GA-based
profiling application. A next step is to implement a more comprehensive interaction
functionality for our GA-based profiling application (i.e., the GA-Viz tool). Once this is
implemented, end user tests can start to determine the efficacy of our approach.

In the current design, we have made all the information available in one coherent
visualization module. This visualization provides an overview of all profiles that are
being explored by the algorithm. Although it provides a lot of information, this could
be improved upon by offering users multiple ‘views’. For example, a view could be
offered that gives more information about a specific profile, or a view that shows more
information about the general progress and history of the current algorithm. These could
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be shown together on a dashboard to increase informativity and clarity, which has been
shown with great success by previous work like [27].

Not only can a visualization make this specific profiling tool much more transparent,

but also, we believe, many profiling algorithms would benefit from being more transpar-
ent. While developing the visualization, we aimed to make it generic enough to be used
not only on GAs as used by [2, 20], but on all profiling algorithms based on supervised
machine learning. Examples include Support Vector Machines, Multiple Regression and
Random Forests. It could even be used to visualize Neural Network-based algorithms,
although additional work would be needed to extract the necessary data.
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Abstract. This article investigates how the rise of Artificial Intelligence (Al) in
organizations may affect managerial skills. We conducted qualitative and semi-
structured interviews of 40 experts around the world who work with Al in a variety
of disciplines and sectors. Using thematic content analysis on the data, we identify
the trends showing how Al may replace, augment, or not affect managerial skills. In
addition, our results highlight the technical and non-technical skills that managers
should develop for successful implementation of Al This study contributes to the
scholarship in its depiction of these trends and in its empirical exploration of the
links between managerial skills and AIl. We also supplement existing taxonomies
of managerial skills, provide future research proposals, and discuss the theoretical
as well as the practical implications of our study.

Keywords: Artificial Intelligence - AI-HRM interface - Managers

1 Introduction

Artificial Intelligence (Al) is ‘a system’s ability to interpret external data correctly, to
learn from such data, and to use those learnings to achieve specific goals and tasks
through flexible adaptation’ [1]. Al technology turns out to be essential for the success
of many organizations [2] and one of the most disruptive technologies of the 21 century
[3]. It has facilitated a fourth industrial revolution [4] and continues to rapidly develop
[5]. Between 1991 and 2015, Al patents increased by 11% each year [6].

As Al is likely to alter the future of work design [7], managerial skills are facing a
possible upheaval by being replaced, extended, and even remodeled. However, theoret-
ical [8] and empirical [9] elements on that matter are still lacking. Although Huang and
Rust [10] have written that the rise of Al in organizations may replace some managerial
skills, their research did not focus on managers. While Huang ez al. [11] have suggested
that ‘managers must adapt the nature of jobs to compensate for the fact that many of
the analytical and thinking tasks are increasingly being performed by AT’, their analy-
sis was performed at the macro-level and based on secondary data. To our knowledge,
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the literature only offers scattered elements about the interplays between Al and skills
with regard to the managerial category. No empirical study has yet been conducted to
specifically assess the impact of Al on managerial skills.

In the next section, we review the academic literature on managerial skills in relation
to AL. We then outline the exploratory and qualitative methodology of our empirical
study. We next present and discuss the results of our study. Before concluding our study,
we suggest paths for future research.

2 Literature Review

2.1 Managerial Skills

Over time, managerial skills have been categorized in multiple ways. Fayol [12] first
classified managerial competencies as related to planning, organizing, commanding,
coordinating, and controlling. Mintzberg [13] later identified managerial skills as inter-
personal, informational, and decisional. In parallel, Katz [14] proposed an alternative set
of three critical managerial skills: technical, human, and conceptual. Similarly, Bhanu-
gopan et al. [15] listed personal attributes, managerial skills, and business skills. Robbins
and Coulter [16] added that due to rapid globalization, competition, and the pace of tech-
nology, managers face other integrative issues, such as managing in a global environment,
diversity, social responsibility, change, and innovation.

2.2 Artificial Intelligence

Farrow [17] has defined Al as ‘a computer science aiming to perform tasks that replicate
human or animal intelligence and behavior’. This technology includes machine learning,
robotics, computer vision, automated reasoning, machine perception, and knowledge
representation [18-20].

2.3 Relationship Between AI and Managerial Skills

As Al changes the nature of work and collaboration [7], it interacts with managerial
skills. Nevertheless, theoretical [8] as well as empirical [9] elements are lacking and
remain dispersed in the literature. In this section, we discuss how Al is likely to overtake
or augment certain managerial skills, and which managerial skills are necessary for
successfully implementing Al

In fact, the current literature anticipates three major kinds of impacts of Al on jobs,
tasks, and skills: the latter can be replaced, augmented, or remain unaffected [17,21, 22].
While this technology could in fact replace some skills and even jobs (often associated
with repetitive and simple tasks), Al would also be capable of augmenting human tasks
that remain too complex to be replaced by a machine. An optimized managerial decision
or specific skill could then be based on an automated Al pre-analysis. This augmented
output would be reached thanks to an optimized collaboration with the machine which
could take the form of a hybridization of managers [23], potentially through symbi-
otic metamorphosis [24]. Finally, some skills might neither be replaced nor augmented
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because of their extreme complexity or their strong human nature: like emotional intel-
ligence, for instance (Mattingly and Kraiger, 2019). Those very skills would therefore
remain unaffected by Al, at least in the form in which this technology exists today.

The literature also suggests that introduction of Al into organizations triggers the need
for specific, or even new, managerial skills. Emergent Al is already able to automatically
generate initial production system configurations [25] and to optimize production [26].
If Al can make predictions in an abundant and inexpensive way, then managers need to
decide how to best implement such predictions, which will involve using their judgment.
This judgment comes from knowledge of organizational history [27], a dimension that
Al usually fails to consider and which should be monitored by humans. So far, Al
looks unable to show advanced ethical judgment, emotional intelligence, artistic taste,
or ability to define tasks well [28].

3 Empirical Study

3.1 Data Collection

Qualitative Research Design and Semi-structured Interviews. We follow Yin’s [29]
argument that the ‘how’ questions should be addressed through qualitative research meth-
ods. Particularly, this study uses grounded theory—specifically Interpretive Grounded
Theory (IGT)—because it allows new theory creation [30] about new phenomena, which
can explain in conceptual terms what is actually going on in the field [31]. IGT served our
needs because we were engaged in interpreting the data and extracting information from
the literature before and during the data analysis. Secondly, this approach is consistent
with the methodology used, as open-coding, axial-coding, and dimensions creation go
hand-by-hand with IGT. Thirdly, the ultimate goal of theory development is in line with
IGT.

Therefore, our study design draws upon semi-structured interviews with experts who
work on Al in a variety of sectors and countries. Semi-structured interviews are the most
commonly used designs in qualitative research [32]. As Bell et al. [32] recommended,
we used an interview guide. Qualitative interviews focus on the interviewee’s point of
view rather than on the researcher’s concerns, with the objective of obtaining rich and
detailed answers. This approach sometimes requires flexibility in ordering questions and
even openness to adding new questions based on respondents’ replies [32]. Interviewing
respondents is a structured and common way to collect data on respondents’ experiences
and perspectives [33, 34].

Data were collected in the summer of 2019, after and during a time of rapid Al devel-
opment [35]. Two researchers from our team led face-to-face interviews in English. Each
interview lasted approximately an hour and was audio-recorded (with the permission of
the participants), and then transcribed. To increase the credibility of our qualitative
research, a validation process was conducted by sending a summary of the findings to
each participant to seek corroboration of interpretations of the interview responses [32].
We sent summaries, rather than entire scientific documents, to avoid difficulties in terms
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of participants understanding theories, concepts, and contextual issues [36]. To guaran-
tee dependability (reliability), we kept complete records of all phases in the research
process, including the participant selection, fieldwork notes, interview transcripts, and
data analysis, in case further verification and justification were needed [32].

Sampling

The sampling of a variety of management levels, sectors, and countries should increase
the transferability and dependability of our results [37]. In sum, our sample includes 40
participants from 30 companies and seven industries (research, consulting, automotive,
education, aerospace, energy, and utilities). The sample is composed of 22.5% women
and 77.5% men, which is representative of the current population of Al specialists in
terms of gender!. The average age is 42 years, with four years of job tenure. External
reliability is difficult to acquire in qualitative research (LeCompte & Goetz, 1982), but
we attempted to increase external reliability and external validity by using a variety of
management levels, sectors, and countries.

Data Analysis

We used the NVivo 12 software, a common tool in business research [32], which allows
thematic content analysis of a full transcript of interviews, as recommended by Roulston
[38]. This method of analysis is the most common in organizations and best suited to
these kind of data [39]. To improve internal reliability, each researcher simultaneously
interpreted and analyzed the data before proceeding to comparison [32].

4 Results and Discussion

Our study aimed to answer calls from scholars regarding further investigation of the links
between Al and skills [8, 40—42] with empirical elements [9] and regarding the future of
work [7]. Fig. 1 summarizes our findings. The collected data has allowed us to identify the
most plausible upcoming trends about the interplays between Al and managerial skills.
Two major trends (in grey in Fig. 1) have indeed been shared and expressed by most of
our respondents and are likely to significantly impact organizations: First, Al is likely to
augment most managerial skills; Second, technical and non-technical managerial skills
will probably have to be developed in order to optimize the use of Al in organizations.
Our results first show which managerial skills are likely to be replaced, augmented,
or remain unaffected, confirming the relevance of those categories when it comes to
qualify the effects of Al on jobs, tasks, and skills [17, 21, 22]. In a recent article, Raisch
and Krakowski [43] argue for a change of perspective on these categories as, in the
management domain, augmentation cannot be neatly separated from automation.

1 https://reports.weforum.org/global-gender-gap-report-2018/assessing-gender-gaps-in-artifi
cial-intelligence/.
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Fig. 1. Minor and major trends about the relationships between Artificial Intelligence (Al) and
managerial skills

4.1 Minor Trends About the Relationships Between AI and Managerial Skills

As highlighted in Fig. 1, two minor trends first appear in our results: only a few managerial
skills are likely to be (1) fully replaced or (2) unaffected by Al

Managerial Skills Likely to be Replaced by AL. Because managerial jobs are com-
plex, involving analysis, solving advanced operational problems, and human relations,
the sampled experts confirm that few managerial skills are eligible for wholesale replace-
ment by Al [11]. Our respondents recall that Al has already replaced managers for
information provision and simple decision making [44]. This finding is consistent with
the work of Lichtenthaler [45], who has categorized automation jobs involving limited
complexity as a ‘substitute’ matrix that replaces human work with increased efficiency.
Therefore, Al may increase managers’ opportunities to focus on work requiring their
core competencies in order to better participate in value creation [25], even though our
respondents add that some specific managerial skills will then be needed for successful
Alimplementation (see Managerial skills that optimize the use of Al in section 0, below).

Managerial Skills Unlikely to be Replaced by AL Ourrespondents add that Al might
never replace advanced managerial skills such as imagination and leadership. Imagina-
tion, including such tasks as thinking of questions to ask and imagining something that
does not yet exist, may indeed not be replicable by AI [46]. Agrawal et al. [28] have also
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noted that Al is not creative enough to find new opportunities by itself. In that sense, we
can confirm that storytelling and motivational speeches are unlikely to be duplicated by
Al [45, 47]. The interviewed experts also indicate that Al may be unable to lead because
of the inherent difficulty it has to generate ideas ex nihilo and dealing with employees’
trust or emotions [48]. Leading should remain a core managerial and human competency
unaffected by Al, consistent with previous findings [28, 49].

4.2 Major Trends About the Relationships Between AI and Managerial Skills

In contrast, our respondents indicate two major trends about the relationships between
Al and managerial skills: (1) a majority of managerial skills are likely to be augmented
by AI while (2) specific, and maybe new, managerial skills may be needed to optimize
the use of Al in companies.

Managerial Skills Likely to be Augmented by AI. Our respondents agree that man-
agerial skills to be augmented by Al actually cover a large spectrum from planning,
organizing, and controlling [12, 16], to self-insight roles like self-management and self-
development [50] and through creativity. Another example yielded by our data is that Al
could produce abundant and inexpensive predictions to enable managers to better know
their jobs and business, which completes the work by Agrawal et al. [28]. Our results
additionally suggest that prediction can help for the identification of talents [51]. Even
if our data confirm that Al may not conduct a full recruitment process autonomously,
they suggest that its applications for hiring and selecting can be useful, even though the
literature recalls that contextual factors should be carefully considered [52]. Our respon-
dents confirm how Al can continue to augment managers for time, project management,
and even stress management (i.e., Egger & Kleiner, 1992; Javanmardi et al., 2014). The
technology can indeed process information (Brynjolfsson et al., 2018) that provides
managers with more control, therefore reducing stress (Lambert et al., 2003) in adverse
situations. Al may also augment managerial skills for communication through enhanced
(1) relationships, as already suggested by Sumi and Nishida [53], with the provision
of valuable background information about individuals, and (2) translation. Due to rapid
globalization, managers face integrative issues such as managing multilingual and mul-
ticultural teams [16] which might provoke communication issues caused by language
differences where Al could be particularly helpful.

Our results provide specific clues about how managerial practices are likely to be
enhanced by Al in the coming years [54]. The anticipated augmentation of most manage-
rial skills is a significant contribution to the AI-HRM literature, which must anticipate
how the interplay between Al and humans should be framed and supervised. This obser-
vation supports the hypothesis that managers may have to radically adapt to AI [55] and
strive towards hybridization [23], possibly through symbiotic metamorphosis [24].

Managerial Skills that Optimize the use of AI. A second major trend highlighted in
our data suggests that managerial skills may need to be developed to optimize the imple-
mentation and use of Al These skills should be technical as well as non-technical. If
the literature has previously investigated the topic from a macro point of view [11], our
results provide specific elements about the managerial occupations.
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Our data suggest that managers should at first acquire technical skills like basic Al
knowledge as well as the ability to define when and how Al could be helpful for their
activity. Our results confirm that managers play a key role in identifying the rationale
for using Al [56], analyzing business cases [57], weighing costs and benefits as well as
spotting any misleading conclusions that could be produced by Al applications [58].

Moreover, managers are invited to own non-technical managerial skills in order
to optimize Al implementation. According to our respondents, a good Al prediction
remains subject to a good managerial judgment. This finding is consistent with the
literature stating that Al usually lacks good judgment [28] and that managerial training
may shift from focusing on prediction-related skills to judgment-related skills [59]. Thus,
final decisions related to critical and ethical issues are unlikely to be replaced and should
be handled by humans. We confirm that future managerial skills are likely to be about
determining how to best apply Al to making predictions and what should be predicted
[28]. Our respondents also reiterate the necessity for managers to maintain a clear sense
of ethics to prevent Al bias and misuse [60, 61].

Additionally, our results suggest that managers need to be open-minded and keener on
taking risks: although Al remains costly, this technology does not always yield immediate
results as it often requires learning and adjustment. Building and maintaining trust with
a risky tool therefore seems to be a priority [62]. Therefore, our results confirm that
organizational change management skills could facilitate commitment to Al [63] and
reduce resistance to new technologies [64]. These non-technical skills are important
skills, as Al may be seen as a threat to some occupations and can trigger significant fears
[65] as well as unrealistic expectations [66].

Our results corroborate that managers must develop the necessary skills to define
new job descriptions and organizational structures required by Al [67]. This technology
will probably produce a stronger multidisciplinary collaboration. Our experts agree that
clear role descriptions and task separation may be needed in order to grant an effective
AI-HRM interface as humans team up with machines [68]. Our respondents also confirm
that Al may radically change power relationships [23, 69]. In fact, knowing that technical
changes are occurring at a fast pace [69], our respondents confirm that the development
of organizational learning appears to be a prerequisite for a successful Al implementation
[70].

Overall, our respondents verify that the success of Al requires preliminary social-
ization [24]. Thus, our results suggest that managers may be in charge of dealing with
Al-induced changes, including power reconfigurations [69]. From that perspective, non-
technical skills such as organizational change management and multidisciplinary col-
laboration appear necessary to cope with Al implementation. Our research therefore
confirms that companies adopting Al should further consider the relational and struc-
tural complexities associated with the implementation of such advanced technology
[24].

Our results confirm that with the advent of Al, managers ‘will need to be more
skilled than ever before’ [54]. Our study even implies that the existing taxonomies of
managerial skills (e.g., Gentry et al., 2008) should be updated and re-prioritized so that
an effective AI-HRM interface can be set up [71]. Our results show that Al might increase
managers’ opportunities to focus on work requiring their core competencies in order to
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better participate to value creation [25]. They also warn that the right conditions must
be met (i.e., managers having the appropriate skills to implement Al). For example, they
recall that human decision making based on Al will likely require managers to acquire
new skills, as the literature has already claimed about other occupations [72].

5 Conclusion

Our results reveal major and minor trends about the managerial skills that are likely to be
replaced, augmented, or unaffected by Al and how such changes might occur. Further,
our data evince specific technical and non-technical skills that managers are expected to
develop to successfully accommodate the growing presence of Al

5.1 Limitations

A major limitation of our study is the heterogeneity of our sample in terms of selected
locations, occupations, and sectors. Because access to Al experts was challenging, we
thought it was more important to produce rich accounts of experts’ experiences, a tech-
nique known as ‘thick description’ [73], thereby providing other researchers with a useful
database for assessing the possible transferability of findings to other contexts [74]. The
diversity of our respondents finally turns out to be an interesting way to undertake a
comprehensive exploration of a globally rising phenomenon like the introduction of Al
into corporations and its impacts on managerial skills at the AI-HRM interface [75].
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Abstract. The evolution of digital technologies is by its very nature, disruptive,
compelling organisations to reconsider the relationships among employees, cus-
tomers, and suppliers. In addition, organisations must carefully consider their
strategies to fully exploit the digital revolution’s benefits as these technologies
are diffused across organisations at an accelerated pace. Organisational strategies
related to technological advancement such as cyber-physical systems, artificial
intelligence, and new forms of human-machine interaction, must therefore address
economic benefit for the organisation, while minimising job dislocation, prevent-
ing digital exclusion, and reducing risk of marginalisation. In order to devise a
comprehensive approach, the aim of this study is to suggest a model, The Diffusion
of Innovation (DOI) Experience, which organisations may reference to encourage
and facilitate the adoption of, and adaption to, technology by employees within
organisations. Such a model is relevant in the context of facing organisational
transformation as it focuses on the individual employee experience and reaction
to change, specifically within the context of adopting a new technology. By apply-
ing the DOI Experience Model, organisations can improve their change manage-
ment practices with regard to technological change, and subsequently increase the
success rate of technology adoption within the organisation.

Keywords: Diffusion of innovation - Technology adoption - Technology
adaption

1 Introduction

Over the past two centuries, technological growth has been categorized into four peri-
ods, known as industrial revolutions. Each industrial revolution not only significantly
improved the technology of its time, but greatly improved on the technology of the
preceding revolution [1]. This trend of continuous increase in technological improve-
ments witnessed through each industrial evolution can be explained by Moore’s law, a
forecasting model that suggests technology grows exponentially [2].

The current (fourth) industrial revolution has seen unprecedented levels of techno-
logical advancements, introducing rapid and abrupt changes that disrupt the status-quo
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across all industries [3, 4]. Consequently, organisations are forced to implement digi-
tal transformation strategies, and in some cases, change their entire business model to
ensure that they stay competitive and survive in the long term [5, 6].

Considering that disruption concerns technological advancement, and its impact on
an organisation’s business model, the frequency and timing of technology adoption is
crucial [6]. By keeping Moore’s law in mind, it can be assumed that the severity and
frequency of disruption will only increase over time, meaning that organisations will
need to continually adopt new technologies to succeed [2, 7].

Timely technological adoption could therefore be considered a key element of organ-
isational success [6], and can be viewed from both an organisational and individual per-
spective. This means that while an organisation makes the initial strategic decision to
adopt a technology, it is up to the individuals within the organisation to actually adopt
to and use the technology. Ultimately, without individual acceptance, the adoption of
any new technology introduced from an organisational perspective will most likely not
succeed [8].

This paper proposes a model that organisations can use to encourage and facilitate the
adoption of technology by individuals within their organisation. The suggested model
will focus on the individual experience or reaction to change, specifically within the
context of adopting a new technology.

The remainder of the paper is structured as follows: in Sect. 2 we provide the back-
ground to the study and the approach to the study is discussed in Sect. 3. In Sect. 4, an
overview of the data analysed is presented, and Sect. 5 details the proposed model. We
conclude in Sect. 6.

2 Background

Research over the last decade scrutinised the wide array of factors that influence organi-
sations and their performance [9]. Although these studies are thorough on the effects on
the economy, the change caused by technology must be considered [10]. According to
Li et al. [25], the view from top management related to changes such as digital transfor-
mation, is key to an organisation adopting new technologies [25]. This adoption needs
to begin internally by establishing a culture of responsiveness that must be understood
and applied both internally and externally [12, 13].

In the following sections diffusion of innovation and the human factor in adopting
and adapting to new technologies will be discussed.

2.1 Diffusion of Innovation Theory

Diffusion of innovation theory by Rogers [14], in summary, suggests that individuals
within a social system (such as an organisation) will adopt technology at a different
rate, depending on how innovative they are. The innovativeness of an individual refers
to how early they will adopt a new technology or idea, in comparison to the average
member within a social system. Within this framework, individuals fall into one of five
adopter categories, namely: innovators, early adopters, early majority, late majority, and
laggards [14]. Each adopter category compromises of individuals with similar levels of
innovativeness, as described in Table 1 below.
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Table 1. Adopter categories [14]

Category Description

Innovators Innovators are very eager to try new ideas, technologies, or innovations and
desires or invites risk. Innovators are not always as integrated into, or
respected by other members of the social system

Early adopters | Early adopters are respected by members in their social system, has the
highest degree of opinion leadership. The individuals in the early majority, late
majority, and laggard groups will often check whether these individuals have
adopted before trying or using a new technology or idea

Early majority | Adopts just before the average member of a social system. Does not want to
lead adoption, but are willing to adopt once necessary and others have started
to do so

Late majority | Very sceptical of new innovations and will only adopt once most of their peers
have done so

Laggards Laggards do not want to adopt any new innovation and are content with the
past and current way of doing things. They are the last to adopt, and will often
not adopt, or only adopt when it is too late

The bell curve in Fig. 1 below illustrates the distribution of each category within a
social system [14]. Considering the innovativeness of individuals within each adopter
category, there is a clear distinction between the first and second half of individuals. The
first half will adopt a new technology eagerly or after some persuasion, while the second
half will resist change and adoption to varying degrees.

34% 34%

EARLY LATE
MAJORITY MAJORITY

2.5%

INNOVATORS
_—

LAGGARDS

ADOPTERS

Fig. 1. Technology adoption curve [14]

This, unfortunately, illustrates that even though the introduction of a new idea, inno-
vation or technology may have obvious advantages, achieving adoption by most of the
individuals within a social system is often extremely challenging [14].
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2.2 Accounting for the Human Factor

While Diffusion of Innovation Theory (Sect. 2.1) is successful at categorising individ-
uals into adopter categories, it is important to account for the individual perspective of
technology adoption within a social system as well, as their adoption is a significant
element of success [8].

Within the context of an organisation as a social system, technology adoption will
often be seen as a change management process, in which the organisation will attempt
to guide individuals through change.

Two popular models organisations utilise to facilitate change, Kotter’s Eight Step
Change Model [15] and Lewin’s Three Step Model [16], emphasises transformation and
aims to encourage change, but ultimately does not account for the individual experience
of the change or transformation process. To account for how individuals experience
change on a personal level, one can look at models or theories that explain how individuals
experience change, loss, or grief. These models or theories contain stages or phases that
differ significantly from transition or change management models used by organisations.

Models or theories with similar phases are Kubler-Ross (1967) [16—18], Fink (1967)
[16], Grant (1996) [16], Reynolds (1994) [16], Bupp (1996) [16] and Perlman and Takacs
(1990) [16]. For the purpose of this paper, the five phases of the Kubler-Ross Grief Cycle
will be used. It documents the phases through which individuals pass when dealing with
loss or grief, such as facing their own death due to the diagnosis of a terminal illness,
or the death of a loved one. The model describes 5 phases, which ultimately lead to the

Table 2. The stages of Grief — Kubler-Ross grief cycle [18]

Phase Description

Denial The person experiencing the loss of a loved one is in shock and disbelief, and
cannot believe or fathom that the person he or she has lost is truly gone, and that
they will never “walk through the door” again

Anger Anger is not necessarily logical. It manifests in different ways, such as being
angry at the person for leaving them, anger at yourself for not doing something
to stop it from happening, or anger at a third party. Anger is usually the front line
of feelings such as sadness, loneliness or hurt and is the first stage of the healing
process

Bargaining | Before a loss, such as the diagnosis of a terminal illness of a loved one, the
person would “bargain” that they would do anything if their loved one would be
spared, for instance “I will never be angry at my father again if he lives”. After a
loss, the person gets lost in past through guilt and “if only” or “what if”
statements, trying to bargain the pain away and yearning for the past

Depression | The depression stage sets in when the person moves from the past to the present.
In this stage, grief hits harder than the person could ever have imagined. They
withdraw from life, and get lost in a vacuum of grief and sadness

Acceptance | Acceptance does not mean that everything is better or “okay”. It means that the
person has recognised and accepted the new reality, and can slowly start moving
on from grief, trying to have more good days than bad days
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acceptance of the loss or change [17]. Table 2 briefly describes each phase in the context
of a person losing a loved one.

Although the death of an individual or their loved ones may seem like an extreme
comparison to an individual’s experience of adopting a new technology, the cycle of
dealing with change and loss is appropriate when considering the adopter categories at
Sect. 2.1.

For example, when adopting to technological change in an organisation, an individual
that falls into the Late Majority or Laggard groups could experience various forms of
loss or grief, such as: increased uncertainty and anxiety, the loss of normality, the loss
of comfort and possible humiliation in front of their peers. In contrast, individuals that
fall in the Innovator or Early Adopter categories will have a positive experience to
technological change, and will eagerly adopt any new technology [14].

3 Research Approach

The aim of this paper is to present a model that organisations can use to encourage and
facilitate the adoption of technology by individuals within their organisation. In order
to achieve this outcome, we followed a design science approach where the aim of the
research output is on utility [19]. The implementation of this utility, as an outcome of
the design science process, must be defined clearly [20, 21], and its application may be
refined through utility evaluation [11, 22].

The integrated model, the utility, in Sect. 4, titled “The DOI Experience Model”,
will be synthesized mainly from the two theories which have been discussed in this
paper. Firstly, the phases of the Kubler-Ross Grief Cycle (Sect. 2.2) will be adapted
slightly to fit the narrative of individuals who are experiencing change due to technology
adoption within an organisation. Secondly, the adopter categories, as per the Diffusion
of Innovation Model (Sect. 2.1), will be used to identify facilitators and inhibitors to
the adoption of technology, with the support of Chasm Theory (Sect. 4.2). Lastly, an
integrated model will be presented (Sect. 4.3), with an application guide (Sect. 5) that
can be used by organisations to apply the model in conjunction with their chosen change
management models or processes. The application of the model will assist organisations
to improve their change management practices with regard to technological change,
ensuring that organisations may leverage and benefit from adoption of and adaption to
digital technologies.

4 Integrated Model - The DOI Experience

The DOI Experience Model, when used in conjunction with other change management
tools and processes, will ensure that individuals within an organisation are comfortable
and eager to use the new technology before it is officially implemented, and ready to
switch once the new technology when it replaces the previous.
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4.1 The Five Stages of Technological Adoption Cycle

By using an adapted version of the Kubler-Ross Grief Cycle (Sect. 2.2) to recognise
individual experiences, organisations can address how different groups of individuals
process technological adoption within the organisation [14, 16]. In the first step of the
utility design process, the original five phases were adapted to present five suggested
stages that describes an individual’s experience when adopting a new technology, and
whether their reaction to change is positive or negative. The five stages are illustrated in
Fig. 2.

Adoption

Positive

Reaction to Change

Negative

Acquiesce

Fig. 2. Individual technology adoption cycle (Adapted from [16])

The first phase, Refusal, refers to when an individual outright refuses to adopt any
new technologies or innovations — in this phase, they are still positive about the change,
because in many cases they believe it will not happen if they refuse, similar to denial in
Sect. 2.2. In the next phase, Anger/Bargaining, the individual realises that that change
is inevitable, but will still resist through demonstrating anger and/or trying to negotiate
their way out of the adopting; as they move through this phase, their reaction to change
becomes increasingly negative. In third phase, Acquiesce, the individual stops resisting
and reluctantly accepts that adoption will ultimately be necessary, but does not necessar-
ily approve. In this phase, the reaction to change is at its lowest point, as the individual
feels forced into changing. During the Exploration phase, having accepted that they
will need to adopt a new technology, individuals start exploring the new technology for
themselves. As they see the potential benefits of the new technology, their reaction to the
change gradually increases. Finally, Adoption means that the individual is comfortable
to use the new technology through exploration, feels positive about the change, and will
willingly adopt the new technology once it replaces the current one.

4.2 Facilitators and Inhibitors

The second step of the utility design process, examined the scope and impact of indi-
viduals on a change. When examining each category of Diffusion of Innovation Theory
(Sect. 2.1), it can be seen that individuals within those categories are either a facilitator
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or inhibitor to change. Innovators and Early Adopters (Sect. 2.1), from here on referred
to simply as Early Adopters, will be a facilitator to technological adoption, and will
speed up the change process for an organisation by eagerly adopting new technologies.
Considering their positivity towards, and eagerness to adopt new technologies, they
will not experience the Individual Technology Adoption Cycle as illustrated in Fig. 2.
These individuals should be seen as change champions, and be utilised by the organi-
sation within their larger change management process; for example, if the organisation
is applying Kotter’s Eight Step Change Model (Sect. 2.2) they should form part of the
minimum mass of change coalition [15].

Mainstream Adopters, which include the Early Majority, Late Majority and Laggards
categories (Sect. 2.1), will not experience adoption in the same way. The individuals in
each of these categories will initially be an inhibitor to change, and go through the Individ-
ual Technology Adoption Cycle, starting with Refusal, and ending with Adoption. From
a change management perspective, it is important to consider that each category within
the mainstream adopters group will go through the Individual Technology Adoption
Cycle (Fig. 2) at a different pace. For example, the Early Majority should theoretically
move from Refusal to Adoption in much shorter timeframe than Laggards, as depicted
in Fig. 3 below.

Adoption i
Adoption .
- Adoption Adoption
2 Early Majority Chasm
% Adoption
= Chasm Adoption

Late Majority Chasm

Mainstream Adopters

Laggards

Fig. 3. Mainstream adopters change timeline (Adapted from [14, 23])

Adoption Chasm. Once an individual in the mainstream group reaches the adoption
stage, they become a facilitator to change. This shift is described as an adoption chasm,
which is indicated by the red circle on each line in Fig. 3 above. The principle of this shift
is based on Chasm Theory, which describes the pivotal point when adoption of a new
innovation crosses from the early market to the mainstream market; “crossing the chasm”
is generally regarded as an indicator of market adoption and success [23]. In the context
of this model, the pivotal point refers to when an individual, and ultimately adopter
category, moves from Exploration to Acceptance (Fig. 2), adopts the new technology
within the organisation, and finally becomes a facilitator to change.

4.3 Integrated Model

Figure 4 below presents the design utility, an integrated model, that was synthesised
from the theories and principles discussed throughout the paper, more specifically Fig. 2
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and Fig. 3. It presents an overall model to illustrate how various types of individu-
als experience change on a personal level, due to technological adoption within an
organisation.

The DOI Experience

Positive

Reaction to Technology Adoption

Adoption

Facilitators

Adoption
Chasm:

Inhibitors to

Facilitators Gap

Mainstream Adopters

Inhibitors

Acquiesce

Negative

Focussed on the Past Future Focussed

Fig. 4. Integrated model: the DOI experience

The vertical arrow on the y-axis refers to how the individual reacts to the change
(shifting between positive and negative) as they progress through the Individual Tech-
nology Adoption Cycle (Fig. 2). The Individual Technology Adoption Cycle is depicted
by the arrow spanning from Refusal to Adoption on the x-axis, Time.

Early Adopters (Innovators and Early Adopters from Sect. 2.1), shown on the top
right of the model, are facilitators from inception, as they are change champions that do
not go through the entire technological adoption process. Mainstream adopters, regard-
less of adopter category (Sect. 2.1), all start as inhibitors at the refusal dot, and then
move though the Individual Technology Adoption Cycle (Fig. 2), albeit at different
paces (Fig. 3); as they progress through the cycle, their reaction will turn more posi-
tive, and their perspective will shift from past to future focussed. Finally, when each
mainstream adopter moves through the adoption chasm from exploration to adoption,
they become facilitators that can be leveraged by the organisation to implement the new
technology, and speed up the adoption process.

5 Model Application Guide

The final step of the design process guides the implementation guide of the utility.
When applying the proposed model in a real-world setting, it is important to note that
it should not be used in isolation. The aim of this model is to work in conjunction with
change management principles, models and/or processes, and increase the efficiency by
taking individual experience into account. Secondly, although individuals (in this context
employees) need to be assigned adopter categories, it is important to do this without
assigning labels to individuals, as this could result in conflict and reduce transparency,



326 G. du Plessis and H. Smuts

which ultimately impedes change and adoption. The suggested application phases below
will ensure that individuals do not feel labelled, while utilising the knowledge of each
adopter category to improve change management processes.

To effectively use this model, the organisation will need to track individual usage of
the new technology to some degree, and be willing and able to do a phased or parallel
transition from the old to the new technology. This means that before an organisation
fully implements the new technology, they need to successfully onboard individuals on
the new technology through a testing phase where they are allowed to learn and adopt
the technology before official implementation.

5.1 Phase 1: Discovering Early Adopters

Depending on the size of the organisation, Early Adopters (which include Innovators
and Early Adopters discussed at Sect. 2.1) can be identified in different ways. Smaller
organisations can have managers identify these individuals, since they would know their
workforce more intimately. In larger organisations, Early Adopters can be identified by
sending out a survey with relevant questions with regard to technology adoption, and the
possibility of changes to systems and processes and the individual’s reaction towards it.

Once Early Adopters have been identified, they should be given first access to the new
technology, system, or innovation, with the purpose of testing and providing feedback
based on their experience. Based on the feedback received, the organisation could make
changes to improve the user experience. Although these individuals could be incentivised
for their feedback at this phase, depending on the change, it may not always be necessary
as they would often be eager and excited to try something new. Once feedback from this
group has been incorporated, the other three groups should be given access to the new
technology to start the DOI Experience process. The ultimate goal of Phase 1 is to attain
buy-in from Early Adopters, as the majority of the group is respected in the organisation
(social system), and their acceptance will steer the next group, the Early Majority, to try
the new technology and initiate their path through the DOI Experience.

5.2 Phase 2: Converting Mainstream Adopters

Once the buy-in of Early Adopters has been secured, mainstream adopters should be
notified of the adoption of the new technology. As illustrated in Fig. 3, the three groups
of mainstream adopters will progress through the DOI Experience model at a different
pace, the process of which is shortly described below. It is critical to note that change
management actions will be necessary to enable the progression of Mainstream Adopters
through the DOI Experience.

Winning Over the Early Majority. Once individuals that fall in this group are notified
that a new technology needs to be adopted in the near future, they will start their progress
through the DOI Experience, starting with Refusal, followed by Anger/Bargaining. How-
ever, considering the profile of the Early Majority (Sect. 2.1), it can be assumed that they
will quickly reach the Acquiesce stage and move on to Exploration, simply because
the Early Adopters have “approved” the new technology. Once they have started the
Exploration stage, individuals in this group will cross the Adoption Chasm and reach
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the Adoption stage. According to diffusion of innovation theory (Sect. 2.1), once this
group has reached the Adoption stage, roughly 50% of the individuals within the organ-
isation will have adopted the new technology, and be ready to use the new technology
once it is implemented.

Supporting the Late Majority. The Late Majority group will start their path through
the DOI Experience at the same time as the Early Majority, however, they will take
much longer to reach the Adoption stage, and require more support and convincing than
previous groups. As discussed in Sect. 2.1, the Late Majority will only adopt once most
of their peers have done so, and once it is absolutely necessary. These individuals could
remain in the Refusal and Anger/Bargaining stages for an extended time, and will need
extra support, whether through training or other incentives or actions that usually form
part of change management procedures to guide them through the DOI Experience. As
an increasing number of individuals within the organisation reach the Adoption stage
(Early Majority individuals), the increased pressure of peers adopting over time, along
with the provided support, will initiate the shift to Acquiesce, Exploration and ultimately
Adoption of the Late Majority.

Pressuring Laggards. Once the Early Adopters, the Early Majority and the Late Major-
ity have successfully moved to the Adoption stage, roughly 84% of the individuals within
the organisation will be ready to use the new technology. As the last 16% to accept change
and adopt, Laggards will need convincing and pressure applied to them to move from
Refusal or Anger/Bargaining to Acquiesce, meaning they have accepted that change will
happen. Once the Acquiesce stage has been reached by a Laggard, meticulous support
should be given to ensure that they successfully move through the Exploration stage and
reach Adoption. As this last group moves through the DOI Experience, the most stubborn
individuals may not reach the Acquiesce stage in time, and the new technology could
be implemented before they have reached the Adoption stage. In this scenario, to ensure
successful implementation, it might be necessary to provide them with an ultimatum,
such is “fit it or be replaced”.

6 Conclusion

The evolution of digital technologies compels organisations to consider the impact of
technological change on employees, customers, and suppliers. Furthermore, organisa-
tions must also contemplate the pace at which these technologies are diffused across
organisations in order to fully exploit the digital benefits. Employees are at the centre
of organisational actions as they apply these digital benefits and in order to support
organisations with a comprehensive approach, we presented the DOI Experience Model
developed through a design science research process. Organisations may reference the
DOI Experience Model to encourage and facilitate the adoption of, and adaption to,
technology by the organisation’s employees. By applying the DOI Experience Model,
organisations can improve their change management practices with regard to technologi-
cal change, and subsequently increase the success rate of technology adoption within the
organisation, ultimately preparing the organisation to benefit from their chosen digital
technology implementations.
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6.1 Limitations

As discussed in Sect. 5, the paper suggests a theoretical model to improve change man-
agement activities within an organisation’s holistic change management approach, and
should not be used in isolation. It has thus not been validated in a practical environment
or application, and it is uncertain how it would align with holistic change management
models such as Kotter’s Eight Step Change Model [15] or Lewin’s Three Step Model
[16].

6.2 Future Research

Although the “DOI Experience Model” presented in this paper is derived from grounded
theoretical perspectives, it needs to be applied in practical scenarios in order to test its
validity. Future studies should consider implementing this model as part of a technologi-
cal adoption change management process, and apply findings from real world application
to validate, improve and/or alter the model. Considering the rapid pace of technology
adoption within the digital sector, specifically within digital native enterprises [24],
future research that focuses on organisations within the digital sector will scrutinise
the validity and practicality of this model at the highest level, as change and adoption
will happen quickly and continuously. In addition, design principles applied during the
design of this utility, may be extracted, further enhancing potential contributions from
this research scope of work.
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Abstract. In this paper, we argue that the existing research looking at digital-
ization (DT) and sustainable development (SD) in Business Management and
Information Systems takes a dualist view, where digitalization and sustainable
development is studied independently. Such a dualistic approach has limitations
because these two areas are interconnected and mutually influence each other.
Hence, we need to take a non-dualistic view to better understand these two phe-
nomena. By conducting a selective literature review, we describe how digital-
ization and sustainable development concepts are used; and revealed how these
two areas are linked in the current literatures. Finally, based on our analysis, we
propose four research agendas: first, need for a paradigm shift (ontology, episte-
mology, axiology, methodology, and domain), second, conceptual clarity in terms
of digitalization and sustainable development; third, theories to link DT and SD;
and fourth, the role of social enterprises in linking DT and SD.

Keywords: Digitalization (DT) - Sustainable Development (SD) -
Sustainability - Ethics - Research agenda

1 Introduction

Digitalization (DT) and Sustainable Development (SD) are the two most sought-after
research areas these days. Digitalization is the introduction of technology in a funda-
mental way in order to upgrade the performance or expand the reach of enterprises [1].
It is a process that improves an entity by triggering significant changes in its processes
and properties through combination of information, computing, communication, and
connectivity technologies [2]. The use of digital technologies enables major business
improvements in the enterprises such as enhancing customer experience, improving
operational efficiencies, or creating new business models [3]. Digitalization as infor-
mation technology (IT) comes in several forms starting from infrastructural IT such
as servers, networks, laptops, and smart devices, transactional IT for example business
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process automation, informational IT to improve management through decision sup-
port system, planning, sales and forecasts, and strategic IT for the development of new
products and services [4].

The concept of sustainability was raised after the establishment of the Brundtland
commission - chaired by Norwegian Prime Minister Gro Harlem Brundtland. It broadly
defines sustainable development as the “ability to make development sustainable — to
ensure that it meets the needs of the present without compromising the ability of future
generations to meet their needs.” This idea of sustainable development has been used in
researches (e.g. Chichilnisky [5]). The definition has evolved over time to include three
dimensions of sustainable development: economic development, social inclusion, and
environmental sustainability [6]. To operationalize the concept of sustainable develop-
ment, a set of 17 sustainable development goals (SDG) was promulgated by the United
Nations General Assembly in 2015'. Later, it was adopted by all UN member states.
The SDGs provide a global framework for cooperation to address these three dimensions
within an ethical framework.

From a digitalization perspective, the main focus so far is on environmental sustain-
ability at three different levels; production, consumption, and disposal of IT devices [7].
However, digitalization can create the possibility to contribute to the overall SDG [8]. For
example, digitalization generates enormous data, and collection, extraction, and analysis
of such data can be critical to SDG. There is a need for an information system to inte-
grate the data collected from various source and involve multiple parties to interoperate
and collaborate [9]. The process of digitalization, therefore, does not seem straightfor-
ward. On the other hand, from sustainable development perspective, the development
issues are complex, interrelated, and interdependent [6]. Therefore, it is not enough to
relate the research outcome to seventeen SDGs, rather, it needs systemic solutions [10,
11]. If we compare two concepts; digitalization and sustainable development, one looks
into connectivity and automatization of the organizational process [2], the other looks
into the coexistence of economic, social, and environmental spheres [11]. The former
focuses on efficiency and competitive advantage; the latter focuses on economic value
embedded in social, and environmental values. However, the dualistic perspective of
analyzing these two phenomena in isolation might not show the complete picture. These
two phenomena are intertwined, entangled, and interdependent [10], which may lead to
contradictory goals if we take a dualistic approach. Digitalization sometimes may not go
according to the principles of sustainability. To state explicitly, the digitalization process
for merely economic benefits may shelter as Zuboff [12] says ‘surveillance capitalism’
and other unintended consequences [13]. For example, as in surveillance capitalism,
the data generated through the digitalization process mainly focuses on capturing the
users’ micro-level experiences (clicking) and gaining economic benefits by selling the
behavioral prediction in the market [12].

On the other hand, taking sustainable development as a mark to justify any isolated
activities is also a blind approach [14]. The developmental process considering technol-
ogy as a black box can also keep the possibilities of the technologies unclear. Therefore,
we argue that it is important to link DT to SD because sustainable development is based
on the philosophy of ‘deep ecology’ [15], for example, not compromising the future

1 See for details: https:/sdgs.un.org/goals.
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resources to meet current needs. It puts the impetus that technology has to be designed
in such a way that it should not disrupt nature’s inherent ability to sustain [10]. So,
connecting DT to SD may lead to ethical designing of the technology. Furthermore,
organization while introducing the digitalization process can follow an ethical frame-
work of deep ecology. Meaning, not only focusing on economic values but also social
and environmental values.

Linking ICT to development has been discussed in the ICT4D literature. How-
ever, their focus is on ICT artifacts and specific development goals such as individ-
ual/collective capabilities [16, 17]. Digitalization, the phenomenon itself is broader and
wider than the use of ICT artifacts for attaining certain pre-specified goals. Therefore,
linking DT to SD needs an ecosystem approach [18] to uncover the broader realm of
these phenomena. There are works of literatures in IS and management that discuss the
importance of digitalization in the light of sustainable development [19, 20], however,
there is still a lack of research on identifying the mechanism or process that relates DT
to SD.

In order to fill this gap, we build upon the understanding of the concepts: digitalization
and sustainable development, in the existing literatures and explore how the digitalization
processes and sustainable development are interlinked. Furthermore, we study what kind
of theory, framework, or model can be found in the literature to connect these two areas,
and what methodologies should be applied to understand such phenomena. In order to
look for such results, we have conducted a selective literature review [21]. Subsequently,
we provide four research agendas: the need for a paradigm shift, conceptual clarity in
terms of DT and SD, theories to link DT and SD, and the role of social enterprises in
linking DT and SD.

2 Selective Literature Review

Since the research area is still emerging in terms of linking DT to SD, literature reviews
can create a foundation for advancing knowledge through identifying the current status,
research gaps, and the areas where more research is needed [22]. In this paper, unlike a
comprehensive review that attempts to discuss as many published sources on the topic as
possible, we apply a selective literature review approach that only uses a certain number
of specific sources [21]. In our study, digitalization?, sustainable development, and the
relation between these two phenomena were the main criteria. The articles were selected
by using the Scopus and IS databases (basket journals). Because of the authors’ expertise
in the relevant fields, we limited our search for the literatures in business management
and information systems (IS) domain. In the review process, we followed concept centric
approach suggested by Webster and Watson [22].

From the search based on the keywords presented in Table 1, we have selected a
list of 165 articles in total. There was further addition of 20 articles that we identified
through backward and forward search. To make it more inclusive, we further conducted

2 We use the term digitalization because digitization is just converting analog to digital form,
whereas digital transformation is a complete transformation of an organization or society. Digital-
ization here refers introduction of digital tools in some specific process of change (organizational
or societal).
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an author-based search on the most cited authors. Finally, two authors independently read
and shortlisted the titles and abstracts of the papers to identify a set of highly relevant
articles. We excluded the papers that were not focused on digitalization and sustainable
development, for example just mentioning digitalization, sustainability used as business
viability and sustainability of the organizations. We also excluded the official reports
and papers that were not published in academic journals in our final selection. Based on
the most relevant articles, we finally selected 45 papers for review.

The caveat however is, all literature reviews are based on some kind of selection
strategy. Therefore, our study also runs the risk of excluding potentially relevant articles
and reports from sources that are not included in the search criterion [17]. We do agree
that the inclusion of more material might have provided additional information regarding
contemporary research in the digitalization and sustainable development area. We see
this caveat as an opportunity to validate and elaborate on our findings by extending the
literature list. Despite these limitations, we believe that our literature review provides a
good summary of the status of the link between DT and SD.

Table 1. Literature review

Search library Scopus; IS basket of journals
Keywords Digitalization, sustainability, sustainable development
Subject areas Business management and information systems

Total relevant articles 185

Selected and reviewed | 45

Language English

Inclusion/Exclusion Journal articles only
Cross checking the relevance, backward & forward search based on
authors and citations, recent articles [22]

3 Findings

In this section, we present our findings from the review. The findings include the current
literature that describes digitalization and sustainability, and how these two areas are
interlinked. We also present the examples from our findings that show the link between
DT and SD (see Table 2).

3.1 The Concept of Digitalization and Sustainable Development

Our analysis shows that digitalization is explained as the use of digital tools [4, 20], big
data analytics [25], social media use [19], and the role of IT [4]. There is a confusion
about whether digitalization is design, implementation, use, or outcome. A few studies
in our analysis, however, differentiated digitization as converting analog data to digital
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Table 2. Examples of studies linking DT to SD

Refs. Concept of Concept of Linking DT to SD Research agenda
digitalization sustainable approaches/Theory
development and method
Teo, Nishant [4] | Use of green IT Green initiative | Through the use of | Need of further
(environmental | green IT and research and theory
sustainability) resources to support | development
green initiatives
Tim, Pan [19] Use of social Environmental Through Application of
media and social identification and affordances lens to
sustainability actualization of reveal possibilities
social media of DT for SD
affordances by
incorporating
societal perspectives
Ordieres-Meré, | Use of internet of | Environmental Through improved | Design of digital
Remon [23] things (IoT) and economic institutional functionalities
sustainability knowledge around sustainability

(knowledge creation
and knowledge

goals

sharing)
von Kutzschen | Use of digital Sustainability in | Through Change in mindset,
bach and Daub | technologies general organizational from firm centric to
[24] learning, the change | systemic change and
in mindset, from from solution
firm centric to oriented to learning
systemic change and | oriented
from solution
oriented to learning
oriented
Pankaj and Use of IT Social and Through generating | Importance of social
Seetharaman economic income create a enterprises on
[20] sustainability sustainable society. | finding a link
Understanding DT | between DT and SD
and SD as
sociomaterial
practice

format, digitalization as applying digital tools in existing business processes, and digital
transformation as the system level restructuring of organizations and society occurred
through digital diffusion, and it is an ongoing evolutionary process of innovation [24].
Hence, digital transformation is a broader concept than digitalization.

Similarly, sustainable development also carries different meanings and definitions.
For example, sustainability of digitalization process, products or services, economic val-
ues, environmental values, or community empowerment. The concept of sustainability
has been defined in the literature in three domains of it: social, economic, and environ-
mental. These three domains have been studied both independently and simultaneously.
Perhaps, because of the complexity that there is a lack of empirical studies showing
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the interrelation among these three domains. A few papers have managed to study the
overall phenomenon of sustainability considering all three domains [26, 27].

Economic sustainability has been defined as the improvement in corporate profitabil-
ity, human resource development, and the overall economic development of the coun-
try through the creation of employment [28]. Economic sustainability can be achieved
through enhancing the efficiency of the business processes and by enabling new function-
alities, processes, and business models [29], reduced transaction (logistic) cost, reduction
in delivery time, inventory reduction [27]. The concept of social sustainability in exist-
ing literature has been defined as social capital, social support, community resilience,
and community development [20]. Social sustainability has been studied as a grassroots
initiation for reaching the environmental sustainability, and ultimately the overall sus-
tainability goal [19]. Environmental sustainability resulted through digitalization counts
in the form of energy and resource optimization [27, 28], reducing waste and pollution
[27], reduction of harmful GHG emissions [27, 28], and the development of proactive
environmental-friendly practices [28]. Furthermore, environmental sustainability seems
to be more frequently studied either in the combination with economic or social sus-
tainability. However, some studies theoretically suggest that investigating three domains
to understand the overall phenomenon of sustainable development is necessary [27,
30]. The use of social media, for example, helps societies and communities to create
sustainability-related awareness and empowers them to take necessary action to create
a sustainable society [19]. Similarly, Ghobakhloo [28] explains that the economic sus-
tainability of Industry 4.0 shows the way to develop socio-environmental sustainability
functions.

Once we understand the concept of digitalization and sustainable development, the
next question is how to link digitalization with sustainable development. The follow-
ing section summarizes our findings on the link between digitalization and sustainable
development.

3.2 Linking Digitalization to Sustainable Development

Our analysis further shows that it is important to connect DT with SD to address eco-
nomic, social, and environmental challenges; however, the mechanism or process to
show the interrelation is vaguely described. To illustrate the link between DT and SD,
we used five examples from the literatures. Our study reveals the primary objective of
digitalization is to address some kind of economic, social, or environmental challenges.
For example, illiteracy, poverty, lack of physical infrastructure, and political pressures
hindered the relationship between DT and SD [31]. However, there are several factors
that can enable or hinder the developmental process. Through this analysis, we want to
show that the use of this approach (linking DT to SD) could help in better understanding
the nuances of the digitalization process for sustainable development.

The importance of linking DT to SD conceptually as well as empirically has been
advocated by the research community. For example, Pappas, Mikalef [18] presented an
ecosystem-based model in which they suggested exploring the capabilities of big data
analytics to connect digitalization to the social innovation process and societal change.
They argue that digitalization generates a huge dataset (big data). Utilizing analytics;
with an understanding of the big data ecosystem, the data can be converted to actionable
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information. The refined knowledge in turn can facilitate the social innovation process
vis-a-vis sustainable society. Other empirical studies in this regard show that if the
affordances of social media [19] are actualized with the help of the community it can
empower them socially and economically. Exploring the link through knowledge cre-
ation and institutional improvement [23], and through a change in mindset [24] are also
advocated in the literature. These studies have targeted one or two dimensions of sus-
tainable development, however, all of them agreed that understanding the link between
digitalization and sustainable development is not possible without having a holistic app-
roach. Studies show that Industry 4.0 is one way of designing the digitalization process
keeping the holistic view of sustainability in focus [28]. They argue that the functions
of economic sustainability such as production efficiency and business model innovation
resulted through Industry 4.0 adds to more socioenvironmental sustainable activities like
reduction of harmful emissions, sustainable consumption of energy, and improvement
in social welfare [28].

The analysis, therefore, shows that the ecosystem approach, actualization of IT
affordances, knowledge creation, institutional improvement, and change in mindset can
address the challenges in three dimensions of sustainable development.

4 Discussion and Research Agendas

We started with the main question of what digitalization and Sustainable Development
are, and how these are interconnected. Our finding shows that research in this area has
been acknowledged its importance, but it is still in the initial stage and needs further
deliberation. The digitalization process for merely economic benefits ignoring social and
environmental dimensions can amplify the dark side [32]. Similarly, the developmental
process considering technology as a black box can also be lopsided. The proponent
of sustainable development should be at least aware of the various functionalities and
affordances of technologies. In the absence of such knowledge, it will be difficult to figure
out what kind of technological design may be done to address societal problems [14].
Hence, a well-designed digitalization process keeping sustainable development; based on
the philosophy of deep ecology, in mind can lead to an ethical design and implementation
of technology. The existing DT and SD related projects in most cases are taking the
approach of force-fitting the outcome to some goals of SDG. Such approaches do not
address the true essence of sustainable development. The SDG framework suggested by
the UN also has several challenges in terms of operationalization. For example, it does
not explicitly state the link between DT and SD. However, the positive aspect of the
SDG framework is its holistic approach and the underlying philosophy of deep ecology
[10] that can be applied to research and practice.

The analysis in the previous section shows that studies lack systemic thinking,
amongst clear conceptualization of DT and SD (with a few exceptions), and a lack
of theoretical approaches to link DT with SD. Furthermore, our study reveals that the
area needs a more conceptual and empirical base to move forward. One feasible way is
to aim for greater impact on practice through digitalization studies, where the theoretical
knowledge base can be leveraged to facilitate sustainable development initiatives. We
elaborate our discussion in the rest of this section and propose four research agendas.
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Agenda 1: Paradigm Shift

Exploring the link between DT and SD is not a simple process, but a complex interrelated
phenomenon. To understand this complex phenomenon, we have to change our mindset
[24], in other words, a paradigm shift is needed [13]. The details of the paradigm shift
are as follows.

Ontology: The ontological view needs to be shifted from a mechanistic view to a
systemic view of interconnected, interrelated, and interdependent entities.

Epistemology: The epistemological view needs advancement of knowledge from
a concept-based approach to knowledge through action. For example, in addition to
the dominating approaches in business management and IS such as interpretivism and
positivism, critical realism and pragmatism-based approaches can generate more relevant
and significant knowledge [33].

Axiology: The existing digitalization processes are mainly focused on the economic
benefit resulting from it. However, the societal and environmental (ecological) impact
is equally important, and they should be focused on while designing the process. There-
fore, the axiological perspective should be extended from an anthropocentric (human
centered) to an eco-centric approach. As Capra and Luisi [10] in their book stated that
“sustainable society must design in such a way that its ways of life, businesses, econ-
omy, physical infrastructures, and technologies do not interfere with nature’s inherent
ability to sustain life. (pp. 353)” This is only possible if the understanding of deep ecol-
ogy, which is the essence of sustainable development, is embedded in the digitalization
process.

Methodology: The existing methods are limited to focusing either on digitalization
or sustainable development research. Since these two phenomena are interlinked and
interdependent, the methodologies used for the study of this phenomenon should take a
systemic approach. In other terms, we need to explore digitalization, sustainable devel-
opment, and their linking mechanism. Such a holistic approach can provide a better
ontological and epistemological view in this regard. Instead of the unidirectional causal
relationship between digitalization and sustainable development, we argue that bidi-
rectional studies better explain the link between these two areas. Studies are required
not just on the impact of digitalization on sustainability but also how the digitalization
process can be designed based on the principles of sustainability. As we mentioned ear-
lier, epistemology should also advance towards action to knowledge, proactive research
approaches such as action-design research (ADR) should be encouraged [34]. ADR
conceptualizes the research process as containing the inseparable and inherently inter-
woven activities of IT artifact building, intervening in the organization or communities,
and evaluating the use of the artifact concurrently.

Domain: The shifting in paradigm should change its focus from developing coun-
tries to the global development issues. The existing issues such as relative poverty,
climate change, and surveillance capitalism are not only affecting global south, but it
has universal consequences. Hence, it is important to have a global perspective in such
studies.

Agenda 2: Conceptual Clarity
There is confusion among the concepts such as digitization, digitalization, and digital
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transformation [23]. Few papers have mentioned the basic difference among these ter-
minologies; however, the usage is vague and there is further call to clarify the concept of
the digital transformation. To make advancement in any area of research it is important
to have a common understanding of the concepts among researcher and practitioner. If
we take the example of the least developed countries, they are experiencing the transition
from digitization to digitalization (in some sectors), likewise, digital transformation is
an advanced phenomenon in developed countries as well. Hence, conflating these terms
may give the wrong portrayal. On the other side, ‘sustainability’ is also understood
in many forms such as financial, organizational, economic, social, and environmental.
We argue that sustainable development based on the triple bottom line concept: eco-
nomic, social, and environmental, should be considered holistically in order to achieve
the overall goal of sustainable development. Additionally, the spiritual dimension which
is always considered as a foreign area should be added to these three dimensions [10].

Agenda 3: Theories to Link DT and SD

Existing studies show a few examples of theories that can be applied to explore the link
between DT and SD. However, the operationalization of such theories is still a chal-
lenge. There is still lack of theories that explain the link between DT and SD. Existing
theories such as dynamic capabilities, or resource-based view are mainly focused on
addressing the economic and human values of an organization [2, 4]. These theories are
still useful, but to understand the complex relation between DT and SD there is a need
for better theories or a combination of theories. DFID (Department for International
Development) sustainable livelihood framework is a holistic framework that takes the
essence of sustainable development. However, the framework does not consider digital-
ization explicitly [35]. Digitalization or sustainable development, both require action-
able information. The digitalization process generates big data that can be converted into
actionable information [8], which can be later mapped to SDG indicators. The theory
of affordances originated from ecological psychology can be a useful lens in this regard
[20, 36, 37]. The Affordance theory states that we perceive objects in terms of action
possibilities (what I can do with the object), i.e., affordances rather than their properties.
For example, in the DT and SD context, we can say people do not care about big data but
the action possibilities by which they can solve their economic, social, or environmental
challenges. However, what kind of facilitating conditions should be arranged to make the
affordances perceivable needs further exploration. Because, just perceiving affordances,
does not lead to actualization due to various sociocultural and institutional challenges
[36]. Therefore, to understand the actualization process we can combine other theories
such as institutional theory, structuration, or Actor-Network theory to name a few [38]. It
also calls for a grounded approach to develop new theories instead of borrowing theories
that were not meant to study the link between DT and SD.

Agenda 4: Role of Social Enterprises in Linking DT and SD

One of the areas that we identify in our analysis is social enterprises, aiming to contribute
to sustainable development [39], that are mainly dealing with both digitalization and sus-
tainable development. Unlike profit-making enterprises, the motive of social enterprises
(SE) is to address societal and environmental challenges in addition to meet the eco-
nomic goal [20]. Because of their focus on solving problems in all three dimensions
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[39], SE is an important sector in finding the link between DT and SD. Therefore, it is
important to study the role of SEs in attaining sustainable development grounding the
principle of the triple bottom line. The role of such enterprises in developing countries’
context becomes more vital. There are several examples of emerging social enterprises
(formal and informal) that are adopting the digital platform to excel innovations and
address societal challenges [18, 20, 40]. However, it is important for the stakeholders
involving in social enterprises to perceive the action possibilities of digitalization that
may lead to sustainable development, especially, in terms of addressing the intertwined
nature of economic, social, and environmental dimensions of sustainable development.
Hence, there is a need for studies that explore how social enterprises in developing
countries design, implement and evaluate the digitalization process to attain sustainable
development.

5 Conclusion

The purpose of this paper was to conduct a selective literature review to explore how the
existing research explains the phenomena of digitalization and sustainable development;
furthermore, how these two areas are interlinked. In doing so, we scrutinized 45 journal
papers from the business management and information systems disciplines. Our review
showed that the concept of digitalization and sustainable development are not used
consistently in the literature and need further theorization. So far, these topics have
been mostly studied independently, and there is a lack of studies that investigate the link
between digitalization and sustainable development. To illustrate, we selected five papers
as examples that partially show the relationship between DT and SD. Finally, based on
the overall analysis of the literature, we propose four research agendas as future research
avenues.
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