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Abstract

As the mount of information is growing in social media, online influence estimation is be-
coming significant and an time consuming element in social media analytic. In the last
few years therefore there have been several algorithmic approaches to automate the estima-
tions. Examples of such algorithms are ExpertiseRank and Klout Score. In this thesis, we
propose an online influence estimation algorithm. We name it XRank. XRank is a novel
approach to include content analysis into the traditional influence estimation domain. In
traditional estimation techniques they mainly use metadata like followers or friends. In our
proposed solution, Latent Semantic Analysis(LSA) enables XRank algorithm to have capa-
bility of estimating online influence based on given topic. By designing and implementing
an algorithm prototype and testing with different dataset sizes, vocabulary size and vocabu-
laries with different topics, we measure how these parameters affect XRank result. We also
compare the XRank estimation result with another online influence estimation algorithm
called Klout Score.The testing results suggests that XRank shows satisfactory performance
based on given topic. We believe that the result will provide a new point of view to online
influence estimation.
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Chapter 1

Introduction

Online estimation is becoming a epidemic research with the emerging of social media in
recent years. Researchers have proposed several estimation algorithms to estimate online
influence. Algorithms like ExpertiseRank are utilizing relationships between users as its
estimation parameter. Online influence derived by ExpertiseRank is determined by other
users who are connected. Other algorithms such as Klout Score utilizes dozens of variables
to evaluate online influence. These variables include followers and unique commenters ect.
However, neither of them considers the user generate content in social media.

In this thesis, we proposed XRank algorithm to estimate online influence in Twitter. By
introducing LSA technolgy, XRank has the capability of knowing how close one document
related to a given topic. Then we combine retweet∗ to estimate online influence.

1.1 Background and motivation

As the advent of internet, social media enables people to create and share content. Amoun-
t of such content are posted and discussed through social media networks[30]. Since
social media encourage contribution and feedbacks from anyone who interested, type-
s of content range from art and business to technology and entertainment are generated
by users everyday. Social media services also enable communities to have conversation
with rare barriers[18]. Known as a common characteristic of social media, connection-
s(relationships) between people are patterns of forming these people as a society. Through-
out direct or indirect connections, content propagate to other people all around the world

∗ retweet is an action of sharing a tweet in Twitter
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CHAPTER 1. INTRODUCTION

quickly. Moreover, social media enables companies to listen to their customers’ feedback
about their brand. Companies need to know what people are saying to their product and
how such opinions could impact their business. Such commercial demands induce the ap-
pearance of social media analytic[26]. Social media analytic is concentrating not only on
what is being said about products, but also on who is saying. A small portion of social me-
dia users have capabilities of persuading others and creating leading trends. We call them
influential in social media. Research states that 80% of consumers trust advice form friends
online and one in three internet users looking for help from online communities to make
purchase decisions[39, 11, 19]. To find influencers are valuable for companies and orga-
nizations to improve their products and services and even to design the best advertisement
strategies[8].

Focus on discovering influencers in social media has been a popular subject for re-
searchers the last few years. The researchers have proposed several algorithms to measure
online influence. In 2007, Jun Zhagn et. al.[41] suggested ExpertiseRank to estimate on-
line influence on question/answer forums. ExpertiseRank is an PageRank-like algorithms
and utilizes user’s relationships to rank online influence. Another commercial ranking al-
gorithm is Klout Score∗. Klout Score algorithm provides an overall online influence for
users on Twitter† and Facebook‡. Klout Score algorithm utilizes many variables in social
media. It includes both relationships between users and other parameters such as activities
as its parameters.

Different from traditional estimation algorithms, we intend to propose an algorithm
that involves content analysis in its influence estimation procedure. The reason is that
we believe that user generated contents are related to users influence. The fundamental
idea user generated text content represent what the user is saying. In addition, we also
interested in what is the content writes about. That means we also concern what topic is
the user talking about. Based on this knowledge, our algorithm will be capable of ranking
users in different topics. Document classification methodology furnishes a technique called
LSA to achieve this target. By constructing a term-document matrix according to set of text
content(document) and applying Singular Value Decomposition(SVD) on this matrix, LSA
maps real document into a multi-dimensional document space. Moreover, given vocabulary
contains the keyword related to specific topic would be mapped to document space as well.
Next the similarity measurement is employed to find similarities between documents and
topic. Influence on social media is not only related to content, but also regards to the
relationships and interactions between users. So we intend to introduce other variable to

∗ www.klout.com/kscore † www.twitter.com ‡ www.facebook.com
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CHAPTER 1. INTRODUCTION

XRank.

Among several social media platforms, Twitter is a very popular social network appli-
cations. Twitter is a real-time information application that enables users to communicate
by sending and receiving short messages called tweet. Each tweet is in 140 characters limit.
People can share their ideas by posting tweets or retrieving and following prevalent sub-
jects. Nowadays, Twitter changes the way we are communicating. On twitter, information
is flowing faster than that on traditional media and it simplifies the conversations between
users[10]. Another important characteristic worth to mention is that twitter is driven by
influencer. These influencers generate plenty of valuable ideas and these ideas are wildly
spread very widely and sometimes very fast.

Since it is difficult for people to be aware of the influence of users on Twitter in terms of
number, people try to seek out ranking algorithms that represent online influence intuitively,
with a mount of valuable variables. Meeyoung et. al.[8] speculated that indegree, retweet
and mention could be very interrelated to online influence in Twitter∗. By utilizing about
1.7 billion tweets from Twitter, Meeyoung et. al found that retweet influence has tight
correlation with mention influence. Moreover indegree influence was not related to other
measures. Another online influence evaluation algorithm for Twitter user called Klout
Score is utilizing more variables, and it will be discussed in 2.2.2.

In this thesis, we proposed a new algorithm to estimate online influence in Twitter. We
name it XRank. XRank algorithm utilizes retweet as one of its variables. Moreover, XRank
includes content analysis by applying LSA technology.

1.2 Thesis definition

We formulate the thesis definition in the following fashion:

In this thesis, we want to measure online influence on specific users in social media

by utilizing techniques in Latent Semantic Analysis. In order to archive this target, we

would like to analyze the content of conversations posted by users in social media and

deduce an influence of the different participating users numerically. We intend to design

and implement a prototype estimator that will perform several estimations against real

social media discussions and create a derivation process to obtain users’ online influence.

∗ Indegree, also seen as the number of followers, reflects the popularity of user, retweet count represents the
value of the tweet content and mentions indicates the worth of the user name.
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CHAPTER 1. INTRODUCTION

1.3 Research questions

1.3.1 In what degree can we use LSA technology to estimate online
influence?

This is the main question of this master thesis. On social media communities, users con-
tribute amount of contents. Contents and user’s profiles are emerging together to become
a virtual society. In this virtual world, users have their own influence as the real world.
The initial idea of this master thesis is to research how user generate content affect online
influence. Based on our investigation, LSA can be use to analyse text content which are
common found on social media. We intend to research whether the content of text would
have tight correlation with online influence. It means that if we include LSA to help to
evaluate online influence, we want to research the performance and accuracy of XRank.

In what degree of changing the size of vocabulary affect the XRank result?

When applying LSA to test document, LSA will create document space from the tested
documents. In this document space, all documents are represented as an multi-dimensional
vector. Then a fake document is created from a vocabulary which contains the query con-
tent belongs to a specific topic. This fake document also would be mapping to the doc-
ument space in forms of a vector with the same pattern as test document has. LSA then
can compare the similarities between test documents vector and fake document vector. A
substantial aspect here is how large should this vocabulary be and how the vocabulary size
would affect the rank result derived from the XRank algorithm.

In what degree can XRank distinguish users influence based on topic?

The task of XRank is estimate online influence on social media. Which means, XRank
should be able to find leading influencers from different topics such as users can range from
technology and business to health and design. Since LSA can reveal the latent semantic
meaning of words and meaning of documents. We can create our word or vocabulary, and
to see which document(s) have close meaning to the word(s) we created. For instance we
create a vocabulary for art. When we are applying LSA to set of documents, we would like
to see if XRank can find user talking about art.

12
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In what degree of changing the size of dataset affect the XRank result?

The principle of LSA is analysing content to get relationships between terms and document
or between document and document. Therefore a very critical aspect of applying LSA is
how large the documents would be. Since the meaning of the paragragh is determined by
average meaning of the word and the word meaning is determined by average meaning of
the document[24]. The size of the document would influence the meaning of the document.
Therefore, document size would affect the result of content analysis. We wonder how
XRank is affected by document size.

In what degree do XRank correlate with Klout Score?

Klout Score is a business product of evaluating online influence on Twitter ∗ and Facebook
†. By utilizing over 35 variables to get an overall online influence. In this thesis, we will
apply XRank algorithm to Twitter data in two different topics and obtain two estimation
results. We intend to compare these two results with Klout Score to disclosure the charac-
teristic of XRank and Klout Score.

1.4 Claims

In this thesis we claim that XRank algorithm demonstrates its advantage against transitional
online influence estimation methods . We attribute this superiority to the capability of
content analysis provided by LSA. We also claim that XRank algorithm can be used to
estimate online influence more than in Twitter. XRank can be used in other social media
communities such as Facebook by simply adapting few parameters.

1.5 Contributions

In this thesis, we proposed a new solution to rank online influence on social media by
including LSA. Basically, we would like to measure the impact value of user generated
content as a new estimation variable. In this project, LSA is not only used to obtain the
correlations between user generated content and given subject/topic, but also utilized to
estimate how much are talk about given subject/topic. Based on both correlations and

∗ www.twitter.com † www.facebook.com
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weight of user generated content regard to given topic, LSA derives content impact value.
Then combing with another social media metadata, XRank derives a online influence result
for users.

1.6 Target audience

The target audience of this thesis is anyone who interested in influential ranking or in-
fluence evaluation on social media. This thesis also involves knowledge about document
classification hence it is ready for people who concerns to document classification as well.
Because this thesis proposes a solution based on LSA, people who interested in LSA may
also read this thesis. Since LSA is related to matrix operation, the reader should have
fundamental knowledge about linear algebra and matrix manipulation.

1.7 Report outline

The rest of this report is organized as following description: Chapter 2 introduces the
basic concept of social media, and influential definition on social media, as well as the
influence measurement. This chapter also retrospect two types of traditional measurement
methods, ExpertiseRank algorithm and Klout Score. Chapter 3 demonstrates the history of
natural language processing and document classification. Then we depict several traditional
methods which are used to measure document similarity. Chapter 4 describes the concept of
LSA and shows how LSA be used to document classification. Chapter 5 proposed a solution
named XRank algorithm which provide a new approach to measure online influence. In
this chapter, we explain XRank algorithm in details. Chapter 6 describes the experiment
setting, elaborates several tests cases and demonstrates testing results. Based on test results,
we make some discussions to answer the research questions in Chapter 1. Chapter 7 makes
a conclusion and suggests several aspects can be further work.
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Chapter 2

Social Media and Online Influence
Evaluation

This chapter briefly introduces social media conception, as well as online influencer def-
inition in social media network. This chapter also exhibits two traditional approaches of
evaluating online influence in social media.

2.1 Social media and online influence evaluation

2.1.1 Social media

Along with the prevailing of modern internet development, plenty of web services are in-
vented. Some of web services provide online communities which are enabling people to
communicate on internet. These virtual communities are generally called social media. As
Antony MayField [18] saying, social media is actually about being human beings, to fulfil
the need of sharing ideas, cooperating and collaborating, thinking and debating and finding
people who can be friends. Usually by creating a profile to join a network, people are able
to express their opinions or communicate with each other in the same network. On social
media, people are encouraged to express their ideas.

Nowadays, there are several types of modish social media includes blogs, forums, social
networks, podcast and microblogging. Example of famous social network is Facebook.
Facebook is the largest friend network on internet. On Facebook, you can for example post
your private or public photos and blogs and update you latest relation status. Additionally,
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CHAPTER 2. SOCIAL MEDIA AND ONLINE INFLUENCE EVALUATION

you can connect to your friends in real life or get to know new friends. After logging to
you page, you can easily know what your friends really doing, and comment their photos
and status. These interactions are easily performed and appeals to a broad audience of the
population.

2.1.2 Influence definition in social media

As we discussed in section 1.1, there exists influencer on social media who leads the trends
and have prestiges. The studying of influencer circumscription will help us to understand
the reason of trend prevails or innovation are adopted faster and help advertisers to design
impact campaigns[8], hence help us to design a influence estimation algorithm. Unfortu-
nately, there is no unitive opinion about influencer on social media. Roger(1962) believes
that influencers are people who can lead the trends, more innovative and they are always
in the center of network[29]. De-emphasis the role of influencer, anther opinion of factors
of determine influencer are interpersonal relationship in ordinary users and readiness of a
society to adopt an innovation. Empirically, influencers nowadays are more like people
have high level expertise than the rest, and they are gladly to help others by answering
questions and providing suggestions. These influencers always have good reputations on
the communities and people would like to listen to their ideas.

2.2 Traditional evaluations

To estimate online influence in social media, several algorithms are proposed. Among
them two algorithms are worth to mention. One is ExpertiseRank and another one is Klout
Score. The former algorithm is Page-Rank like algorithm and Klout Score represents the
new thought of evaluating online influence.

2.2.1 ExpertiseRank

ExpertiseRank [41] was first proposed by J. Zhang el at. in 2007. ExpertiseRank is a
PageRank-like algorithm which tested on questions/answering forums such as Yahoo!Answers
∗. Online communities have a thread structure. One thread is stared with a topic or a ques-
tion, people who interested in this topic will join this thread by replying previous post in the

∗ http://answers.yahoo.com/
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same thread. The posts in one thread form a typical conversation in social media. Exper-
tiseRank algorithm uses this thread structure as its foundation. ExpertiseRank algorithm
assumes that the user who answer the question has a higher expertise level than the one
who post the question. The more the user helping, the higher expertise rank the user has.
In contradiction, the more people helped the lower expertise level the user has. Additional-
ly, the expertise level propagate through the expertise rank network. If user A can answer
the B’s question and B can answer C’s question, then A has a higher expertise level than C
has.

The ExpertiseRank algorithm is introduce in[41] as:

Assume User A has answered question for users U1...Un, them the Epxer-
tiseRank(ER) of user A is given as follows.

ER(A) = (1− d) + d(
ER(U1)

C(U1)
+ ...+

ER(Un)

C(Un)
) (2.1)

C(Ui) is defined a the total number of users helping U1, and the parameter d
is a damping factor which can be set between 0 and 1. we set d to 0.852 here.
The damping factor allows the random walker to ’escape’ cycles by jumping
to a random point in the network rather than following links a fraction(1-d) of
the time.

ExpertiseRank is utilizing the user relationship to propagate influence through out the
network. Guha et al.[16] research the trust propagation problem and distrust among Epin-
ions users.[20] Actually, this kind of user relationship is also used to find high-quality
content in social media.[1]

2.2.2 Klout Score

About online influence, Klout score team believes that influence is the ability of driving
people to reply, to retweet, to comment and to click[21]. Klout socre utilizes over 35
parameters mainly to evaluate Real Reach, Application probability and Network Influence.
True Reach is the evaluation factor about the size of engaged active audience. Application
probability is checking the frequency of content interaction. And Network Influence the
parameter of the level of engaged audience. The final Klout score rang is between 1 and
100 to represent online influence in Facebook and Twitter. In order to get True Reach
Value, followers, mutual follows, friends, total retweets, unique commenters, unique likes
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follower/follow ratio, followed back, mention count list count and list followers count are
collected to become the parameters. Because Application probability utilizes indexes such
a unique retweeters and unique message retweeted to estimate engagement of one user. As
network influence, Klout score focus on the influence of engaged audience.
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Chapter 3

Document Classification

3.1 Natural Language Processing

In 1950s, after the first computer in the world was invented, scientists were exited to de-
velop the potential capacity of computer. Scientists developed various applications such
as machine translations, artificial intelligence, speech recognition and text document clas-
sification/categorization. Research about Natural Language Processing (NLP) starts with
”Computing Machinery and Intelligence”[36], a paper published by Alan Turing in 1950.
The paper set a criteria for artificial intelligence. This criteria, called Turing Test (TT),
prescribed a method to access whether or not a machine can think like human[33]. Orig-
inally, in Turing’s paper, TT is a Imitation Game(IG). In his paper, he also represented
TT in another manner: ”Can machines communicate in natural language in a manner in-

distinguishable from that of a human being?” [33]. NLP is trying to enable computer to
understand and manipulate spoken and written human language. On this purpose, differ-
ent types of knowledge are involved like information science, linguistics, mathematics and
electronic engineering.

In 1980s, people introduced machine learning to NLP systems. Before machine learn-
ing was utilized by NLP algorithm, processing rules were configured by human. Machine
learning enables NLP systems to learn from human-labelled data and unlabelled data. Ma-
chine learning can be divided into several types. Three typical are supervised learning,
unsupervised learning and semi-supervised learning. NLP systems with supervised learn-
ing will be trained before they are employed. The attributes training data are annotated by
human. In some cases, the accuracy and performance of the NLP system is proportional
increased with the size of the training data. However, in some case labelled instances are
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difficult, or may be time consumption[42]. In some special cases, it it even impossible to
label data attribute. For example, human are unable to explain and label the expertise level
of audio sample in speech recognition. Different from supervised learning, unsupervised
learning systems don’t need the labelled training data. It learns from the data to find most
common rules for all data. Semi-supervised learning systems learn from both label and
unlabelled data, to build a better rules and better classifier.

Nowadays, NLP systems are wildly used in information retrieval(IR) area and becomes
a much more complicated and advanced method. Types of retrieval algorithms ranging
from simple to complicated such as Boolean expressions, Vector Space Model(VSM), TF-
IDF and Naive Bayes Classifier are proposed based on NLP principles. Boolean expression
are keywords combined with AND, OR or NOT. Then the expression is to match with
document collections according to the logic generated by logic conjunction. VSM, TF-IDF
and Naive Bayes Classifier algorithm will be discussed in the following sections.

3.2 Document classification

Information on internet can be in different forms such as audio, video and document. Doc-
uments take a large proportion among all internet resources. Document classification is
a sub-theme of NLP, aiming to partition unstructured document into groups with similar
properties. From perspective of prior conditions, there are two variants – document clus-
tering and document categorization (document spotting)[17]. In document clustering prob-
lem, properties are not known advanced. Documents in collection are organized into groups
that documents are similar to each other and dissimilar to those in other groups[2].Because
of this reason, document clustering is a unsupervised learning. On contrast, in document
categorization problems, the properties (the classes) are known advanced and all document
are assigned to these classes.[2] As an example, email spam detection is a document cate-
gorization application with two known classes – regular email and spam email. In next we
will introduce three typical document classification methodologies that represent different
approaches of NLP.

3.2.1 Vector Space Model

Vector space models (VSM) was first represents by Slaton et. al. in 1975[32]. VSM
is an algorithm that represents document as vector of identifier. Each of documents is
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represented by a vector. The vector consists of a list of weight of unique term in the
document. Each dimension demonstrates the term in document. If the term exists in the
document, the weight will be a non-zero value. The term can be different forms such as
a word, a phase or a sentence according to applications. The weight in the vector is the
number of times of term occurrence in document. A docuument can be represented in 3.1:

Di = (di1, di2, di3, ...din) (3.1)

dij is term weight. While queries (fake document) are also similarly represent in the
same way. Given constructed document vectors and query vectors, several similarity mea-
surement methods such as Cosine similarity or Euclidean Distance can be applied to get
coefficient similarity. Coefficient of similarity proclaims the degree of similarity of two
documents.

VSM provides a simple and easy way to evaluate document similarities. However, it
has some weaknesses. VSM counts number of terms that is not relevant to the meaning of
document such as ”the” and ”a”. At the same time, long document contains more items than
short document. Thus long document obtain higher coefficient similarity value, not because
of the content but the length of document. Since search term has to be exactly match
document term, the substring of word will cause an error called ”false positive match”.
Based on the same reason, documents with same context but with different vocabulary will
not associated, resulting a ”false negative match”.

3.2.2 TF-IDF

Douglas W. Oard noticed that documents are described by higher frequency term, also by
the low frequency terms [38]. VSM just simply count the term frequency(TF). Hence low
frequency terms have disadvantages. Term Frequency-Inverse Document Frequency(TF-
IDF) utilizes new factor which is called inverse document frequency(IDF) to assign more
weight to rare terms and decrease weight to meaningless terms. Since long documents
contain more words, simply counting term occurrence times is unfair to short documents.
To eliminate this weakness, term frequency is introduced in 3.2.

tfi,j =
ni,j∑
k nk,j

(3.2)

ni,j is the term counts in document, ni,j divides sum of all occurrence number to get
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term frequency. While inverse document frequency measures importance of terms occurs
in document. It is represented in equation 3.3.

idfi = log(
|D|

|j : ti ∈ dj|
) (3.3)

|D| is the total number of document in corpus. |j : ti ∈ dj| is the number of all doc-
ument where terms exists. To avoid division-by-zero caused by no term appears, usually
plus 1 with |j : ti ∈ dj|. Finally the TF-IDF weight is obtained by tfi,j ×idfi. TF-IDF
weight is often used by VSM to improve the IR performance.

3.2.3 Naive Bayes Classifier

Naive Bayes classifier is a type of supervised classification method which applying Bayes’
theorem. The underneath of Naive Bayes classifier is a condition model shown in equation
3.4.

P (A|B) =
P (B|A)P (A)

PB
(3.4)

Here, P (h) is the prior probability of hypothesis h, P (o) is the prior probability of ob-
servation, P (h|o) is probability of h given o and P (o|h) is probability of o given h. When
applying the condition model to application, there is an important assumption: hypotheses
are exclusive and exhaustive. That means all conditions are considered and listed. More-
over, no overlap among all listed conditions. Based on label data, correct training strategy
will lead to a precise classification result. The document classification applications try to
get probabilities for all presetting hypothesizes. And the most probable hypothesis is the
final result. However, there still exists some misclassification either because of the training
or the threshold set in the application.

Naive Bayes classifier algorithm is supervised document classification method. The
advantage of such methods is that the result can be improved by continuous learning. How-
ever, the disadvantages are obvious as well. Supervised classification is usually designed
and improved for specific application. People have to design different strategies to apply
different requests and domains. Another weakness is that training data have to be label by
external mechanism. Sometimes it is easy to set label for objects, but sometimes it is diffi-
cult or impossible to set. For example, general application like set the professional level of
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a passage, it is not so easy to label levels. At this time, we have to take other approaches
such as unsupervised classifications which don’t need any external interference. In IR field,
LSA is a typical unsupervised classification and we will introduce LSA later.

3.3 Normalization

3.3.1 Stop word

Document often contains some meaningless words frequently. It is commonly believe that
these words don’t contribute to the meaning of the documents[25]. The reason why they
exist is partly because of grammar needs[43]. Example of stop word can be like ”a” ”and”
”the” ”on”, et. When applying IR algorithms to documents, these words better to be re-
moved from the document, both for eliminating unexpected error and saving computing
resources.

3.4 Similarity measurement

In IR fileds, several document classification algorithms have to represent documents as a
form that can be estimate by computer. The most popular routine is mapping documents to
vectors. Vector Space Model , TF-IDF and LSA are algorithms that utiliz such approach.
By utilizing document vector, it becomes possible for computer to compare document with
different measurement methods. Measurement methods to measures two vectors includes
pivoted normalization, simple vector product, cosine similarity Euclidean distance mea-
surement. Each of them has adequate to specification situations where they come to their
advantages. In this thesis, we use cosine similarity as our similarity measurement tech-
nique.

3.4.1 Cosine similarity

Cosine similarity is a method that calculates the cosine value between two vectors. Cosine
value have to be ranging from -1 to 1. Where -1 indicates the angle is 180 degree and 1
means zero degree for two vectors. In another word, value 1 suggests that two vector points
to the same direction and vice versa. Cosine similarity utilizes following formula to get the
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similarity value:

similarity = cos(θ) =
A ·B
||A|||B||

=

∑n
i=1Ai ×Bi√∑n

i=1(Ai)
2 ×

√∑n
i=1(Bi)2

As mentioned before, both VSM and TF-IDF can abstract documents as document
vector. Cosine similarity between documents shows the angle of two document vector in
document space. The limitation of cosine similarity is that, it only reflects the angle of two
vectors but not the length of each vector. LSA will be helpful to resolve this problem and
will be demonstrated in the next chapter.
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Chapter 4

Latent Semantic Analysis

This chapter discusses deficiency of traditional term-based algorithms. We then introduces
LSA algorithm. We also reveal underlying mathematical machinery of LSA.

4.1 Latent Semantic Analysis

LSA is an unsupervised analysis technique of representing similarity of expected contex-
tual usage of words in passages of discourse[24]. In 1988, LSA was patented by Scott
Deerwester, Susan Dumais, George Furnas, Richard Harshman, Thomas Landauer, Karen
Lochbaum and Lynn Streeter. LSA is also called latent semantic indexing(LSI) in its im-
plementation in IR. LSA represents the meaning of a word as the average meaning of the
passage(s) and the meaning of (a) passage(s) as the average meaning of all words contained
in (a) passage(s)[24]. This signifies that LSA reveals word-word relations which are similar
to human recognition. Similarity measurement of LSA is not just the statistics of word oc-
currence count, but also inferred substantial relationships and meanings. Empirically, when
human read or write passage or document, the choose of vocabulary reflects the meaning
of the document, words may have specific meanings in individual document or passages.
LSA is capable of extracting such latent meanings from passages.

Traditional term-based IR algorithms match exactly the same word as that in query
among all documents. Because of the polysemy and synonymy, types of traditional al-
gorithms can not return the results(documents) that are without the words in query. For
example, if user wants to retrieve documents related to mobilephone by utilizing query
”laptop”, and only documents contains word ”mobilephone” will be matched. However,
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document contains ”smartphone” also could be the result the user wants. In Deerwster’
paper [12], a retrieval example shows the weakness of traditional retrieval algorithms. As
shown in Figure 4.1, each row represents a document and x represents the word occurrence
in each document. With query string of ”IDF in computer-based information look-up” ,
x with start indicates that words in document also appears in query. ”R” in REL column
indicate Doc 1 and 3 are relevant to the user’s query while ”M” in MATCH column suggest
that Doc 2 and 3 are the retrieval result by traditional algorithm. Instead of return Doc 1 and
3 which are user actually want related to ”computer and information”, traditional methods
return Doc 2 and 3. Doc 1 is mismatched and Doc 2 is ”negative” matched.

Figure 4.1: Sample of traditional retrieving algorithm procedure and result

LSA can be viewed as two ways:(1) LSA can obtain the approximate estimation of con-
textual usage of words in text and (2) be a model of processing and representing substantial
meaning of passages[24]. For the first view, LSA extracts word-word, word-passage and
passage-passage correlations into a semantic space. Words with similar usages way proba-
bly have similar literally meanings[24]. As the model of externalizing underlying meaning
of passages, LSA compares the similarity of document vector in document space. These
two views are actually inter-osculated to each other. The words meaning not only deter-
mined by the semantic of themselves, but also depend on occurrences of other words in
passages. In another word, the meaning of passage also refers to the usage of all word it
contains.

Schreiner et. al. has shown that LSA can be used to assess student knowledge[35].
Their research indicates how LSA grades students essays and how LSA classifies appropri-
ate instructional text, by comparing the cosine similarity between vector abstracted from
an essay written by student with one or more document vector abstracted instructional tex-
t. Based on Schreiner’s research, Rehde et. al. continued the study of finding answers
to several research questions include that does LSA depends merely on technique word-
s(vocabulary) [40]. In another words, if a student creates a bag of technique words instead
of writing an essay, would LSA does equally well as before. Their result suggests that
creating a bag of technique words might effective although it difficult for one to create a
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technique word list extracted from text copra[35]. In this thesis, a similar question would
be researched and answered, which is how does the query(technique word) effects the per-
formance of XRank which includes LSA.

Implementing LSA contains several steps include building term-document matrix, ap-
plying Singular Value Decomposition(SVD), similarity measuring, etc. Details of these
procedures will be discussed in the following sections. A simple mathematic example is
demonstrated in Appendix B.

4.2 Construct Term-Document matrix

LSA analyzes the words in corpus to construct a term-document matrix to denote the rela-
tionship between term occurrences in documents. In term-document matrix, rows of matrix
represent terms and columns stand for different documents. Element of matrix shows the
number of times the term occurrence in each document. The elements are subjected to a
preliminary transformation, in which each cell frequency is weighted by a function that ex-
presses both word’s importance in the particular passage[24]. The term-document matrix
not only shows the term frequency in each passage, but also represents the frequency of
between different terms. A typical term-document matrix is represented in Figure 4.2.

Figure 4.2: Term-document matrix in LSA

A row in matrix tTi [x1,1 , x1,2 x1,n ] denotes the relation between documents from d1 to
dn. A column in matrix dj demonstrates the term relationship in document dj . As discussed
in chapter ??, based on the consideration of words appear in many documents should take
lower weight and words appears in rare document should be set higher, the cell value of
matrix can be replace by TF-IDF value.
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4.3 Apply Singular Value Decomposition

LSA applies SVD to term-document matrix which was build in previous step. The proce-
dure of decomposition original term-document matrix into three matrixes: U, S, V T called
singular value decomposition.

A = UΣV T

Assume that M is an m× n matrix, then U is an m×m unitary matrix represents the word
usage meaning of text corpus. Σ is an m× n diagonal matrix consists of non-negative real
numbers. V is an n × n matrix which stands for the document matrix which represents
meaning of text corpus. Matrix V T represents the documents matrix in which each row
represents one document vector on behalf of one document. The columns of U and V are
called left singular vectors and right singular vector of A, respectively. SVD is unique
depends on the original matrix and sign permutation[12].

Figure 4.3: Singular Value Decomposition matrix

By convention, non-zero values in matrix Σ are sorted by decreasing order:

σ1 ≥ σ2 ≥ σ3 ≥ . . . ≥ σn ≥ 0

4.4 Rank approximation

Piratically, a low rank approximation matrix will replace the original matrix based on
SVD of A[14]. Rank approximation is to remove the extraneous information from orig-
inal dataset[4]. Rank approximation is applied by different types of applications such as
data statistics [15, 5, 3], data processing[28] and seismic tomography[6, 34].

A = UΣV T ≈ UkΣkV
T
k =: Ak
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Since values in matrix is decreased ordered which is discussed in 4.3, where Σk consisted
of k largest values of Σ. The value of k is smaller than the length of query. The column
space of k-rank approximation matrix is a subspace of the column space of A[14].

4.5 Reconstruct word-document matrix

When reconstruct the term-document matrix with formula 4.5.

X = UkΣkV
T
k

In appendix B, we see that reconstructed term-document matrix suggest a rate that a word
should be in a document. In the original term-document matrix, the occurrence of ”survey”
in document m4 is 1 and that of ”trees” is zero. While in the reconstructed matrix, the
value of ”survey” in document m4 is 0.42 and that of ”trees” is 0.66. This suggest that
”survey” should have a lower weight in m4 document and ”trees” should have a higher
weight in document m4. This changed relies on the other words in each document, and
the ”latent semantic” is obviously reflected. When user searching the document, LSA can
retrieve and return the documents even they don’t contain word in query as long as these
documents are semantically similar to user’s purpose. With another point of view, value
of each column also can be seen as the semantic contribution to the document. Word with
hight weight contributes more that the word with lower weight. When comes to the minus
value, it can be regarded as a negative contribution to document. Sum of weight of specific
words contributions indicate that how much have the document talks about the ”semantic”
meaning of query.

4.6 Comparison

Rely on the matrices obtain by SVD, two types of comparison can be applied. The first is
comparison of two terms. In matrix M, dot product of two rows represents the similarity
of two terms. This dot product can be expressed by AAT . Since S is diagonal and V is
orthonormal is can be verified that AAT = US2UT , value in cell i,j can be calculated by
dot product of i, j rows in US [12]. Similar to term-term comparison, document-document
comparison can be applied in the same way. In matrix ATA, dot product between two rows
represent the similarity to of two documents. Again, ATA = V S2V can be generated.
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Hence value of i,j in ATA can be obtained by dot product in V S [12]. For the purpose of
fully understanding the relationship between term(s) corpus and document, a query string
matrix has to be created according to the original term-document matrix. The value of q is
the same form of columns on original term-document matrix. Following formula is utilized
to obtain query vector which finally used to compare with document matrix. Q = qTUΣ−1

Here, qT is the transformed vector of q. By this way, query string is mapped to document
space. Then it ready to evaluate the similarity between query document and documents.

The cosine similarities between query string and documents are only indicating how
close the document related to the query topic, but not how much have been involved about
the topic. In order to discover how much or how important of the document about query,
we start to concentrate on the reconstructed term-document matrix.

4.7 Limitation

LSA provides an approach to excavate the latent meanings from documents. However, LSA
still has some limitations. First, LSA can not handle the word order, which means that the
syntactic relation of logic can not be handled. Moreover, this limitation does not affect
the process of extracting word and paragraph meaning, but it must still be suspected of
resulting incompleteness or likely error on some occasions[24]. Another weakness is event
LSA can analyse synonymy in context, LSA can not distinguish polysemy. In default, each
occurrence of one word only be treated with same meaning, and in semantic space, each
word take on unique position even the word has different meanings.
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Chapter 5

Proposed Solution

This chapter will introduce our proposed solution, the XRank algorithm. This chapter
also explains the reason why we want include LSA to influence estimation. In details, we
demonstrate how we utilize LSA to get document similarity and to reconstruct word matrix
that deduces word contribution. In this chapter, we also represent the formula of XRank.

5.1 Proposed solution

5.1.1 Basic algorithm

A variety of information are exhibited on social media includes both content resources and
non-content resources [1]. These two types of resources can be variables to estimate online
influence. Non-content variables such as user relationships are valuable to online influence.
Take Twitter as an example, followers count indicates how many people are interested in
influential. At the same time, influential’s tweets are easily propagated throughout links be-
tween users. Moreover, links from influencer to followers determines the information flow
direction which also indicate influence direction. Larger number of followers means higher
probabilities of tweet propagation. Another factor in Twitter worthy to mention is the tweet
count. Tweet count shows that how many tweets posted by influential. These tweets are the
most direct medium that influence other users. Similar to non-content resources, contents
are also a valuable factor that can be utilized to evaluate online influence. The approach
we proposed is we plan to count both content resources and non-content resources as our
variables to evaluate online influence.
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We plan to evaluate correlation degree between contents and given topic by utilizing IR
methodologies. As we discussed in section 3.2.1 and 3.2.2, both VSM and Naive Bayes
classifier have weakness. Thereby we turn to LSA because of several advantages of LSA.
The advantages are list as follows:

• LSA can discover latent semantic meaning of document. As we discussed in chapter
4, LSA is capable of finding documents that have close correlation with query. Docu-
ments don’t contain keywords in query also can matched as long as these documents
are literally related to query.

• LSA doesn’t need labelled data and any training procedure.

LSA maps vocabulary into document space and compare to get cosine similarity be-
tween documents. The document similarity is a very important element used in XRank.

5.1.2 Word contribution

As we mentioned in section 4.5, each row in reconstructed word-document matrix repre-
sents the probabilities of one word’s appearance in all documents. In each column, words
with weight indicates that the document is much more related to the semantic meaning of
these words. In contrast, words with lower weight suggests that even these word appear in
the document but document is not really about the meaning of these words. Another way of
regarding this is summing several cells indicates how much dose the document writes about
the ”total” meaning about these ”few words”. And we call it word contribution. Word con-
tribution(WC) in reconstructed word-document matrix represents the word ”appearance”
or ”not appearance” reasonably. Appendix B is a good example to explain WC. Take doc-
ument c2 as an example, c2 talk about the user’s opinion about ”system response time”,
since only the word occurrence twice will be analysed. We can view that c2 is more talk
about the ”computer system response time”. In reconstructed term-document matrix, the
highest values belong to system, user, response and time which are 1.23, 0.84, 0.58,0.58,
separately.

In reconstructed word matrix,WC value can be zero, negative and positive. The ap-
proach of processing word contribution for document is adding each word contribution
together. And the total word contribution can be zero negative and positive as well. Zero
contribution value can be view as there is no contribution to the document in total. Negative
contribution value indicates that the document are not very related to the topic. It is easy
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to treat the positive value as an affirmative contribution of vocabulary word to document.
Larger WC value means that document is more related to the topic than the lower words of
contribution. For example, as shown in Appendix B, assume that we want to search docu-
ment about ”computer response time”, we can see that the word contribution for c1, c2 c3
c4 and c5 are 0.47, 1.72, 1.3, 1.5 0.79, separately. At the same time word contribution for
m1, m2, m3 and m4 are 0.02, 0.07, 0.11 and 0.27. The difference is significant between
two types of documents except document m4. Document m4 is not really about ”computer
response time”, we think that because of the existence of ”survey”. That will not be ef-
fecting the LSA understands the document, since we are going to combine this value with
cosine similarity to form a new value called document impact value.

5.1.3 Document impact value

In chapter 4, it has been discussed that cosine similarity between document and vocabulary
expresses the affinity between document and vocabulary, and WC is on behalf of how
much the document has involved in one topic. We can get the document impact value from
document similarity and WC. Then the document impact(DI) value represents not only how
close the document related to specific topic, but also how much the document has written
about the topic. Section 5.2 will describe how to obtain document impact value.

5.1.4 Retweet and mentions on Twitter

In Twitter, retweet is an experience of sharing interesting tweets, links from other users.
A retweet is often starting with ”RT”and ”@username” followed by interesting content.
For example, user Jackson with user name of ”jackson” published a tweet ”New iphone 5
will be release this September.”, and user George’s retweet would be like ”RT @jackson
New iphone 5 will be release this September.”. Mentions are identified by tweets containing
”@username”, excluding retweet. Mentions start with ”@username” is only to tweet replier
and ”@username” in the middle of tweet are broadcasting to all followers. The count of
retweet or mentions suggestion how many users are influenced. Vast amount of retweet
and mentions reflects that user have high probabilities of chances of transmitting influence.
Therefore we take retweet as an important variable in XRank.
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5.2 Prototype design

The prototype is revealed in Figure 5.1.

Figure 5.1: Prototype design of XRank algorithm. q is the query string that contains re-
trieval keyword Q is the query vector in document space from q. X is the reconstructed
term-document matrix which derived from U,Σ and V T .

In this proposed solution, we assumed that the document correlation with given topic is
a significant variable of determining online influence. Hence, we plan to collect tweets for
users and to combine amounts of tweet together to be a document. Document pretreatment
removes useless content such as links and ”@username” from documents. After documents
are cleaned and they are ready to be transformed into term-document matrix. The method
of creating term-document matrix has already been discussed in chapter 4.2.

Next critical step is applying SVD to the term-document matrix. Three new matrices
are generated which are U , Σ, V T . Based on these three matrices, we are able to reconstruct
term-document matrix. Combining with created vocabulary,we can find word contribution
for each documents with given vocabulary. Additionally, vocabulary is also mapped in to
document space. By calculating the cosine similarity between query vector (Q) and all
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document vector in matrix V , we can fin the similarity between document vectors.

DocSim is represented by cosine value between two vectors. Therefore the similarity
value ranges from-1 to 1. Value 1 means that document is semantically similar to vocab-
ulary, while -1 meaning totally different. This value is denoted as CS(Q,Di). We would
like to normalize this value into document similarity with a positive with formula 5.1.

DocSim =
1

1 + cos−1(CS(Q,Di))
(5.1)

cos−1(CS) is the radian angle between Q and document vector in document space.
Value of cos−1(CS) is from 0 to π. Adding 1 to cos−1(CS) is to avoid zero-division.

DocSim is a function of cos−1(CS). Final value would be from
1

1 + pi
to 1. If the angle

is 0, DocSim will be 1. While if two vector are opposite, DocSim will be
1

1 + pi
< 1 .

Every WC value can be negative, zero and positive. Only positive value means con-
tribution to document, negative value does not. XRank algorithm only counts positive
contribution. wi is the word in query string and conwi is a positive value. Negative WC
values are ignored.

PWCdi = conw1 + conw2 + ...+ conwn (5.2)

Based on the DocSim and PWC, we can obtain DI value with formula 5.3

DIdi = DocSim(Q,Di)× PWCdi (5.3)

The way of obtaining tweet count for each user is counting how many times for all
tweets in test dataset is retweeted, then add them together. We noticed that the test dataset
is small even it contains hundreds of thousand tweets. And we can not get how many
retweet for each user in total, thereby we would like to use retweet rate to evaluate the
user’s capability of enabling the rest to retweet. TCui is the tweet number for each for user
i in test dataset, and RTCui is the count of how many retweet for the tweet in test dataset.
We found that for each tweet, the number of retweet is often lower than 100. For cases of
retweet value larger than 100, Twiiter API only provide ”100+”. Therefore, as an expedient
way we count ”100+” as 100 for all.
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RTRui = RCui/TCui (5.4)

In order to derive user influence value, we utilize formula 5.5. We choose 3 as the base
of logarithm is due to the empirical practice. Since have to give each of parameter with a
proper weight and with many tests, we find XRank result is good when we choose 3 as the
base of logarithm. The reason we add 3 to RTRui is avoiding negative value when RTRui

is smaller than 3.

UI = Log3(RTRui + 3)×DIdi (5.5)

Finally, we have our final formula:

UIi = Log3((RCui/TCui) + 3)× 1

1 + cos−1(CS(Q,Di))
× PWC (5.6)

UIi represents User Influence for user i, RCu,i represents retweet count for user i in test
dataset, TCu,i represent tweet count for user i, CS(Q,Di) represents cosine similarity
between query and document i that is on behalf of user i, PWC represents positive word
contribution of words of document i.

5.3 Correlation evaluation methodology

5.3.1 Spearman ρ correlation measures

XRank algorithm will deduce a rank for all users in test dataset. We want to compare
XRank result with Klout Score rank. We select Spearman ρ correlation coefficient to esti-
mate correlation. Spearman ρ correlation coefficient can evaluate relationship between two
variables by utilizing using a monotonic function.

Spearman ρ correlation coefficient is often denoted with Greek letter ρ and it is used to
measure association between two ranks. Perfect value of Spearman correlation coefficient
is -1 or 1 if variables in two ranks are monotone function with each other. If the Spearman
correlation coefficient is close to 0, the two ranks are independent. Spearman correlation
coefficient is calculated by the following formula if tied ranks exist, this formula is de-
scribed in [27]. Assume that there are tow vectors X and Y with the same dimension, the
Spearman rho correlation can be calculated with the following formula:
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ρ =

∑
i(xi − x)(yi − y)√∑
i(xi − x)2(yi − y)2

(5.7)

here, xi is the i-th value in rank X, and x is the average value of all x in rank X.
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Chapter 6

Experiment

We organize this chapter with button to top pattern. First we describe how we collected
the Twitter data and pretreated the documents. We then suggest four test cases where we
apply XRank algorithm. Afterwards, we exhibit the test results for all test cases. Based on
these results, we explain the results and make discussions. At the end of this chapter, we
summarize the test result and the discussions.

6.1 Experiment settings

6.1.1 Dataset characteristeics

In this experiment, we would like to apply XRank algorithm to Twitter data. Twitter provide
a Twitter API∗ that exhibits plenty of interfaces for developers to develop Twitter relevant
applications. There are a variety of APIs that can be use to manipulate Twitter data with or
without authentication. To gather data to our experiment , we only need to use the Twitter
search API. By utilizing the search API, we get both user resources and timeline resources
on Twitter. Either we can select users randomly, or we can acquire users from the Twitter
suggestion list. Finally we decided to get user from suggestion list. Twitter API has a
suggestion API † that can get famous users that range from art and fashion to health and
technology. For our purpose, we collect 42 users from technology area and 40 users from
art-design field.

A non-ignorable fact on social media is that user number is growing everyday and

∗ http://dev.twitter.com/doc † http://api.twitter.com/1/users/suggestions.xml
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contents are also increasing remarkably. Take Twitter as an example, 572,000 new accounts
are registered only on March 12, 2011. In 2010, increase rate of mobile users is to 182%
. There 177 million tweets sent on March 11, 2011. In February, 2011, 140 million tweets
were sent by people everyday [37]. Meanwhile, another matter of fact is that only small
part of all users are contributing a lot. Some users never post any tweet after registering. A
research report release by Barracuda Labs reveals that 34% of Twitter users have no tweets
since they created an account and 73% users have less than 10 tweets[7]. These statistics
data shows that a large amount of users are content consumers. In our test, we want to
make sure that tested users are have enough tweets. Users in Twitter suggestion list are
active users and have a lot contribution to content. However, because of technique reasons,
some users in the list don’t fulfil our requirement. Finally we have 83 users to test.

Twitter suggestion list contains 19 topics∗. From these‘ 19 topics, we select technol-

ogy and art/design topic. Because we want to test XRank algorithm’s performance when
Applying XRank with different topic vocabularies. The test case details are described in
section 6.2.2.

Twitter API provide a very convenient approach for developers to retrieve and modify
twitter data. However, it has limitations for anonymous developers. For instance, the time-
line search API † only return 3200 tweets for each user. As this reason, in the test dataset,
tweet count for each user is not more than 3200. In Chpater 5, we discussed the step of
involving LSA into XRank. We proposed to utilize a document to represent a user for con-
tent analysing. Therefore, we merge a certain amount of tweets as a single document. The
amount of tweets is determined by test case which will be demonstrated in section 6.2.

6.1.2 Document pretreatment

XRank is designed to read human language that consists of words. Therefore non read-
able words should be removed from each individual tweet. In many cases, Original tweet
consists of some irrelevant contents. Following text shows two typical tweets:

Tweet 1: People may not love the Kindle - but they love the Kindle package
design: http://tinyurl.com/2q2ngq

∗ The topics consist of Art & Design, Books, Business, Charity, Entertainment, Family, Fashion, Food
& Drink, Funny, Government, Health, Music, News, Science, Sports, Staff Picks, Technology, Travel and
Twitter † http://api.twitter.com/version/statuses/usertimeline.xml
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Tweet 2: @dsifry but what I thinking @plasticbagUK is betitng is that
disadvantages will outweigh advantages of books. date is debatable, trend clear

Tweet 1 contains a typical tiny link http://tinyurl.com/2q2ngq. Tiny link is a short aliases
for long Uniform Resource Locator(URL) for redirection. Such links are hash indexes in
the server of Tinyurl∗. Therefore tiny links don’t have plain meaning and they are useless
to semantic analysis. Hence such links will be removed before this tweet is assembled to
document. Tweet 2 contains reply symbol ”@dsifry” at the beginning. It also contains
mentions symbol like ”@plasticbagUK” in the middle of the tweet. Although those sym-
bols are meaningful. However, we don’t need to analyse replies or mentions for XRank.
Hence those symbols also would be removed. Other symbols like ”-” and punctuations will
be removed. Additionally, numbers in tweet are often refereed as time or quantity. They
have to be removed as well. But abbreviations such as ”G2” or ”3G” will be kept since lots
of electronic products are name in that way.

6.1.3 Vocabulary creation

XRank is an algorithm that estimates online influence based on given topic. To specify a
topic, we need to create vocabulary. This vocabulary consist of keywords belong to the
same topic. It is not necessary to consider word order or logic between these words. As
discussed in chapter 4, LSA can not handle the word order in documents. Therefore, artifi-
cial vocabulary will be still viewed as a document. A feasible way of creating vocabulary
can be divided into following steps:

• Collect text content such as tweets, news or articles in specific topic, and statistic the
count for each word.

• Set a threshold for the for previous statistics. Word occrence larger than threshold
will be selected to a new collection.

• Select keywords which are related to a given topic.

To create a vocabulary related to technology topic. We gathered 42 documents which
consist of tweets from technology topic. Then we calculate occurrence for each word.
Afterword, threshold is set to 5. That means that word occurrence more than five times
are collected. The reason we set threshold is to ease the burden of selecting keywords. In
∗ http://tinyurl.com/
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this case, the collection contains more than 10,000 words even we set to 5. The larger the
collection is, the more time takes to select keyword. However, if threshold is too large,
some keywords are probably filter. So the suggestion is that choose a proper threshold
depending on dataset. If dataset is large, then consider to use a high threshold and vice
versa. Part of word collection we crated is like this:

billboard bottom creative fog Facebook Keith Instant Calls Thing losing

Think First Subject citizens WaltMossberg Valentine slightly raised Knowl-

edge Hybrid Management magazines raises shoots support Hand Device tech-

meme launching offer Carbon inside devices Francisco floor Trac LivingSocial

developers Empire Realtime Buffett Entrepreneurship smartphone download-

ing subway Tab team da3mon Tablet sign shirts Techmeme Videogame my-

Touch Twitter brilliant ShareablesThe MS iPhone Stealing love prefer Enough

fake red August working printing Newsweek Federal Symphony unveiled al-

lowed monitoring winter Who googlebooks elephant extensions applications

Cisco Catching truck pulled Barne Verizon bagels recipients smarter nation

subscribers Experiment Broadband Livy Live Honeycomb Satellite Elizabeth

MichiganLeopard Job investigation Ghostbusters internet Article Jon Places

million training saving HD2 Groupon philanthropy relationship TED Long

theater Cancer Telecom marriage Click HQ Movie graffiti Checkout Food

Brings internal play BBC M chrissyteigen plan accepting Fahey Google Cloud
writer Labs failed factor Celebrate Spice Prime banned Wifi sunny preparing

There are still many irrelevant words in the collection such as August, Live,Places.
Those words are very common and they can be appearing in all types of documents. There-
fore we need to filter common words and select keywords by ourselves. In the collection
above, the words marked as bold face are technology keywords. We can see that there
are several types of keywords. First type is company name or organization name such as
Google, Facebook, Twitter, Groupon, Verizon, TED. The second type is business product
name such as HD2∗, googlebooks, iPhone. Another type is common words related to tech-
nology such as device, smartphone. And the forth type of keywords is polysemy words
such as Cloud which probably refers to cloud computing or to meteorology cloud. Since
cloud computing is very popular topic in technology area, we want to keep it in our vo-
cabulary. From the collection above, we obtained the vocabulary for technology topic as
follows:
∗ HD2 is smartphone producted by HTC
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Ericsson google Slate LG iphone API APIs Code Twitter PS3 Android de-

velopers Device Incredible Tablet applications Cisco Verizon Satellite Hon-

eycomb phone technology 3GS Inspire Xbox legend Panasonic htc nano dia-

mond2 ted telecom cloud labs wifi gmail chip mac vodafone buzz translate pro2

xperia wwdc webcast ipad pc geo apple hardware crack adobe webos kindle

smartphone digital carriers wildfire Social Media network Microsoft cameras

gallery computer Sense spotify voip ios nexus dropbox tablets 3DS blackberry

adsense podcast antenna fcc SD IBM mobile itunes battery skype mwc a4 y-

outube facetime ipod yahoo zune gsm googleio xoom chrome Netbook Amazon

Canon Hulu keyboard MacBook NFC jailbreak LTE Disk Screen 3D Motorola

4G G2 G1 McAfee Hero laptop hp HD wireless Flyer Opera Samsung linux

Bluetooth iMac 16GB 32G iPhone4 sony GPS Zynga ARM

Beside technology vocabulary, we also created a vocabulary for art/design topic in the
same way. By analysing tweets which are posted by users who are in art suggestion list,
we have the word collection as follows:

House dirty Close music Obsession Factor watches Hot Production design
watched cream Read extract Simpsons Palin Scott Lady teen door company art

Cheese keeping science installing learn marthastewart Conference suggestion-

s Silver found Sounds HDR favorites historian number Kagan Fry guess guest

jet introduction Guardian relationship interviewed mural stairs Shuffle Click

Twitter Movie fights graffiti sell Graphics Club Brings Akzidenz internal play

brooklyn plan Google cover artistic Portfolio Auction gold Had session Has

Holzer writes writer Facebook Penguin Prime Masters sunny obscure creator

Fox photographs Glaser Fog sea Song exchange fantastic Redesign Against

Server death Koons Annie interface improved Louvre Chip connection amaz-
ing Todd electrician loan photographs readers admission Arial danke eager

parents Mann Marina submissions surprised Both doors couple calreid Ask

projects continue stylish Summers composer Niemann pals Andy sight print
curious Friend Frank Look Pace majo Shaw canvas hometown recreate illus-
trated gossip Designer young send Glass Designed torture continues animals

Fixed magic

In art/design word collection, company names such as Facebook and Twitter appear in
document as well. This probably these two websites are the most popular social media
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platform. And people would like to involve topics related to these two websites. However,
we believe that such company names are not relevant to art/design. But organization name
such as Louvre are considered as an art related keyword. Because as is well known, Mu-
seum Louvre is one of the most famous art museum in the world. Another type is graph
relevant words like photographs and images. These words are items that relevant to design
materials. Words like font, Arial, theme, pixels and image are more interrelated to website
User Interface(UI) design. Moreover, adjectives such as amazing, elegant, impressive are
kept because those words are probably related to art/design works.

music art design beauty webfonts Beautiful feeling petapixel pixel theme

conceptual life magazines wordpress panels choice awesome artist vision IKEA

Vienna favorite gorgeous sense imagine Redesign interface view stylist stylish

Designer Designed magic Flash designs scene Auction Advertising advertise

color patterns inspiration Photograph musical architectural pink typograph-

ica brown bold paintings photoartgallery cartoonist Graphics retrospective

dresser museum Geneva fantastic amazing Sculpture sunflower carving pho-

tographyelf Studio designblahg images print paint letterpress Classic font solid

jewelry pet map cartoonists Imprint inspiring photographs romantic Louvre el-

egant tnycloseread Ivy prints picture impressive artworks wood cabinet canvas

sculptural Arial style grace essential showcase Light necklace Arts Landscape

vintage Avatar concerts Writer whitney

It is worth to mention that XRank will not distinguish upper-case and lower-case.
Which means ”Google”, ”google” or ”GOOGLE” will be considered as the same word
as ”google”. When creating term-document matrix establishment and vocabulary vector,
all words are lower-cased to standard form. Because case of letter is not important in index
items. Many IR system convert items to either upper case or lower case[13].

6.2 Test cases

6.2.1 Test case A: Test XRank algorithm on vocabularies with differ-
ent sizes

In test case A, we choose 42 users related to technology topic. For each user, we search
500 tweets from Twitter and combine them into one document. In previous section, we
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described how to create technology related vocabulary. Then we construct three types of
vocabularies. Full size vocabulary contains 130 keyword. By removing 66 keyword, we get
a half size vocabulary contains 64 keywords. To create a small size vocabulary, we selected
nine words from full size vocabulary. All those vocabularies can be found in Appendix H.

Table 6.1: Parameters in test case A. User Quantity is the user number in this test case.
User Topic refers as field of user relates to.

User
Quantity

User Topic Document Size Vocabulary type Vocabulary Size

42 Technology 500 tweets/doc Technology Nine words Half size Full size
9 64 130

In chapter 5, we described how we include LSA into XRank. LSA compares document
with a fake document which is a artificial vocabulary. Hence an indispensable element
in XRank is the pre-constructed vocabulary. We want to figure out how vocabulary size
would affect XRank result. In order to eliminate other interference, the users we select are
all from technology topic. Additionally, the vocabulary type is also technology. And 500
Tweets for each document is a applicable size for testing.

We will keep user quantity, user topic, document size and vocabulary type the same.
By changing the vocabulary size, we apply XRank algorithm to test data and will get three
results. We will compare these result to examine how vocabulary sizes affect XRank result.

6.2.2 Test case B: Test XRank algorithm on vocabularies with differ-
ent content

This test is applying XRank algorithm to 83 users from both technology and art/design
topic. Among them, 42 users from technology topic and 41 users from art/design topic.
Then two different types of vocabularies will be created. One vocabulary is related to
technology topic. Another is related to art/design topic. They can be found in Appendix H
and Appendix I separately.

Table 6.2: Parameters in test case B. When testing, 42 users from technology area and 41
users from art/design users are mixed estimated.

User Quan-
tity

User Topic Document Size Vocabulary type Vocabulary Size

42 Technology 200 tweets/doc Technology Art Technology Art
41 Art and Design 130 106
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As we mentioned in section 6.2.1, XRank has a tight relationship with vocabulary. In
section 6.2.1, we designed test case A to see how vocabulary size would affect XRank. At
the same time, it is also very interesting to examine how vocabulary topic affect XRank
result. So we select users from both technology and are/design topic. Then we create
two vocabularies regards two different topics separately. Each document consists of 200
tweets. Considering the dimension of term-document matrix from 83 documents would
be very large and our LSA library can not handle large dimension matrix, 200 tweets is
empirical choice.

In the first round test, we will test XRank algorithm with technology vocabulary. The
result will show the online influence related to technology topic. In the second round test,
XRank algorithm uses art/design vocabulary. As a premise knowledge, we have known
that what topic of each user related to. Then we will check the result to see if technology
users have high rank in the first round test and low rank in the second round test. And vice
versa. If the answer is yes, we can say that XRank has a good capability of ranking online
influence based on topic. In contrary, then XRank is fail to rank online influence based on
topic.

6.2.3 Test case C: Test XRank algorithm based on variance of dataset
size

This test will apply XRank to 42 users from technology topic as the same we used in test
case A. We will use full size technology vocabulary to eliminate the reduce impact from
other variables. We will create three datasets to derive rank from XRank. Each dataset
contains corresponding 42 documents that every document consists of 200 tweets, 500
tweets and 800 tweets separately.

Table 6.3: Parameters in test case C. There are three independent tests in test case C. Each
time will use a different document size to test XRank algorithm. The rest parameters such
as users and vocabulary are the same.

User Quan-
tity

User Topic Document Size vocabulary type vocabulary size

42 Technology Small Middium Large technolgy 130
200 500 800

Since we include content analysis in XRank algorithm, one of the most significant
missions is gathering content. In this test, we collected a certain amount of tweets from
Twitter. From each users in test, we merge a number of tweets to form a document. Then
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we face the challenge of figuring out how many tweets should be selected. From the results
we will know how XRank results change according to the varying of dataset size change.
This will provide a clue to find out a proper number for creating document.

6.2.4 Test case D: Comparison between result derived from XRank
and Klout Score

In test case D, we use the exactly the same parameters as in test case B. Additionally, we
obtain Klout Score for these 83 users by utilizing Klout Score developer API ∗. Then make
a comparison between XRank results and Klout Score.

6.3 Results and discussion

6.3.1 Result A

After applying the XRank algorithm to 42 users with three types of vocabularies, we have
result A. Result A contains three XRank results. These results are exhibited in Appendix C.
Among 42 users related to technology topic, we select four users who are google, mashable,

wired and chadfowler to explain the result. Results for these four users are represented in
table 6.6 to 6.8.

In the XRank result based on the full technology vocabulary, the users google and
mashable are both top rank users. User google has a low document similarity(0.41). This
means that user google talks covers part of topics in vocabulary. Probably more about it’s
products. In order to prove our conjecture, we investigated user google’s tweets. Most of
the tweets talk about google products such as google earth, google buzz, andriod, google
code, etc.. Meanwhile this user have a very high WC value(443). High WC value indicates
that some words in vocabulary are mentioned a lot and these words have tight relation to
technology topic. User google’s word contribution are shown in table 6.4. From table 6.4,
we see that word ”google” contributes half of total contribution. And ”youtube” ”gmail”
”mobile” are contributing a lot as well. This means user google talks a lot about its product
such as ”google earth, google buzz”, therefore word ”google” contributes a lot. On the
other hand, words like ”itunes”, ”imac”, ”adobe” have very low contribution. Such low
contribution words indicate either these words rarely appear in google’s tweets or these

∗ http://developer.klout.com/api gallery
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words don’t related to google’s main topic even they arise a certain amount of times.

Table 6.4: Word contribution for user google. This result is arrived from XRank algorithm
with 500 tweets per document and with full size technology vocabulary. This table only
shows 16 words that contribute a lot on the left two columns and 16 words in vocabulary
but contribute very little on the right two columns.

Word Contribution Word Contribution
google 222 apis 1
youtube 54 hd 1
gmail 24 sense 1
mobile 15 hardware 1
twitter 11 developers 1
labs 10 microsoft 1
cloud 10 itunes 2.17E-15
googleio 9 wifi 2.16E-15
chrome 9 cisco 1.76E-15
android 8 adobe 1.01E-15
api 6 imac 2.40E-16
code 5 a4 6.71E-16
3d 5 hulu 6.80E-16
technology 4 geo 3.30E-16
applications 4 jailbreak 1.48E-16
media 4 sd 1.47E-16

Table 6.5 shows the part of word contribution for user mashable. Since the most con-
tributory words are ”social” ”media” ”ipad” ”twitter” and ”mobile” , we deduce that
user mashable talks about social media network and mobile devices.

In table 6.8, due to low document similarity and high word contribution, user google

has a middle document impact (182.9) Among all users, highest document impact is 358.7
and 7.5 is lowest value. In contrast, user mashable has a very high document similarity
which indicates what this user writing is very close to vocabulary. Another user is worth
to mention is wired. This user has a low document similarity (0.4) and medium word
contribution(300) with a middle retweet rate (33.95). Finally this user still gets a high
XRank result (393.79). User chadfowler has a low document impact (8.48) due to low
document similarity(0.42) and low word contribution(20). Moreover, the retweet rate is
very low(0.501) as well. Therefore user chadfowler has a very low XRank result(9.68).

From table 6.6 to 6.8, we see that DocSim doesn’t deduce rigorously with decreasing
of vocabulary. We also notice that user google has a higher DocSim when XRank utilizing
nine words vocabulary than XRank utilizing full/half size vocabulary. A possible explana-
tion is that full/half size vocabulary contains many keywords that user google doesn’t write
about. By removing most of irrelevant keywords, relevant words are kept. Hence document
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Table 6.5: Word contribution for user mashable. This result is also arrived from XRank al-
gorithm with 500 tweets per document and with full size technology vocabulary. This table
shows 16 words that contribute a lot on the left two columns and 16 words in vocabulary
but contribute very little on the right two columns.

Word Contribution Word Contribution
social 60 incredible 1.72E-15
media 39 satellite 1.64E-15
ipad 22 laptop 1.59E-15
twitter 17 panasonic 1.40E-15
mobile 17 facetime 1.27E-15
android 16 jailbreak 1.23E-15
google 14 crack 1.05E-15
chrome 14 opera 8.11E-16
iphone 13 tablets 7.54E-16
youtube 11 lg 7.52E-16
network 9 telecom 5.58E-16
tablet 5 webos 4.94E-16
cloud 5 geo 4.73E-16
amazon 4 3gs 4.35E-16
device 4 sd 1.58E-16
4g 4 imac 1.41E-16

Table 6.6: XRank result based on nine words in technology vocabulary. From table 6.6 to
table 6.14, DocSim is the document similarity which is processed cosine similarity, WC is
word contribution, DI is document impact score. RC refers to retweet count, TC represents
tweet count, RTR stands for retweet rate.

ID Name DocSim WC DI RC TC RTR XRank
1 google 0.799 222 177.452 84295 2158 39.062 604.00
8 mashable 0.456 17 7.749 186144 3200 58.17 29.0

40 wired 0.761 19 14.460 106202 3128 33.952 47.5
36 chadfowler 0.856 2 1.712 1456 2901 0.502 1.95

has higher similarity to remaining word in vocabulary. From right of Figure 6.1, we can see
trend of DocSim for the four users clearly. Except user google, the rest of three’s document
similarities are decreasing with the growing of vocabulary size.

Figure 6.1 shows DocSim trends based on vocabulary size change. Left figure shows
average DocSim value based on vocabulary size change. Average value decrease from
0.668 to 0.656 then to 0.623. This change is not remarkably and every value is close to
median(0.621). Right part of Figure 6.1 is the DocSim change for user mashable, google,

wired and chadfowler. Some users’ DocSim are becoming larger and some document
similarities are lower down.

Figure 6.2 demonstrates the WC trends according to the variance of vocabulary size.
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Table 6.7: XRank result based on half size technology vocabulary

ID Name DocSim WC DI RC TC RTR XRank
8 mashable 0.89 232 206.13 186144 3200 58.17 771.82
1 google 0.43 337 145.30 84295 2158 39.062 494.5

40 wired 0.42 187 78.50 106202 3128 33.95 257.9
36 chadfowler 0.45 16 7.15 1456 2901 0.502 8.2

Table 6.8: Rank result based on full technology vocabulary.

ID Name DocSim WC DI RC TC RTR XRank
8 mashable 0.98 302 295.41 186144 3200 58.17 1106.1
1 google 0.41 443 182.86 84295 2158 39.062 622.4

40 wired 0.40 244 98.17 106202 3128 33.952 322.6
36 chadfowler 0.43 21 8.97 1456 2901 0.502 10.2

Overall trend is word contribution decreases as size of vocabulary size. As more keywords
in vocabulary, the difference between word contributions are more distinct. From Figure
6.2, we can see that WC increase very significantly for every user. Word contribution has a
very tight relationship with numbers of keywords in vocabulary. Decreasing word number
directly leads to reduction of contributory word and vice versa.

Figure 6.3 describes average value of similarity result for three conditions. Average
XRank result increases when vocabulary size grows up. However, when vocabulary from
nine words to half size, the rank order changes. But when vocabulary size changes from
half size to full size, the order doesn’t change.
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Figure 6.1: DocSim trends based on vocabulary size change, from left to right are full size
vocabulary, half size vocabulary and vocabulary with nine words. Column figure on the
left shows average value of all document similarities for each precondition. Line figure on
the right shows document similarity change for four users.

Figure 6.2: WC trends based on vocabulary size change

Figure 6.3: XRank trends based on vocabulary size change
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6.3.2 Result B

Table 6.9 shows the XRank result base on technology vocabulary and art/design vocabulary.
XRank(T) indicates the column is the rank result base on full size Technology vocabulary,
XRank(A/D) represents that column is the XRank result based on full size Art/Design
vocabulary. User google, gadgetlab, TechCrunch and mashable are top four rank users in
XRank(T), user printmag, AIGDesign, designmilk and artinfodotcom are top rank users in
XRank(A/D). The top four users in XRank(T) have a lower rank in XRank(A/D) and vice
versa.

Table 6.9: XRank result based on on both full size technology vocabulary and art/design
vocabulary.

ID Name XRank(T) XRank(A/D)
49 gadgetlab 337.4 11.87
27 mashable 314.7 24.8
47 TechCrunch 312.0 18.4
4 htc 254.7 15.0

29 printmag 29.8 221.4
37 designmilk 10.4 216.2
9 AIGdesign 12.9 211.00
7 Tate 12.2 179.8

After we applied XRank to users from both technology and art/design topic with ful-
l size technology vocabulary, we have the result shown in table 6.10. Full result can be
found in Appendix ??. Users have high rank in XRank(T) all have high document simi-
larity and high word contribution. Hence, they have high document impact score. Users
related to art/design topic has very low document similarity(less than 0.4) and low word
contribution(less than 55). These two reasons mainly leads to low XRank result.

Table 6.10: XRank result based on full technology vocabulary, 83 users from both technol-
ogy and art/design topic

ID Name DocSim WC DI RC TC RTR XRank
49 gadgetlab 0.96 162 155.65 15554 1988 7.82 337.4
27 mashable 0.75 112 84.03 186144 3200 58.17 314.7
47 TechCrunch 0.83 111 91.97 123122 3195 38.54 312.0
4 htc 0.82 149 121.75 186144 3200 58.17 254.7

29 printmag 0.40 43 17.04 8619 2248 3.83 29.8
37 designmilk 0.36 15 5.32 17389 3142 5.53 10.4
9 AIGAdesign 0.40 17 6.78 7889 1554 5.08 12.9
7 Tate 0.35 15 5.34 13483 2987 4.51 12.2

Table 6.11 shows part of XRank result on 83 users with art/design related vocabulary.
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Table 6.11: XRank result based on full art/design vocabulary, 83 users from both technol-
ogy and art/design topic

ID Name DocSim WC DI RC TC RTR XRank
29 printmag 0.93 136 126.56 8619 2248 3.83 221.4
37 designmilk 0.82 135 110.78 17389 3142 5.53 216.2
9 AIGAdesign 0.92 121 110.91 7889 1554 5.08 210.9
7 Tate 0.83 95 78.71 13483 2987 4.51 179.8

49 gadgetlab 0.40 14 5.48 15554 1988 7.82 11.87
27 mashable 0.44 15 6.62 186144 3200 58.17 24.8
47 TechCrunch 0.42 13 5.44 123122 3195 38.54 18.45
4 htc 0.42 17 7.16 10698 1537 6.96 15.0

Appendix H) contains full result. Very similar with previous XRank(T) result, users related
to art/design topic have higher document similarity and higher word contribution than that
of users who related to technology topic. Even these users don’t have high retweet rate as
technology users have, they still can get a high XRank result. A very interesting user is
google. This user has a high similarity to art/design topic and low similarity to technology
topic even we know this user should be more related to technology topic.

This test shows that XRank result is depending on vocabulary type to a great extent.
Which means by creating different types of vocabulary, we can rank users for specific
topic.

6.3.3 Result C

We select the same four users as we did in Result A. From table 6.12, we can see that
users have either high word contribution(google) or high document similarity (mashable)
or high retweet rate (mashable) will get high XRank result. If parameters includes docu-
ment similarity, word contribution and retweet rate are low, then user would not get a high
rank(chadfowler).

Table 6.12: XRank result based on full technology vocabulary, 42 users from both technol-
ogy topic, 200 tweets for each user

ID Name DocSim WC DI RC TC RTR XRank
8 mashable 0.82 112 91.43 186144 3200 58.17 342.4
1 google 0.43 167 71.00 84295 2158 39.06 241.6

40 wired 0.37 83 31.08 106202 3128 33.95 102.1
36 chadfowler 0.41 7 2.89 1456 2901 0.50 3.3

In Figure 6.4, the average document similarity changes from 0.59 to 0.63 then to 0.62.

52



CHAPTER 6. EXPERIMENT

Table 6.13: XRank result based on half technology vocabulary, 42 users from both tech-
nology topic, 500 tweets for each user

ID Name DocSim WC DI RC TC RTR XRank
8 mashable 0.98 302 295.4 186144 3200 58.17 1106.1
1 google 0.42 443 182.86 84295 2158 39.06 622.4

40 wired 0.41 244 98.17 106202 3128 33.95 322.6
36 chadfowler 0.43 21 8.97 1456 2901 0.50 10.2

Table 6.14: XRank result based on full technology vocabulary, 42 users from both technol-
ogy topic, 800 tweets for each user

ID Name DocSim WC DI RC TC RTR XRank
8 mashable 0.92 467 431.20 186144 3200 58.17 1614.6
1 google 0.41 692 286.22 84295 2158 39.06 974.2

40 wired 0.41 346 143.28 106202 3128 33.95 470.8
36 chadfowler 0.45 40 17.94 1456 2901 0.50 20.5

All these values are just floating around median. We are more interested in single value
change. Figure 6.4 shows average document similarity trend as dataset changes. For users
who have low document similarity, dataset size change doesn’t affect similarity remarkably.
However, users have high document similarity are sensitive to dataset size. The reason
probably that users have high document similarity usually talk large rang of topics. When
words related to one specific topic are growing, the similarity probably increases. While
if word related to one specific topic are decreasing, the similarity still will be lower down.
From the right part of Figure 6.4, we can see that, the three document similarities doesn’t
changes much as the document size increasing from 200 tweets per doc to 800 tweets per
document. This indicates that LSA doesn’t need too many tweet or very big size document
to quarry similarities.

However, document size will affect word contribution significantly. Word contribution
is always increasing with growing of dataset as shown in Figure 6.5. Since word contribu-
tion reflects how much the topic has been talked. In most cases, small size dataset would
have fewer information as large dataset, hence less topic will be mentioned in small size
dataset.

Figure 6.6 describes XRank result based on dataset change. Apparently, large dataset
leads large XRank result and vice versa. This indicates that XRank depends on dataset and
large dataset would expand value range.

53



CHAPTER 6. EXPERIMENT

Figure 6.4: DocSim trends based on dataset size change

Figure 6.5: WC trends based on dataset size change

Figure 6.6: XRank trends based on dataset size change
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6.3.4 Result D

In this test, 83 users obtain their online influence from XRank algorithm. But Klout Score
for several users are not available. Only 69 users have Klout Score. Among those 69 users,
18 are art/design users and 51 are technology users. Table 6.15 represent the technology
users rank result. We can see that technology users who have high Klout Score also have
high XRank result in technology. This suggests that XRank do have the capability of
finding leading influence in social media.

We also notice that the average influence of technology users are higher than that of
art/design users. And no art/design users in test dataset has influence higher than 80. This
means that Klout Score estimates online influence, ignoring the topic of users belong to.
However, XRank is capable of estimate users towards topic. It has already discussed in
section 6.3.2.

Table 6.15: XRank result based on full technology and art/design vocabularies, 83 users
from both technology and art/design topic. 200 tweets for each document. Column of
KloutScore is the Klout Score rank for users. Type column indicate which topic the user
belongs to. T represents technology.Users are sorted by Klout Score value from largest to
smallest.

ID ScreenName Xrank(T) Xrank(A/D) KloutScore Type
27 mashable 314.65635 24.805442 87.76 T
47 TechCrunch 311.95348 18.449761 86.24 T
38 twitter 134.12194 3.9499291 84.87 T
16 google 237.62904 67.77845 82.63 T
28 TheNextWeb 208.51706 17.296444 79.77 T

Table 6.16: XRank result based on full technology and art/design vocabularies, 83 users
from both technology and art/design topic. 200 tweets for each document. Column of
KloutScore is the Klout Score rank for users. Type column indicate which topic the user
belongs to. A represents Art/Design. Users are sorted by Klout Score value from largest to
smallest.

ID ScreenName Xrank(T) Xrank(A/D) KloutScore Type
68 NewYorker 87.023991 20.200552 78.12 A/D
70 zeldman 22.636614 28.399843 76.83 A/D
37 designmilk 10.396794 216.19601 72.32 A/D
25 LightStalking 7.0199668 63.361454 70.76 A/D
31 designsponge 8.095949 48.006373 70.35 A/D

We also calculate the Spearman correlation coefficient between retweet rate and Klout
score. And the coefficient is 0.71. We conjecture that Klout Score algorithm takes retweet
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rate as an very important parameter and gives retweet rate with a heavy weigh. While for
XRank algorithm, we lower the weight of retweet rate. However, retweet rate still plays a
very important role in XRank algorithm.

6.4 Summary of Result

As the vocabulary size decreasing, the XRank result will be decreasing as well. As the
dataset size decreasing, the XRank result will be decreasing as well. However, the rank
order for most user doesn’t change much when document consists of more than 500 tweets.
This suggests that document contains about 500 tweets is enough for XRank algorithm to
estimate online influence. By creating different types of vocabulary, XRank can distinguish
users from different topic. In this project, users who have high rank in their own topic will
not have higher rank in another different topic. Metadata like retweet rate shows user’s
capability of enabling other user to have interaction. It’s very important aspect of user’s
influence. XRank rank has low Spearman correlation coefficient with Klout Score(0.4).
This means that XRank result and Klout Score result are not similar to each other. XRank
algorithm performances better than Klout Score when finding leading influencer in a given
topic.
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Chapter 7

Conclusion and further work

7.1 Conclusion

In this thesis, we investigated how LSA can be included when estimating online influence
in social media. By examining different types of natural language processing methodolo-
gies, we found that LSA is capable of discovering latent semantic meaning of document
and evaluating document similarities. We also found that word contribution in the recon-
structed word matrix also can be utilized to measure the document content. Integrating both
document similarity and word contribution, we created a variable called document impact.
We associated document impact value with twitter metadata – retweet rate to evaluate on-
line influence. Then we designed and implemented a prototype, to test the new algorithm
with different test cases. We named this algorithm XRank. The results have shown that it
is possible to include LSA in online influence evaluation.

First, we tested the XRank algorithm on Twitter data with vocabularies of different
sizes, to validate how vocabulary size affect XRank result. The result indicates that XRank
algorithm depends on vocabulary size and large size vocabulary leads to large XRank result.
XRank result nee to be normalize so that they are understandable. Second, through out
applying XRank to test data with two types of vocabularies which belong to two different
topics. It is proved that XRank algorithm has fairly satisfactory capability of differentiating
users that writes about different topics. This capability shows that the XRank algorithm is
able to measure and differentiate influence on users by topic. Further more, we changed
the document size to verify how document size would affect XRank result. The results
show that large document size leads to better rank result. However this leads to a larger
computational cost. This test result also suggests that normalization is required to place
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XRank result to a given range legitimately. At last, we compare XRank result with Klout
Score, the Spearman ρ correlation coefficient shows that the relations between such two
rank is low. [That proves that XRank is more like a online influence estimation algorithm in
specific topic and Klout score is an overall online influence estimation algorithm.Rethink]

7.2 Further work

Document normalization

Kraaij et. al. proved that linguistics stemming commit a significant improvement over lin-
guistic steaming in precision on retrieval performance[22]. Krovetz also noticed that stem-
ming leads to remarkable improvement against non-stemmer in IR system in performance[23].
Despite we removed meaningless items like hyperlinks and stopwords in the documents,
there are still more work can be done to clean the documents. One very well known tech-
nique is called stemming. Usually, document always contains inflected words like ”think-
ing” ”thinks” and ”thought”. These inflected words can be stemmed by stemming algo-
rithms. Stemming algorithm stems inflected words into the root form. Stemming enables
us to concentrate on the meaning of the words and save computational resources.

Another aspect that can improve the topic classification in XRank is to spell check
the documents. It’s unavoidable that there are words that are spelled wrong in a large
document base. Misspelled words introduces corruption to the IR systems when retrieving
informations from documents[31]. In this project, in order to remove the wrong words, we
filtered all words that only words appears more than 2 times in all documents are collected
and analysed. However, this filtering step can not be filter all wrong words. as this reason,
we need to check all words in document and make sure that the words analysed are correct.

Improve term-document matrix

When we constructed the term-document matrix, we simply counted the word occurrence
and set them into the matrix. Because of reason, we have to apply our tests to documents
with the same number of tweets. Event though, we can not guarantee that all documents are
with same length. Short documents have less words than long documents have, hence short
document will have disadvantages. To deduce such weakness, TF-IDF can be introduced
to LSA. That suggests that when constructing term-document matrix, instead of creating
matrix cell value with word occurrence, we use TF-IDF value to fill cells in term-document
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matrix. TF-IDF can find relevant and valuable keywords from document and LSA to find
latent semantic relations[9].

Improve third-party SVD library to support large dimension sparse matrix

In this project, we used the python svd library called Scipy and Numpy. The problem for
Scipy SVD is that it doesn’t support decomposition on matrix with a dimension lager than
13000. The solution is either we resolve the problem by cleaning documents, or we can
find another SVD library that can handle large sparse matrix decomposition.

Improve document similarity approximation rank

LSA utilizes rank approximation to get document similarity. In this project, we choose
k=2 to calculate document similarity.This value applies the disparity among all documents.
But we can not guarantee that 2 is the best value. So further work is to find the best or
empirically best value for rank approximation.

Add more proper parameters to XRank

As we mentioned in previous paragraph, we only use two parameters in XRank algorithm.
On social media, there are more parameters can be used like active followers and follower’s
influence, etc. We believe that more valuable parameters are added to XRank algorithm,
better rank result would be obtained.

Normalize XRank result

In this thesis we have seen that XRank result are sometimes very large to thousand and
small to about 1. In order to make the result more understandable, a simple normalization
process can be applied.
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Appendix A

Acronyms

LSA Latent Semantic Analysis

LSI Latent Semantic Indexing

API Application Programming Interface

NLP Natural Language Processing

TT Turing Test

IG Imitation Game

VSM Vector Space Model

TF-IDF Term Frequency − Inverse Document Frequency

IR Information Retrieval

SVD Singular Value Decomposition

WC Word Contribution

OI Online Influence

RC Retweet Count

TC Tweet Count

CS Cosine Similarity

DocSim Document similarity
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PWC Positive Word Contribution

DI Document Impact

RTR Retweet Rate

URL Uniform Resource Locator

UI User Interface
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SVD mathematical example

This is the classical SVD exmaple from Deerwsters’s paper[12]. This technical example
contains titles of nine documents. Only word occurrences no less than twice will be indexed
in the term-document matrix. As premise knowledge, five titles about human-computer
interaction (marked as c1-c5) and four titles about graph theory (marked as m1-m4). The
cell values in term-document matrix are simply occurrence times in titles.

Titles
c1: Human machine interface for Lab ABC computer applications

c2: A survey of user opinion of computer system response time

c3: The EPS user interface management system

c4: System and human system engineering testing of EPS

c5: Relation of user-perceived response time to error measurement

m1: The generation of random, binary, unordered trees

m2: The intersection graph of paths in trees

m3: Graph minors IV: Widths of trees and well-quasi-ordering

m4: Graph minors:A survey
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And term-document matrix would be like:

c1 c2 c3 c4 c5 m1 m2 m3 m4

human 1 0 0 1 0 0 0 0 0

interface 1 0 1 0 0 0 0 0 0

computer 1 1 0 0 0 0 0 0 0

user 0 1 1 0 1 0 0 0 0

system 0 1 1 2 0 0 0 0 0

response 0 1 0 0 1 0 0 0 0

time 0 1 0 0 1 0 0 0 0

EPS 0 0 1 1 0 0 0 0 0

survey 0 1 0 0 0 0 0 0 1

trees 0 0 0 0 0 1 1 1 0

graph 0 0 0 0 0 0 1 1 1

minors 0 0 0 0 0 0 0 1 1

Denoted this term-document matrix as M, and A can be decomposed by Singular Value
Decomposition into three matrices.

A = U0Σ0V
T
0

U0 is nine dimensional left-singular vectors for 12 terms, S0 is the diagonal matrix of nine
singular values with decreased order, and D0 is the nine dimensional right singular vector
for nine document.
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U0 =

0.22 −0.11 0.29 −0.41 −0.11 −0.34 0.52 −0.06 −0.41

0.20 −0.07 0.14 −0.55 0.28 0.50 −0.07 −0.01 −0.11

0.24 0.04 −0.16 −0.59 −0.11 −0.25 −0.30 0.06 0.49

0.40 0.06 −0.34 0.10 0.33 0.38 0.00 0.00 0.01

0.64 −0.17 0.36 0.33 −0.16 −0.21 −0.17 0.03 0.27

0.27 0.11 −0.43 0.07 0.08 −0.17 0.28 −0.02 −0.05

0.27 0.11 −0.43 0.07 0.08 −0.17 0.28 −0.02 −0.05

0.30 −0.14 0.33 0.19 0.11 0.27 0.03 −0.02 −0.17

0.21 0.27 −0.18 −0.03 −0.54 0.08 −0.47 −0.04 −0.58

0.01 0.49 0.23 0.03 0.59 −0.39 −0.29 0.25 −0.23

0.04 0.62 0.22 0.00 −0.07 0.11 0.16 −0.68 0.23

0.03 0.45 0.14 −0.01 −0.30 0.28 0.34 0.68 0.18

Σ0 =

3.34

2.54

2.35

1.64

1.50

1.31

0.85

0.56

0.36

V0 =

0.20 −0.06 0.11 −0.95 0.05 −0.08 0.18 −0.01 −0.06

0.61 0.17 −0.50 −0.03 −0.21 −0.26 −0.43 0.05 0.24

0.46 −0.13 0.21 0.04 0.38 0.72 −0.24 0.01 0.02

0.54 −0.23 0.57 0.27 −0.21 −0.37 0.26 −0.02 −0.08

0.28 0.11 −0.51 0.15 0.33 0.03 0.67 −0.06 −0.26

0.00 0.19 0.10 0.02 0.39 −0.30 −0.34 0.45 −0.62

0.01 0.44 0.19 0.02 0.35 −0.21 −0.15 −0.76 0.02

0.02 0.62 0.25 0.01 0.15 0.00 0.25 0.45 0.52

0.08 0.53 0.08 −0.03 −0.60 0.36 0.04 −0.07 −0.45
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Depend on the operational criteria, the value of dimensions deduction k is set as 2.
Basically, a large k can cover every details of the data structure, while under the need of
this retrieval example, small k value can eliminate sampling errors and ignore unimportant
details.

A ≈ Â = UΣV T

A =

T Σ V T

0.22 −0.11 3.34 0.20 0.61 0.64 0.54 0.28 0.00 0.02 0.02 0.08

0.20 −0.07 2, 54 −0.06 0.17 −0.13 −0.23 0.11 0.19 0.44 0.62 0.53

0.24 0.04

0.40 0.06

0.64 −0.17

0.27 0.11

0.27 0.11

0.30 −0.14

0.21 0.27

0.01 0.49

0.04 0.62

0.03 0.45

The product of these three matrix will produce Â
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Â =

human 0.16 0.40 0.38 0.47 0.18 −0.05 −0.12 −0.16 −0.09

interface 0.14 0.37 0.33 0.40 0.16 −0.03 −0.07 −0.10 −0.04

computer 0.15 0.51 0.36 0.41 0.24 0.02 0.06 0.09 0.12

user 0.26 0.84 0.61 0.70 0.39 0.03 0.08 0.12 0.19

sysyem 0.45 1.23 1.05 1.27 0.56 −0.07 −0.15 −0.21 −0.05

response 0.16 0.58 0.38 0.42 0.28 0.06 0.13 0.19 0.22

time 0.16 0.58 0.38 0.42 0.28 0.06 0.13 0.19 0.22

EPS 0.22 0.55 0.51 0.63 0.24 −0.07 −0.14 −0.20 −0.11

sruvey 0.10 0.53 0.23 0.21 0.27 0.14 0.31 0.44 0.42

trees −0.06 0.23 −0.14 −0.27 0.14 0.24 0.55 0.77 0.66

graph −0.06 0.34 −0.15 −0.30 0.20 0.31 0.69 0.98 0.85

minors −0.04 0.25 −0.10 −0.21 0.15 0.22 0.50 0.71 0.62

It has to mentioned that this value in this matrix is not exactly match the terms in document,
and the value would be getting close and close as more and more singular value are kept.
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Appendix C

XRank algorithm test result based on
variance of vocabulary size

This appendix show the XRank algorithm test result based on variance of technology vo-
cabulary .
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APPENDIX C. XRANK ALGORITHM TEST RESULT BASED ON VARIANCE OF
VOCABULARY SIZE

Figure C.1: XRank result with full size of technology vocabulary, 42 users from technology
topic, 500 tweets for each user.
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APPENDIX C. XRANK ALGORITHM TEST RESULT BASED ON VARIANCE OF
VOCABULARY SIZE

Figure C.2: XRank result with half size of technology vocabulary, 42 users from technology
topic, 500 tweets for each user
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APPENDIX C. XRANK ALGORITHM TEST RESULT BASED ON VARIANCE OF
VOCABULARY SIZE

Figure C.3: XRank result with technology vocabulary consists of 9 words, 42 users from
technology topic, 500 tweets for each user
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XRank algorithm test result based on
variance of vocabulary topic
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APPENDIX D. XRANK ALGORITHM TEST RESULT BASED ON VARIANCE OF
VOCABULARY TOPIC

Figure D.1: XRank result with 83 users from both art/design and technology topic, 200
tweets for each user, full technology vocabulary. Part 1
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APPENDIX D. XRANK ALGORITHM TEST RESULT BASED ON VARIANCE OF
VOCABULARY TOPIC

Figure D.2: XRank result with 83 users from both art/design and technology topic, 200
tweets for each user, full technology vocabulary. Part 2
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APPENDIX D. XRANK ALGORITHM TEST RESULT BASED ON VARIANCE OF
VOCABULARY TOPIC

Figure D.3: XRank result with 83 users from both art/design and technology topic, 200
tweets for each user, full art vocabulary. Part 1
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APPENDIX D. XRANK ALGORITHM TEST RESULT BASED ON VARIANCE OF
VOCABULARY TOPIC

Figure D.4: XRank result with 83 users from both art/design and technology topic, 200
tweets for each user, full art vocabulary. Part 2
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XRank algorithm test result based on
variance of dataset size
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APPENDIX E. XRANK ALGORITHM TEST RESULT BASED ON VARIANCE OF
DATASET SIZE

Figure E.1: XRank result with 42 users related to technology topic, 500 tweets for each
user, full technology vocabulary
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APPENDIX E. XRANK ALGORITHM TEST RESULT BASED ON VARIANCE OF
DATASET SIZE

Figure E.2: XRank result with 42 users related to technology topic, 800 tweets for each
user, full technology vocabulary
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Appendix F

Comparison between XRank and Klout
Score
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APPENDIX F. COMPARISON BETWEEN XRANK AND KLOUT SCORE

Figure F.1: XRank and Klout Score for 83 users, 200 tweets for each user, full size vocab-
ularies
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Appendix G

Twitter user type from twitter
suggestion list in test dataset

Figure G.1: This figure shows topics which all 83 users that used in the experiment belong
to
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Appendix H

Vocabulary on technology topic

Full size of technology vocabulary
Ericsson google Slate LG iphone API APIs Code Twitter PS3 Android developers Device
Incredible Tablet applications Cisco Verizon Satellite Honeycomb phone technology 3GS
Inspire Xbox legend Panasonic htc nano diamond2 ted telecom cloud labs wifi gmail chip
mac vodafone buzz translate pro2 xperia wwdc webcast ipad pc geo apple hardware crack
adobe webos kindle smartphone digital carriers wildfire Social Media network Microsoft
cameras gallery computer Sense spotify voip ios nexus dropbox tablets 3DS blackberry
adsense podcast antenna fcc SD IBM mobile itunes battery skype mwc a4 youtube face-
time ipod yahoo zune gsm googleio xoom chrome Netbook Amazon Canon Hulu keyboard
MacBook NFC jailbreak LTE Disk Screen 3D Motorola 4G G2 G1 McAfee Hero laptop
hp HD wireless Flyer Opera Samsung linux Bluetooth iMac 16GB 32G iPhone4 sony GPS
Zynga ARM

Half size of technology vocabulary
Ericsson google Slate LG iphone API APIs Code Twitter PS3 Android developers Device
Incredible Tablet applications Cisco Verizon Satellite Honeycomb phone technology 3GS
Inspire Xbox legend Panasonic htc nano diamond2 ted telecom cloud labs wifi gmail chip
mac vodafone buzz translate pro2 xperia wwdc webcast ipad pc geo apple hardware crack
adobe webos kindle smartphone digital carriers wildfire Social Media network Microsoft
cameras gallery

Technology vocabulary consists of nine words
Ericsson google LG Cisco Verizon Honeycomb legend Panasonic htc
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Vocabulary on art topic

music art design beauty webfonts Beautiful feeling petapixel pixel theme conceptual life
magazines wordpress panels choice awesome artist vision IKEA Vienna favorite gorgeous
sense imagine Redesign interface view stylist stylish Designer Designed magic Flash de-
signs scene Auction Advertising advertise color patterns inspiration Photograph musical
architectural pink typographica brown bold paintings photoartgallery cartoonist Graphics
retrospective dresser museum Geneva fantastic amazing Sculpture sunflower carving pho-
tographyelf Studio designblahg images print paint letterpress Classic font solid jewelry pet
map cartoonists Imprint inspiring photographs romantic Louvre elegant tnycloseread Ivy
prints picture impressive artworks wood cabinet canvas sculptural Arial style grace essen-
tial showcase Light necklace Arts Landscape vintage Avatar concerts Writer whitney
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