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Abstract We investigate mapping properties for the Bargmann transform and prove
that this transform is isometric and bijective from modulation spaces to convenient
Banach spaces of analytic functions. We also present some consequences. For example
we prove that the spectrum of the Harmonic oscillator is the same for all modulation
spaces.
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0 Introduction

In [1], Bargmannn introduce a transform ‘U which is bijective and isometric from
L%(R%) into the Hilbert space A2(C¢) of all entire analytic functions F on C? such
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that F - e~/ ¢ L?(C%). (We use the usual notations for the usual function and
distribution spaces. See, e.g. [30], and refer to Sect. 1 for specific definitions and
other notations.) Furthermore, several important properties for U were established.
For example:

e the Hermite functions are mapped into the normalized analytical monomials.
Furthermore, the latter set forms an orthonormal basis for A2(Cd );

e the creation and annihilation operators, and harmonic oscillator on appropriate
elements in L2, are transformed by 2 into simple operators;

e there is a convenient reproducing formula for elements in A2

In [2], Bargmann continued his work and discussed mapping properties for U on
more general spaces. For example, he proves that ("), the image of ./ under the
Bargmann transform is given by the formula

V(") = Uper Ay, 0.1)

Here Afég (C?) is the set of all entire functions F on C¢ such that F - e~1"/2 . aq

belongs to the mixed Lebesgue space L?”9(C?), for some appropriate modification
wy of the weight function w.

The Bargmann transform has a great impact in several other fields within mathemat-
ics and its related sciences. For example, in [23], the Bargmann transform is slightly
hidden in the analysis of spectral properties for localization operators on modulation
spaces. We refer to [3,8,32] and the references therein for other important contribution
to the theory of Bargmann transform.

Since the Bargmann transform appears in several situations, it is important to know
its image of convenient and frequently used function spaces, for example Lebesgue,
Sobolev or Besov spaces. However, except for the Hilbert space case, it seems to
be a hard task, in a simple way, describing the image of the latter spaces under the
Bargmann transform.

In this paper we focus on the image of the Bargmann transform for the modulation
spaces. We recall that the (classical) modulation space M”49, p, g € [1, o], as intro-
duced by Feichtinger in [10], consists of all tempered distributions whose short-time
Fourier transforms (STFT) have finite mixed L?'? norm. The theory of modulation
spaces was developed further and generalized in [11,13,14,18], where Feichtinger
and Grochenig established the theory of coorbit spaces. See also [12] for a review of
the theory of modulation spaces. In particular, the modulation space M (';;q, where w
denotes a weight function on phase (or time—frequency shift) space, appears as the
set of tempered (ultra-) distributions whose STFT belong to the weighted and mixed
Lebesgue space Lf w()f Here the weight o quantifies the degree of asymptotic decay
and singularity of the distribution in M ([:U;]

A major idea behind the design of these spaces was to find useful Banach spaces,
which are defined in a way similar to Besov spaces, in the sense of replacing the
dyadic decomposition on the Fourier transform side, characteristic to Besov spaces,
with a uniform decomposition. From the construction of these spaces, it turns out
that modulation spaces and Besov spaces in some sense are rather similar, and sharp
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embeddings between these spaces can be found in [36,37], which are improvements
of certain embeddings in [17]. (See also [28,35] for verification of the sharpness.)

During the last 15 years many results have been proved which confirm the usefulness
of the modulation spaces in time—frequency analysis, where they occur naturally. For
example, in [11,19,21], it is shown that all modulation spaces admit reconstructible
sequence space representations using Gabor frames.

Parallel to this development, modulation spaces have been incorporated into the
calculus of pseudo-differential operators, which also involve Toeplitz operators. (See,
e.g. [19,22,26,27,35-38,40] and the references therein.)

Finally we remark that modulation spaces have been applied to get sharp estimates
for solutions to partial differential equations. Some examples are [31] for the Navier
Stokes and a nonlinear heat equation, [25] for the nonlinear Schrodinger equation, [29]
for the Klein—Gordon equation, and [28] for the KdV and Benjamin—Ono equations.

The Bargmann transform can easily be reformulated in terms of the short-time
Fourier transform, with a particular Gauss function as window function. By such
reformulation, and using the fundamental role of the short-time Fourier transform in
the definition of modulation spaces, it easily follows that the Bargmann transform
is continuous and injective from M {;;1 to Afa’){)’. Furthermore, by choosing the win-
dow function as a particular Gaussian function in the M (";);] norm, it follows that
T : M(’;;;’ — Afu’g is isometric.

These facts and several other mapping properties for the Bargmann transform on
modulation spaces were established and proved by Feichtinger, Grochenig and Walnut
in [13,15,18,24]. In fact, here they prove that the Bargmann transform from M (I;;I to

A{,] is not only injective, but in fact bijective.

When proving the surjectivity of 0, they use the arguments that the Bargmann-
Fock representation of the Heisenberg group is unitarily equivalent to the Schrodinger
representation with U as the intertwining operator. Then they explain that the general
intertwining theorem [13, Theorem 4.8] applied to the Schrodinger representation and
the Bargmann-Fock representation implies that 0 extends to a Banach space isomor-
phism from MY to A{¥, and the asserted surjectivity follows.

In this context we remark that when applying [13, Theorem 4.8] it is necessary
that each element in Af w(f for p, g € [1, oo] is the Bargmann transform of a tempered
distribution. The latter fact follows if (0.1) is extended into

V(") = Uper Al - 0.1

We are not able to find any proof of (0.1) in the literature, nor any references in [13,
15,18,24]. On the other hand, it seems to be obvious that the authors in [13,15,18,24]
are aware of such proof in the literature. Furthermore, during our communications
with K.H. Grochenig, we were able to prove that the reproducing kernel holds for
each element in Af a’)')], which implies that (0.1)’ follows from (0.1).

In this paper we take an alternative approach for proving this bijectivity, based on
a direct proof of the fact that each element in A(){ is a Bargmann transform of a

temperate distribution, by proving that (0.1)" holds for all p, g € [1, co]. The fact that
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the Bargmann transform is continuous and injective from M{, to A{’Y then shows

that this tempered distribution must belong to M (1;;1 , and the result follows.
When proving (0.1)" we first consider mapping properties on Hilbert spaces, defined
by the harmonic oscillator. We prove that such Hilbert spaces are modulation spaces of

the form M(zuﬁ, when w(z, £) = on(z, &) = (x, &)V for some even number N. Here

(r) = A+ zHY? and (2,8) = A+ |z* + EH2

as usual. Furthermore, we use the analysis in [1,2] to prove that U maps M(zéi)
2,2

(on)" Since any fixed tempered distribution be-
longs to M(z(;i) provided N is a large enough negative number, (0.1)" follows in the
case p =q = 2.

The generalization of (0.1)" from the case p = ¢ = 2 to general p and g is there-
after done in Sect. 2 by an argument of harmonic mean values, from which it follows
that (0.1)’ also holds for p = g = 1. Since A"Y € Ay! . by Holder’s inequality,
provided N is a large enough negative number, it follows that each element in Af w()]
is a Bargmann transform of a tempered distribution. The asserted bijectivity is now a
consequence of the fact that U : M| — A{} is continuous and injective.

Here we remark that in several key steps we only considered properties of harmonic
functions which is a significantly broader class of functions compared to the set of
entire functions. Therefore we expect that several steps can be carried over to other
integral transforms, with ranges contained in the set of harmonic functions.

We also list some consequences of our results for different types of operators. For
example, we carry over the bijectivity properties for Toeplitz operators on modula-
tion spaces in [22] to similar situations for Berezin—Toeplitz operators acting on Af{;‘)l
spaces (see also [23]). As a consequence of these investigations we establish exact
spectral properties for the harmonic oscillator when acting on Af wC)I spaces.

The paper is organized as follows. In Sect. 1 we recall some facts for modulation
spaces and the Bargmann transform. In Sect. 2 we prove the main result, i.e. that
the Bargmann transform is bijective from M/ to A{’{. In fact, we prove a more
general result involving general modulation spaces M (w, %), parameterized with the
weight function w and the translation invariant BF-space %. In Sect. 3 we present
some consequences of the main result. Several of these consequences can be found in
[13,15,18,24]. However in our approach, such known consequences enter the theory
in different ways compared to [13,15,18,24].

Finally, in Appendix A we show how some key steps can be obtained in different
ways. We remark that the proofs of some of the results here were obtained together with
K.H. Grochenig, and that these results imply that each element in Af w()] is a Bargmann

transform of a tempered distribution (cf. the discussions here above).

bijectively and isometrically onto A

1 Preliminaries

In this section we give some definitions and recall some basic facts. The proofs are in
general omitted.



Mapping properties for the Bargmann transform 5

1.1 Translation invariant BF-spaces

We start with presenting appropriate conditions on the involved weight functions.
Assume that w, v € Ly, (R?) are positive functions. Then w is called v-moderate if

o@+y) = Co@)v(y) (1.1)

for some constant C which is independent of z, y € R?. If v in (1.1) can be chosen
as a polynomial, then w is called polynomially moderate. We let 22 (R9) be the set
of all polynomially moderated functions on R¢. We also let Z(R¢) be the set of all
w e ZRYNC®RY) such that (3%w) /w € L, for every multi-index or. We remark
that for each w € & (Rd), there is an element wy € (Rd ) which is equivalent to w,
in the sense that for some constant C, it holds

C_la)o <w=<Cwp

(cf., e.g. [37,38]).

We say that v is submultiplicative when (1.1) holds with @ = v. Throughout we
assume that the submultiplicative weights are even. Furthermore, v and v; for j > 0,
always stand for submultiplicative weights if nothing else is stated.

An important type of weight functions is

os(x) = (z)° = (1 + |z[H)*/?, (1.2)

Foreach w € Z(RY) and p € [1, o0], we let wa) (RY) be the Banach space which
consists of all f € L! (R%) such that ”f”L(’) = || f ol Lr is finite.

loc
Next we recall the definition of translation invariant Banach function spaces (BF-
spaces).

Definition 1.1 Assume that % is a Banach space of complex-valued measurable func-
tions on R and that v € Z(RY) is submultiplicative. Then 4 is called a (translation)
invariant BF-space on R? (with respect to v), if there is a constant C such that the
following conditions are fulfilled:

1. ZRY c % <. (R?) (continuous embeddings).

2. IfzeR%and f € A, then f(- — x) € A, and

If( =2z < Co@) fllz (1.3)

3. if f,ge L}OC(R") satisfy g € & and | f| < |g| almost everywhere, then f € A
and

I fllz = Cligllz-

4. the map (f, ¢) — f * ¢ is continuous from & x C§° (R?) to # and satisfies
If*ellz < Cllfll,@llfﬂllL(lv), forevery f € #and ¢ € C5°(RY).
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Remark 1.2 Assume that 4 is a translation invariant BF-space. If f € Zandh € L,
then it follows from (3) in Definition 1.1 that f - h € % and

ILf-nllz < ClfllzlhllLe. (1.4)

Remark 1.3 Assume wq, v, vy € & (Rd) are such that v and vg are submultiplicative,
wy is vgp-moderate, and assume that 4 is a translation-invariant BF-space on RY with
respect to v. Also let %(wq) be the Banach space which consists of all f € L }OC(R")

such that || f1l () = II.f wollz is finite. Then %(wp) is a translation invariant BF-
space with respect to vov.

Remark 1.4 Let 2 be a translation invariant BF-space on R with respect to v €
Z(R?). Then it follows that the map (f,g) — f * g from % x C°(R?) to &
extends uniquely to a continuous mapping from % x L(lv) (RY) to A. In fact, if f € B

and ¢ € Ci° (R9), then Minkowski’s inequality gives

e H/f(~ ey

S/Il.f(- —lzlewldy < C/IIfllgglw(y)v(y)ldy= Cliflizlel, -

The assertion is now a consequence of the fact that C§° is dense in L gv).

Remark 1.5 Let % be an invariant BF-space. Then it is easy to find Sobolev type
spaces which are continuously embedded in 4. In fact, for each p € [1, c0) and
integer N > 0, let Q% (R?) be the set of all f € L”(RY) such that || flgn < oo,

where

Ifligp = D 1D’ flee.

la+Bl=N

Then for each p fixed, the topology for . (R?) can be defined by the semi-norms
f = ”f”QZ’ for N = 0,1, ... Since . is continuously embedded in the Banach

space 4, it now follows that
I fllez < CN,pIIfIIQg/

for some constants C and N which are independent of f € .. Consequently, if in
addition p < oo, then Q% (R?) C 4, since .7 is dense in QF. This proves the
assertion.

The following proposition shows that even stronger embeddings compared to
Qﬁ,(Rd) C % in Remark 1.5 hold when p = co. Here, we set Lf\, = wa) when

w(z) = (x)V.
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Proposition 1.6 Let % be a translation invariant BF-space on RY, and let & €
P (RY). Then there is a large number N such that

LY RY) € Bw) € L yR).
Proof We may assume that @ = 1 in view of Remark 1.3. First we note that

I(-)"N|lz < oo, provided N is large enough. In fact, since . is continuously
embedded in 4, it follows that

1£ls <€ 7 N @ Pz (1.5)

IBI<N
when f € ., for some choices of constants C and N, and the assertion now follows

since the right-hand side of (1.5) is finite when f(z) = ()~ V.
It follows from Definition 1.1 (2) that

@)™ N flle = C@)y™NIfC —2)le, (1.6)

for some constants C and N. By integrating (1.6) and using Minkowski’s inequality
we get

Iflls = C1 /(x>‘NI|f(~ D)l de

>C /<x>—N|f<~ —o)ldz| =0C; /(x— N f@)|dx
B B
> G| [ Vir@lda ()] =i,
” !
for some positive constants C1, . .., Cz, where C = C3]||(-)~V| % < o0o. This proves

BCL .
It remains to prove LY € . Let N be as in the first part of the proof. By straight-
forward computations and using Remark 1.2 we get

Il = 1M ™Mz < )™Mzl flie = Clf s

for some constant C{, where C = C||{(- )_NII% < 00. Hence L;’VO C %, and the
result follows. O

1.2 The short-time Fourier transform and Toeplitz operators

Before giving the definition of the short-time Fourier transform we recall some prop-
erties for the (usual) Fourier transform. The Fourier transform .% is the linear and
continuous mapping on .#”(R?) which takes the form
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(FHE) = [E) =@m~" / f@)e 8 dy
R4

when f € L'(R?). Here (-, -) denotes the usual scalar product on R¢. The map .%
is a homeomorphism on .’ (Rd) which restricts to a homeomorphism on . (Rd) and
to a unitary operator on L?(R%).

Let ¢ € .7 (RH\0 be fixed. For every f € .7/ (R?), the short-time Fourier trans-
form Vi f is the distribution on R>¢ defined by the formula

Ve N, &) =F(fo(- —2)(&). (1.7

We note that the right-hand side defines an element in .’ (RZd) NC*® (RZd). We also
note that if f € L‘(Iw) for some w € Z(RY), then Vy f takes the form

Vo f(z, &) = Qm)~4? / FWoly —x)e W8 dy. (1.7)
Rd

Next we consider Toeplitz operators, also known as localization operators. If a €
Z(R*) and ¢ € . (R)\0 are fixed, then the Toeplitz operator Tp(a) = Tpy(a) is
the linear and continuous operator on .# (R?), defined by the formula

(Tpp(@) f. 9) 12y = (@ Vi f. Vo) 12 o) - (1.8)

There are several characterizations of Toeplitz operators and several ways to extend the
definition of such operators (see, e.g. [22] and the references therein). For example, the
definition of Tp¢, (a) is uniquely extendable to every a € .’ (R24), and then Tp¢ (a)
is still continuous on . (R%), and uniquely extendable to a continuous operator on
7 (RY).

Toeplitz operators arise in pseudo-differential calculus [16,33], in the theory of
quantization (Berezin quantization [5]), and in signal processing [9] (under the name
of time—frequency localization operators or STFT multipliers).

1.3 Modulation spaces

We shall now discuss modulation spaces and recall some basic properties. We start
with the following definition.

Definition 1.7 Let 2 be a translation invariant BF-space on R o ¢ @(Rz"), and
let ¢ € . (R¥)\0. Then the modulation space M (w, %) consists of all f € .7’(R?)
such that

1f M2 = 1Ve f ollz < oo. (1.9)

If w = 1, then the notation M (%) is used instead of M (w, X4).
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We remark that the modulation space M (w, #) in Definition 1.7 is independent of
the choice of ¢ € . (R%)\0, and different choices of ¢ give rise to equivalent norms.

An important case concerns when % is a mixed-norm space of Lebesgue type.
More precisely, let w € PR*), p,q € [1, 0], and let L9 (R2?) be the Banach
space which consists of all F' € L} loc (R*%) such that

a/p 1/4

| Fllirs = / /|F(x,s>|f’dx it | <o
d d

(with obvious modifications when p = oo or ¢ = 00). Also let LY? (R??) be the set
ofall F € L! (R%) such that

loc
rla /p

”F”Lf’q = / /|F(x,$)|qd§ dx < 0.
4 \Rd

Then the space M(w, LP4(R?*?)) is the usual modulation space M{Z;’(Rd), and
M (w, LY?(R??)) is the space W(’;’)q (R%) which is related to certain types of clas-
sical Wiener amalgam spaces. For convenience we use the notation M 50) instead of
M([:u’p = Wp)p, and we set Mpq = M{;q) and M[7 = M{;S), where oy is given by
(1.2). Furthermore, for v = 1 we set

_ Pq g _ b p
M(AB) = M(w, B), MP1 = M(w), qu_W(w), and MP _M(w)

Here we recall that

os(x, &) = (z,6)" = (1 + [z* + |§*)7/%

In the following proposition we recall some facts about modulation spaces. We omit
the proof, since the result can be found in [10,13,14,19,38].

Proposition 1.8 Let p,q, pj,q; € [1, 0], w,wj, v, vy € ,@(Rz")forj = 1,2 be
such that w is v-moderate, and let A be a translation invariant BF-space on R* with
respect to vo. Then the following is true:

(D) ifep e M(v v)(Rd)\O, then f € M(w, B) if and only if (1.9) holds, i.e. M (w, B)
is independent of the choice of ¢. Moreover, M (w, %) is a Banach space under
the norm in (1.9), and different choices of ¢ give rise to equivalent norms;

) if p1 < p2,q1 < q2 and wr < Cwq for some constant C, then

SR < M7 IR € M{T R € SR,

(@2)

M(yy R S M(0, B) S M) R
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3)

“)

the sesqui-linear form (-, )2 on (RY) extends to a continuous map from
Mf I(R?) x M(p o )(Rd) to C. This extension is unique, except when p = q' €
{1, oo} On the other hand, if ||a|| = sup |(a, b) 2|, where the supremum is taken

/ ’
overall b € M(”l /’Z))(Rd) such that |b|| o < 1, then | - || and || - || ;p.a are
M1 ) @)
equivalent norms;

if p,q < oo, then y(Rd) is dense in M (Rd) and the dual space ofM 9 (RY)

can be identified with M(l/w) (R%), through the form (-, -)2. Moreover, Y(Rd)
is weakly dense in M )(Rd ).

The following proposition is now a consequence of Remark 1.3 (5) in [40] and
Proposition 1.8 (2).

Proposition 1.9 Let % be a translation invariant BF-space on R*? and let w i for
j € J be afamily of elements in 22 (R*?) such that for each s > 0, there is a constant

C >

Then

0, and j1, jo € J such that

wj (2, &) < Clz, )™ and C 'z, £)° < wj,(z,8).

UjesM(wj, B) = ' RY) and Njcj M(w;, B) = 7 RY).

1.4 The Bargmann transform

We shall now consider the Bargmann transform which is defined by the formula

(V) (z) = n*d“/exp (——<<z 2 +1yH +2"%z,y ) fdy, (1.10)

R4

when [ € L%(R?). We note that if fe L?(R?), then the Bargmann transform U f of
f is the entire function on C?, given by

or

V1)) = / Az ) f () dy.

(B =(f, Aa(z, -)), (1.11)

where the Bargmann kernel 2(; is given by

1
Ay(z,y) =7 *exp (‘E“Z’ 2+ ly) + 2%, y>) :
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Here

d
(z.w) =D zjwj, whenz=(z1,....2¢) €C? and w= (wi,..., wg) € C*,
j=1
and (-, -) denotes the duality between elements in .% (R?) and .7’ (R%). We note that
the right-hand side in (1.11) makes sense when f € ./ (R?) and defines an element in
A(C?), since y — Ay (z, ) can be interpreted as an element in . (R¥) with values in

A(C?). Here and in what follows, A(C?) denotes the set of all entire functions on C?.
From now on we assume that ¢ in (1.7), (1.7)" and (1.9) is given by

o (x) = m— Aol (1.12)
if nothing else is stated. Then it follows that the Bargmann transform can be expressed

in terms of the short-time Fourier transform f +— Vy f. More precisely, for such
choice of ¢, it follows by straight-forward computations that

(V1)) = (Bf)(w+i8) = lTHED2 8y, (2125 —2172¢)
= e<lw|2+\$\2>/26—i<fv»$>(5—1(v(pf))(x, £), (1.13)

or equivalently,

Vo f (2, §) = e~ IHER 4 —itw6)/2 (g ) (27120, —271/2g),
— @O/ 2g(e Wsz))(x, £). (1.14)

Here S is the dilation operator given by
(SF)(z, &) = FQ~12g, —2712¢), (1.15)
For future references we observe that (1.13) and (1.14) can be formulated into
Y=UygoVs, and Uy oV ="V,

where Ug is the linear, continuous and bijective operator on _@’(RM) =9 (Cd),
given by

(UgF)(x, &) = (TP HED 2= &) po1/2, 912y, (1.16)

We are now prepared to make the following definition.

Definition 1.10 Let € 22 (R%) and let Z be a translation invariant BF-space on
R* = 4.
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1. The space Ay(w) is the modified weighted Z-space which consists of all F €
L} (R*) =L} (C? such that

loc
IF || gy (@) = I(S(Fe™ ") o)l 5 < o0.

Here S is the dilation operator given by (1.15);

2. The space, A(w, &) consists of all F € A(C?) N Baz(w) with topology inherited
from By (w);

3. The space Ag(w, A) is given by

Ao(w, ) ={(Vf): f € M(w, B)},

and is equipped with the norm || F || po(w,2) = | f | M(w, ), When F =T f.
The following result shows that the norm in Ag(w, B) is well-defined.

Proposition 1.11 Let v € P (R*?), % be an invariant BF-space on R*? and let ¢
be as in (1.12). Then Ayg(w, B) C A(w, $B), and the map ‘U is an isometric injection
from M (w, B) to A(w, B).

Proof The result is an immediate consequence of (1.13), (1.14) and Definition 1.10.
O

We employ the same notational conventions for the spaces of type A and Ag as we
do for the modulation spaces. In the case w = 1 and # = L2, it follows from [1]
that Proposition 1.11 holds, and the inclusion is replaced by equality. That is, we have
A(2) = A? which is called the Bargmann-Foch space, or just the Foch space. In the next
section we improve the latter property and show that for any choice of w € &7 and
every translation invariant BF-space %, we have Ag(w, ) = A(w, AB).

2 Mapping results for the Bargmann transform on modulation spaces
In this section we prove that Ag(w, A) is equal to A(w, P) for every choice of w
and 4. That is, we have the following.

Theorem 2.1 Let B be a translation invariant BF-space on R andlet w € P (R*).
Then Ayg(w, B) = Alw, B), and the map f +— L f from M(w, B) to A(w, B) is
isometric and bijective.

We need some preparations for the proof, and start with some remarks on the images
of . (Rd ) and . ’(Rd) under the Bargmann transform. We denote these images by
A (C?) and A;,(Cd) respectively, i.e.

Agr(CH ={(Tf; fe SR} and A, (C) =(Vf; f e R

As a consequence of (1.13) and Propositions 1.9 and 1.11, the inclusion

A (Ch) C{F € ACY); |[Fe! "o yllr < oo forsome N >0} (2.1)
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holds. We recall that in [2] it is proved that (2.1) holds with equality when p = oo.
An essential part of our investigations concerns to prove that equality is attained in
(2.1) for each p € [1, o0].

2.1 The image of the harmonic oscillator on MZZN.

Next we discuss mapping properties for a modified harmonic oscillator on modulation
spaces of the form M22N (R%), when N is an integer. The operator we have in mind is
given by

H=z]>?—A+d+1, (2.2)

and we show that they are bijective between appropriate modulation spaces. Since
Hermite functions constitute an orthonormal basis for L?> = M? and are eigenfunc-
tions to the harmonic oscillator, we shall combine these facts to prove that dilations
of such functions constitute an orthonormal basis for M22N, for every integer N.

We recall that if ¢ is given by (1.12) and

a(z, &) = oa(x, ) = x> + [E* + 1,

then H = Tpd, (a) (cf.,e.g. Section 3 in [39]). Let 4 be a translation invariant BF-space
and w € Z(R*). By Theorem 3.1 in [22] it now follows that H = Tp(a) = Tp(o2)
is a continuous isomorphism from M (0w, %) to M (w, 9B). Since this holds for any
weight w, it follows by induction and Banach’s theorem that the following is true.

Proposition 2.2 Let N be an integer, o € P R?*?) and let B be an invariant
BF-space. Then HV on .#'(R%) restricts to a continuous isomorphism from
M (oonw, B) to M(w, B). In particular, the set

{(f e Z’®RY; HY f e LPRY)
is equal to M%N(Rd), and the norm f +— ||HNf||L2 is equivalent to ||f||M22N.

We remark that the second part of Proposition 2.2 is proved in [6]. From now on
we assume that the norm and scalar product of MZZN (R?) are given by

1f a2, = IHY fll2 and (fog)yz, = (HY f. HY g) 2

respectively. Then it follows from Proposition 2.2 that (e;) jey is an orthonormal basis
for M22N if and only if (H Ne i) jes is an orthonormal basis for L?. In the following
we use this fact to find an appropriate orthonormal basis for M22N (R?) in terms of
Hermite functions.

More precisely, we recall that the Hermite function &, with respect to the multi-
index @ € N is defined by

ho(x) = w94 (= 1)l el g1y =112plal?/2 (ga g lal?y
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The set (hg)gene 18 an orthonormal basis for L2, and it follows from the defini-
tions that /4 is an eigenvector of H with eigenvalue 2|«| + 2d + 1 for every «, i.e.
Hhy = Qla| + 2d + 1)hy (cf., e.g. [34]). The following result is now an immediate
consequence of these observations.

Lemma 2.3 Let N be an integer. Then
(Q@lal +2d + 1) hagena

is an orthonormal basis for MZZN (RY).

2.2 Mapping properties of U on M22N

We shall now prove A% N= AIZV when N is a non-zero even integer. Important parts
of these investigations are based upon the series representation of analytic functions,
using the fact that every F € A(C?) is equal to its Taylor series, i.e.

2 (3% F)(0)
F)y= > G = 2.3)

aeNd

We also recall the result from [1] that A%(Cd) = A2(Cd), and that F € A2(Cd), if
and only if the coefficients in (2.3) satisfy

2
(@) gentllz = D lagl* < oo

aeNd

Furthermore, F = U f € A%2(CY) if and only if f € L% (RY) satisfies

f@) = agha(x), (2.4)

aeNd

i.e. f inherites the coefficients from F, and, since *U is isometric,
Flla2 = 1 fllL2 = (@a)gendlli2- (2.5)

We now have the following result.

Proposition 2.4 Let N be an integer. Then the following is true:

1. Aq(oan, L2(Rd)) consists of all F € A(Cd) with expansion given by (2.3), where
IF 1 = l(aq (@)™ )gena 2 < oo (2.6)

Furthermore, || - || and || - || g(5,y.12) are equivalent norms;
2. A(oan, L*(RY) = Ag(oan, L*(RY).
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For the proof we recall that

(Bhe)(z) = (ojv 2.7

(cf. [1]), and we let .7 (R?) be the set of all sums in (2.4) such that ¢y = 0 except for
finite numbers of «.

Proof (1) First we consider the case when F € P(CY), and we let a, be as in (2.3).
Then it follows from (2.7) that F is equal to U f, where f € .%(R?) is given by the
finite sum (2.4). By (1.14), Proposition 2.2, Lemma 2.3, and (2.5) it follows that

C N F Loty 22 < 1(Qlarl +2d + DV aw)allp < CIIF | gy 12):  (2.8)

for some constant C which is independent of F € P(C%). Since .% is dense in M22N’
it follows that (2.8) holds for each F' € Ag(ooy, L2) when a, is given by (2.3). This
proves (1).

In order to prove (2) we recall that U : M22N — Ag(oan, L?)isa bijective isometry
in view of Proposition 1.11. Hence Lemma 2.3 together with (2.7) show that

[<2|a| +2d + ”NWTW] (2.9)

is an orthonormal basis for Ag(oan, L2). By Proposition 1.11 it follows that

I Foll sg(oay.22) = I Folla(oyy.22) When Fo € Aq(oan, L?). Hence Ag(oan, L?) is
a closed subspace of A(oay, L?). Consequently, we have the unique decomposition

A(oan, L?) = Ag(oan, L) ® (Ao(oan, L),

and it follows that (2.9) is an orthonormal sequence in A(opy, L2). The fact that every
F € A(oon, L?) has a Taylor expansion now implies that (2.9) is an orthonormal
basis for A(oay, L?). Hence (Ag(oay, L2))1 = {0} and the result follows. O

Corollary 2.5 There is equality in (2.1) in case p = 2, i.e.
(Bf; f e RYY = {F e AC); [Fe "' Po_y|l,2 < 0o for some N > 0}.
Proof The result follows from Proposition 2.4 and the fact that

UnezM3(RY) = 7' (RY).
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2.3 Mapping properties of U on .#”, and proof of the main theorem

We shall now consider the relation (2.1) and prove that we indeed have equality when
1 < p < 2.Inorder to do this we need the following lemma. Here we let B, (z) denote
the open ball in C? with radius r and center at z € C¢.

Lemma 2.6 There is a family (B;) jey of open balls B such that the following con-
ditions are fulfilled:

1. CB4(0) CUB;;
2. Bj= B,j(zj)forsome rjand zj such that |z;| > 4,r; < 1/|z;l;
3. there is a finite bound on the number of overlapping balls By (z;).

Proof Letk > 4 and let N be a large integer, and consider the spheres
Sti=1{z€C% |zl =k+1/kN}, 1=0,...,kN —1.

On each sphere Sy ;, choose a finite number of points z; in such way that for any two
closest points z and w the distance between them is 1/2k < [z —w| < 1/(k + 1). It
is easily seen that such a sequence (z;) exists when N is chosen large enough. The
result now follows if we choose Bj = By, (z;) with r; = 1/(k + 1). o

We now have the following result.
Proposition 2.7 Let p € [1, 2] be fixed. Then there is equality in (2.1).

Proof Let Q2 be the set on the right-hand side of (2.1). In view of Corollary 2.5,
it suffices to prove that €2, is independent of p. First assume that p; < p>, and let
r € [1, 00] be suchthat 1/py +1/r = 1/p;. Then it follows from Holder’s inequality
that

[Fe™l P20y N=d=1y o = (R P2 ()N y (==
< CIIFe P20y,
where C = ||(~)_d_l||Lr < 00. This proves that 2, € ;.

The result therefore follows if we prove that Q1 C 5. Assume that F' € Q. It
suffices to prove that

IF(2)(z) " Ne 722 an(z) < oo, (2.10)

|z|>4

for some N > 0. Here and in what follows, dA(z) denotes the Lebesgue measure
on C4.
Since F € A(CY), the mean-value property for harmonic functions gives

F(2) = Clz / F(z + w) di(w),

lw|<1/z]
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where 1/C is the volume of the d-dimensional unit ball. Since
CTleTk < Tl < ceml el < r 4 w) < Cla) and (2) < Clz

for some constant C > 0, when |w| < 1/|z| and |z| > 3, we get

/ |F(2)(z) Ne P22 dacz)

2

scl/ / |F(z + w)| da(w)(z) N2 e P2 | ai(z)
[z]=4 \w|=1/|z]

2

=@ / / |F(z 4 w)(z + w) N P2 gy w) | (2)2dAcz)
[z]=4 \w|=<1/|z]

2

Il
S
—

/ |F(w)(w) Ve P2 gy wy | (00Mdrz).  @.11)

lz|=4 \w—z|<1/|z]

Now let B; be as in Lemma 2.6. Then Lemma 2.6 (1) gives that the integral on the
right-hand side of (2.11) is estimated from above by

cy / |F(w)(w) Ve P2 ayw) | (22 dA).

7€l B; \w—zi<1/1zl

Since |w — z;| < 4/|zj| when [w — z| < 1/|z| and z € B}, the last integral can be
estimated by

2

iy, / / | (w) (w) NP2 apwy | (2% da)
J'EJB_/ w—z;|<4/|z;]

2

<G, / |F () w) N eI F2) a5 )

€T \weBs,,; z))
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<o |> |Fw){w) N e/ g w)
jejw634rj (z)

2

< / |Fw)(w) Ve P2 arw) |

Cd

for some constants C1q, ..., C3. Here the first inequality follows from the fact that
f B; (z)2d dX\(z) < C for some constant C which is independent of j by the property

(2) in Lemma 2.6, and the last two inequalities follow from the fact that there is a finite
number of of overlapping balls By, (z;) by (3) in Lemma 2.6. Summing up we have
proved that

1/2

/ IF2)(2) Ne P22 a0y | < CIF( )y Ve 2,0,

for some constant C. The proof is complete. O
Proof of Theorem 2.1 By Proposition 1.11 it follows that the map f +— U f is an
isometric injection from M (@, £#) to A(w, %). We have to show that this mapping is
surjective.

Therefore assume that F € A(w, %). By Propositions 1.6, 2.4 and 2.7, there is an
element f € .7/ (R¥) such that F = U f. We have

1 f a1, ) = 1B flla@w,2) = 1 Fllaw,2) < 0.

Hence, f € M(w, #), and the result follows. The proof is complete. O

3 Some consequences
In this section we present some results which are straight-forward consequences of
Theorem 2.1 and well-known properties for modulation spaces. Most of these results

can be found in [15,18,19,24].
We start with introducing some notations. We set

Aa’g((jd) = A(w, L9 (R*)) and Afw) _ Afwf

when w € Z(C%) and p, g € [1, co]. We also set

AP4 — A{’w‘)i and AP = AZO) when w = 1.
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Let
dp(w) = 7% P g (w),

where dA(z) is the Lebesgue measure on C¢. We recall from [1,2] that the standard
scalar product on A%(C9) is given by

(F,G) 42 E/F(w)G(w)du(w). 3.1)
cd

Furthermore, there is a convenient reproducing kernel on Afy(Cd), given by the
formula

F(z) = /e(z’w)F(w)d,u(w), F e Al (Ch, (3.2)
Cd

where (-, ) is the scalar product on c (cf. [1,2]). For future references we observe
that (3.2) is the same as

Fo)y=n"4(F.e®) 1), Fea, ), (3.2)

3.1 Embedding and duality properties

We shall now discuss embedding properties. The following result follows immediately
from Proposition 1.8 (2) and Theorem 2.1.

Proposition 3.1 Let pj,q; € [1,00],w, wj,v,v0 € ?}’(de) for j = 1,2 be such
that p1 < p2,q1 < q2, w is v-moderate, and w>» < Cw; for some constant C. Also
let A be a translation invariant BF-space on R*® with respect to vq. Then

Az (Ch) S ALT(CD) € ARTHCT) € Ay (€D,

1 d d
Ay (C) € A0, B) S AT (0 (€D

Proposition 3.2 Let w € Z(C?). Then P(C?) is dense in Af a’g (C?) when 1 < p,
q < oo.

Proof Recall that % (R?), the set of finite linear combinations of the Hermite
functions, is dense in .’ (Rd) (cf. [34, Theorem V.13]). Hence the result follows imme-
diately from Proposition 1.8, Theorem 2.1, and the fact that V(SR = P(CY.0

Proposition 3.3 Let w € Z(R*) and p, q € [1, 00]. Then the form (3.1) on P(C?)
extends to a continuous sesquilinear form on Afa’g (C?) x Afl’/z)) (C%), and

[(F, G) g2l < |FllgrallGIl, .- (3.3)
@ AlJw)

This extension is unique, except when p = q’ € {1, oo}.
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Moreover, let
| FIl = sup [(F, G) 421, 3.4

where the supremum is taken over all G € P(C?) (or G € A(l/w)(Cd)) such that
Gl = 1.Then || - || and || - ||Af,¢>, are equivalent norms on Ap q(Cd)
At @

Proof The extension assertions and the inequality (3.3) are immediate consequences
of Proposition 1.8 (3), Theorem 2.1 and Holder’s inequality.

Let
Qu = {g e ML R gl wle =10
w)
QA = {G S A(]/w)(cd) “G” P/‘I/ < 1}
(l/w)

Forany F € A( Y there is a unique f € M)/ such that U f = F. By Proposition 1.8
(3) and Theorem 2.1 we get

1Fllgra = 1 fllpgre < C  sup |(f, 9)p2]
() (@) ge. SN

= C sup [(f.9)p2l = C sup |(F,G) g2 = ClIFllppa
IJEQM GeQy

for some constant C, where the first inequality follows from Proposition 1.8 (3) and
the last one from (3.3). Since any g € .¥ can be approximated by its truncated
Hermite expansion, the supremum over .’ may be substituted for a supremum over
the finite Hermite expansions. These, in turn, are the inverse images of the polynomials
in P(C%) which proves the last statement. O

Remark 3.4 Wenotethat theintegralin (3.1) is well-defined when F € A( ») (Cd) G e

Af’l/(fu)(Cd),w e Z(C% and p, g € [1, 00]. Also in the case p = g’ € {1, 0o}, we

take this integral as the definition of (F, G) 42, and we remark that the extension of
the form (-, - )42 on P(C% to A&’g (C%) x Afl’/z)) (C%) is unique also in this case, if
in addition narrow convergence is imposed (cf. Definition 3.13 and Proposition 3.14
below).

Proposition 3.5 Letw € Z(C%) and 1 < p, q < oo. Then the dual of ALY (C%) can

be identified with Afl/‘fu)(Cd) through the form (-, -) 2. Moreover, P(C%) is weakly

dense in A‘(’Z) (CY.

Proof The result is an immediate consequence of Proposition 1.8 (4), Theorem 2.1,
and the fact that .%} is dense in .. O
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3.2 Reproducing kernel and Berezin—Toeplitz operators

For general F € L23(dp), itis proved in [1] that the right-hand sides of (3.2) and (3.2)’
defines an orthonormal projection IT4 of elements in L2(d ) onto A2(C9). We recall
that A2 is the image of L? under the Bargmann transform. In what follows we address
equivalent projections where the Bargmann transform is replaced by the short-time
Fourier transform. We use these relations to extend [T4 to more general spaces of
distributions.

When dealing with the short time Fourier transform, it is convenient to consider
the twisted convolution % on L' (R??), which is defined by the formula

(FRG)(. &) = 2m) /2 / / F(z -y, & — )Gy, me= " dydn.

(cf., e.g. [13,19].) By straight-forward computations it follows that * restricts to
a continuous multiplication on .& (R24). Furthermore, the map (F,G) — F*G
from .7 (R??) x .7 (R??) to .7 (R??) extends uniquely to continuous mappings from
' (R¥) x .7 (R?*) and .7 (R*) x .7"(R*) to . (R%?) N C®(R™).

Remark 3.6 By Fourier’s inversion formula, it follows that
(Vo )% (Vo #3) = (63, 91) 12Re) - Voo f (3.5)

for every f € .#/(R%) and every o € Z(R%). The relation (3.5) is used in [13,19]
to prove the following properties:

1. The modulation spaces are independent of the choice of window functions [cf.
Proposition 1.8 (1)];
2. Let ¢ € Z(RY) satisfy ||¢||,> = 1, and let IT be the mapping on .7 (R?¢),
given by
MF = F%(Vyo). (3.6)
Also let # be a translation invariant BF-space on R o e Z(R*), and set

Vo(2)={Vsf: f € X,

when ¥ C ./ (R?). Then

.7 (R*!) — V4(#(RY) € .7 (R*) (3.7)
M. (R*) — V4 (' (RY)) €. (R*) (3.8)
M:%(w) — Vs(M(w, B)) (3.9)

are continuous projections. Furthermore, if in addition ¢ is given by (1.12), then
it follows by straight-forward computations that IT is self-adjoint on L?(R?).
Hence, for such a choice of ¢ it follows that IT is an orthonormal projection from
L2(R?) to V4 (L*(R?)).
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Now we recall that the orthonormal projection IT, of L?(d ) onto A%(C?) is given
by the right-hand sides of the reproducing formulas (3.2) and (3.2)’, i.e.

(A F)(z) = / S Fw)du(w), F e L*(dp). (3.10)
Cd

We extend the definition of IT4 to the set
&' (Ch = (F € 7/(CY); Fe™l'"2 e 7/ (C)),
by the formula
(M4F)@) = UF &) 7P Fed' (), (3.10)’

and we note that (3.10)" agree with (3.10) when F € L3(dp).

We note that the set &'(C?) is equal to Ugy(.”’ (R>?)), where Ug; is given by
(1.16). Furthermore, by letting ¢ (z) = ¢ (x) = n_d/“e_'l"z/z, the reproducing for-
mulas (3.2) and (3.2)’ are straight-forward consequence of (1.14) and (3.5). From these
computations it also follows that 14 is the conjugation of IT in (3.6) by
Ugy, i.e.

My =UgolloUy'. (3.11)

The following result is now an immediate consequence of these observations,
Theorem 2.1 and (3.7)—(3.9). Here we let

S(CY = (F € 2/(Ch): Fe~I'P/2 ¢ 7(C?)),

which is the same as Ugy(.% (R2%)).

Proposition 3.7 Let & be a translation invariant BF-space on R*, and let €
P (R??). Then the following hold:

1. Tly4 is a continuous projection from &' (C4) to Ae’y,(Cd);
2. [Tl4 restricts to a continuous projection from Bag(w) to A(w, B);
3. Ty restricts to a continuous projection from S(C%) to A o (C%).

Next we consider Toeplitz operators in the context of the Bargmann transform.
It follows from (1.8) that if a € .7/ (R?*?) and f, ¢ € .7 (R%), then

(Vg o Tp¢(a))f = Il(a - Fp), where Fy = Vy f. (3.12)

The close relation between the short-time Fourier transform and the Bargmann
transform motivates the following definition.
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Definition 3.8 Leta € .7’ (C?), and let S be as in (1.15). Then the Berezin—Toeplitz
operator Tgz(a) is the continuous operator on Af V(Cd), given by the formula

Ty(@)F = 4 ((S™'a)F).
It follows from (3.11) and (3.12) that
Ty(a) 0B =V o Tp(a).

The following result is now an immediate consequence of the latter property and [22,
Theorem 3.1]. We recall that £ consists of all smooth elements w in & such that
(0%w)/w € L.

Proposition 3.9 Letw € 2(C%), wy € Po(C?), and let B be a translation invariant
BF-space. Then Tog(wo) is continuous and bijective from A(w, $B) to A(w/wqy, B).

3.3 Mapping properties of Harmonic oscillator on modulation spaces

We shall now show how our investigations can be used to get spectral properties of
harmonic oscillator. For each ¢ € C, we let the r-harmonic oscillator be defined by

Hy = (z)> = A+2t —d)/2, (3.13)

and we observe that 2 H; agrees with (2.2) when t = d + 1/2. By Subsection 3.e in
[1] it follows that

d
aF
B(H, f) =2 §z,-8— +t-F, F=93feA,(C, (3.14)
Zj :
=t

which implies that if F € Afy(Cd) is given by
ZO[
F(2) = (V) = Zaaw, (3.15)
o

then

(loe] + )Nz
(ahl/2 7

VH @) =D aq

o

as N > 0 is an integer.
For the harmonic oscillator we now have the following result.

Theorem 3.10 Letr t € C and N € Z, be fixed, € ZR?), and let B be a
translation invariant BF-space on R*. Then the following conditions are equivalent:

1. HtN is continuous and bijective on . (Rd );
2. HY is continuous and bijective on .7 (R?);
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3. H,N is continuous and bijective from L*(R%) to Mzz N (R%);
4. H,N is continuous and bijective from M (w, B) to M(w/orn, B);
5. t¢{—n; neN}L

Furthermore, if (5) is fulfilled, then (1)—(4) hold for each N € Z.

By (3.14) and Theorem 2.1 it follows that Theorem 3.10 is equivalent to the fol-
lowing proposition.

Proposition 3.11 Let t € C and N € Z, be fixed, o € PR?), and let B be a
translation invariant BF-space on R*. Also let T be the operator

IF
T:Fe> (D zj— | +tF.

Then the following conditions are equivalent:

TN is continuous and bijective on A o (C%);

TN is continuous and bijective on A;,(Cd);

TV is continuous and bijective from Az(Cd) to AZ_2 N (Cd);

TN is continuous and bijective from A(w, B) to A(w/oan, B);
t¢{—n;neN}

Nk W=

Proof of Theorem 3.10 and Proposition 3.11 The results follow if we prove that each
one of (1)—(4) implies (5) in Proposition 3.11, that (5) implies (3) in Proposition 3.11,
and that (3) = (4), (4) = (1) and (4) = (2) in Theorem 3.10.

First we assume that (5) in Proposition 3.11 does not hold. Then TV z% = 0 when
|| = —t € N. This implies that (1)—(4) in Proposition 3.11 do not hold. It remains to
prove that (5) = (3) in Proposition 3.11, and that (3) = (4), (4) = (1) and (4) = (2)
in Theorem 3.10.

Therefore, assume that (5) in Proposition 3.11 holds, and let S be the operator on
A’y(Cd) which maps F in (3.15) into

Z“ Qlal+2d+ DNz
(ol + 0N (@)

o

Then So TN = Yo HY o U1, where H is given by (2.2). Furthermore, it follows
from the assumptions on ¢ that S is continuous and bijective on each A% No for every
integer No. The assertion (3) in Proposition 3.11 and Theorem 3.10 are now conse-
quences of Proposition 2.2, and (4) in Theorem 3.10 follows from [22, Theorem 3.1]
and Theorem 2.1.

Finally, (1) and (2) in Theorem 3.10 now follows from (4) and the relations

S RN =UpepM(w, ) and .S RY) = NperpM(w, B).

The proof is complete. O
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Remark 3.12 Let N > 0 be an integer, t € C\{ —d —2n; n € N}, m, s € R, and let
Shf! (R??) be the Shubin-class of all smooth symbols a on R?? which satisfy

080 a(x, &)| < Cop(x, &)1,

for some constants Cy g which only depend on a,«a and 8. Also let the pseudo-
differential operator Op,(b) with symbol b € .’ (R*?) be defined in the usual way
(cf., e.g. [22]). Then it follows that H" = Op(a) for some a € Sh?" (R??). Fur-
thermore, since Sh(l) (R2d) is a Wiener algebra (cf. [4,7]), the proof of [22, Theorem
2.1] in combination with Theorem 3.10 show that the inverse H, " of H} is equal to
Op, (b) for some b € Sh; *" (R>).

3.4 The narrow convergence

We shall now discuss the narrow convergence for modulation spaces and discuss the
corresponding concept in context of generalized Bargmann-Foch spaces.

The main reason why introducing the narrow convergence in context of Bargmann-
Foch spaces is to improve the possibilities for approximating elements in Aé’ w()l (€
with elements in P(C¢). In terms of norm convergence, Proposition 3.2 does not
guarantee that such approximations are possible when p = 0o or ¢ = oo. In the
case p = ¢’ ¢ {1, oo}, the situation is usually handled by using weak*-topology, if
necessary. However, the remaining case p = ¢’ € {1, oo} may be critical since P (C?)

is neither dense in AZZ’)] (C%) nor in Ag;;o (C%). Here we shall see that such problems

may be avoided by using an analogy of the narrow convergence from [38] for the A{’ w()]
spaces.
First we define the narrow convergence of such spaces.

Definition 3.13 Let w € @(Cd), Sbeasin(1.15), p,q € [1,00] and let F}, F €
AZS(C?), j = 1. Then F; is said to converge narrowly to F as j turns to infinity
whenever

1. .I;j — FinA’y(Cd) as j — oo;
i

1/p

H;€) = \R/ IFj@e 2 (s wy )P dz |
d

1/p

HE) = / F@e PP oy dr |
d

with z = x + i€ and z, & € RY, then H; — H in LY(RY).

The following proposition justifies the definition of narrow convergence.
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Proposition 3.14 Let w € 2(C?%) and let G € A(li‘;z ,(CY). Then the following hold:

1. P(C9) is dense in Af:)’)l (C%) with respect to narrow convergence;

Oo’1(Cd) as j — oo, then

2. ifF; € A?Z’)l (C%) converges narrowly to F € A(w)

(Fj,G) — (F,G)as j — .
Proof The result follows immediately from Proposition 1.10 and Lemma 1.11 in [38],
Theorem 2.1 and the fact that P(C?) is dense in A y(Cd ). O
Appendix A
In this appendix we present the announced alternative approach, where the key result

Proposition A.1 is obtained after several discussions with K.H. Grochenig (cf. [20]).
In a way similar as in Sect. 2, we are especially interested of the sets

Q?”,, = {F € A(C%); eI E ¢ LP(C?%), forsomes < 1}
Q.,={(F € ACY: o_ye 'V F e LP(CY), forsome N >0}, (A.l)

which are related to (2.1). Here + > 0 is fixed and p € [1, oo], and we note that

Q? » € €, p. We have now the following result which is one of the key steps when

proving Theorem 2.1.

Proposition A.1 Lett > 0. Then Q?’ p and S, p are independent of p € [1, oo].
For the proof we need the following lemma.

Lemma A.2 Let I14 be asin (3.10). If F € Q,1, then TIxF = F.

Proof Let F € Q1.1, and set

ay = 07F O . (A.2)
o!

It is obvious that F; = I14F is well-defined and defines an entire function on C¥.
We have to prove that F1 = F. Since both F and Fj are entire functions it suffices to
prove

9% F1(0) = 3% F(0), (A3)

for every multi-index o.
By the assumptions of €27 ; we may replace the order of integration and differen-
tiation when applying derivatives on the right-hand side of (3.10). Hence, if Ay =
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[0, 00)? and I; = [0, 2719, we get

99 F(0) = n_d/w“F(w)e_‘w‘zdk(w)

cd

. . . 2
= n_d/ /r“e_’(g’“)F(rle’G‘, g€y rge M do | dr

Ag \Ig
_ a —|r?
= /r rpee-rge Jo(r)dr, (A4)
Ad
where
Jo(r) = / e OO F e, rge®)do (A.5)
1a
Here we have taken w = (r1€'?, ..., rge®), with r = (r1,...,ry) € Ay and
0 = (61, ...,64), as new variables of integration.

We shall evaluate J, (). Since F is an entire function, the function

RY50 > Fte?, ... 15e'%) = Zaﬂrﬁe”@’ﬂ) (A.6)
B

is a smooth and periodic for every r € Ay4. This implies that

> lagrf| < o0 (A7)
B

for every r € Ay.
By (A.5) and (A.6) we get

Jo{(}"):/ Zaﬁr’geiw’ﬂ*“) de.
1 B

It now follows from (A.7) that we may interchange the order of summation and inte-
gration. This gives

J(r) = Zaﬁrﬁ/ei(é),ﬂ—a) do = (zn)daara' (A.8)
B 1y
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By inserting (A.8) into (A.4) and taking u ; = rjz as new variables of integration, (A.2)

gives

09 F1(0) = 2%ay / 20y g

JAV]

=a, / ue” Wt gy — ool = 9% F(0).

Ag
The proof is complete. O
Proof of Proposition A.1 We only prove that €, , is independent of p € [1, oc]. The

assertion for Q?’ , follows by similar arguments and is left for the reader. We may
assume that r = 1/2. Then the result follows if we prove

Qg CQp and Q1 € Qo, whenp <gandt=1/2. (A9)

First we assume that I € Q12 4. Then U,Ne_| : ‘Z/ZF € L7 for some N > 0. Hence,
if r € [1, oo] satisfies 1/p = 1/g + 1/r, Holder’s inequality gives

—1-12/2 —1-12/2
lo—vt2a+ne” T2 Fr < Cllo_ye ™ 12 F| 14,

where C = ||o_p4—1]|L- < oo. This gives the first inclusion in (A.9).
In order to prove Q21,21 € €21/2,00, We assume that F € 21,2 1. Then

F(Z) = n_d / F(w)g(z,w)—lw\z dk(w)
Cd
by Lemma A.2. This gives
lo_n(@e 1 PF @) < ¢ / o_ N @) F(w)] |e™F2HE=10F | g5 (w)
Cd

<(C /(2)7N87|w|2/2|F(w)| e*lszlz/z d(w)

Cd
<G / ((w) " Ne P2 Fw))) (2 — w)N e =1/2) do(w),
Cd

for some constants C; and C». By applying the supremum norm, Holder’s inequality
now gives

—-1?/2 —1- 22
lo_ye 2|0 < Clo_ye " 2F|| 1,
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where
—1-/2
C =C(Cllone |Loe < 00.

Hence Q12,1 € £21/2,00, and the proof is complete. O

Remark A.3 Proposition A.1 seems to be less technical comparing to Proposition 2.7.
On the other hand, the proof of Proposition 2.7 can be used in more general situations
where the analyticity assumptions are relaxed. Furthermore, both Proposition A.1 or
the proof of Proposition 2.7 can be used to extend Theorem 2.1, to involve mapping
properties of the Bargmann transform on modulation spaces in context of Gelfand-
Shilov spaces. These and other questions will be investigated in future papers.

Acknowledgments We are grateful to K.H. Grochenig for fruitful discussions, his patience and valu-
able advice, leading to several improvements of the paper. Especially we remark that Proposition A.1 and
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