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Abstract Designing routing schemes that would success-
fully operate in the presence of adversarial environments in
Mobile Ad Hoc Networks (MANETS) is a challenging issue.
In this paper, we discuss fault-tolerant routing schemes op-
erating in a network with malfunctioning nodes. Most exist-
ing MANET protocols were postulated considering scenar-
ios where all the mobile nodes in the ad hoc network func-
tion properly, and in an idealistic manner. However, adver-
sarial environments are common in MANET environments,
and misbehaving nodes certainly degrade the performance
of these routing protocols. The need for fault tolerant rout-
ing protocols was identified to address routing in adversarial
environments in the presence of faulty nodes by exploring
redundancy-based strategies in networks. It turns out that
since the nodes are mobile, the random variables encoun-
tered are non-stationary, implying that estimation methods
for stationary variables are inadequate. Consequently, in this
paper, we present a new fault-tolerant routing scheme that
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invokes a stochastic learning-based weak estimation proce-
dure to enhance a route estimation phase, which, in turn,
is then incorporated in a route selection phase. We are not
aware of any reported method that utilizes non-traditional
estimates to achieve the ranking of the possible paths. The
scheme, which has been rigorously tested by simulation, has
been shown to be superior to the existing algorithms.
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1 Introduction

MANETS are characterized as an infrastructure-less coop-
erative engagement of mobile nodes forming networks with
continuously changing topologies. They do not have central-
ized network managers, access points, fixed base stations,
or a backbone network for controlling the network man-
agement functions and do not possess designated routers
for making routing decisions. All nodes in MANETS take
part in routing by acting as routers for one another. How-
ever, several hops are normally needed in such networks for
transmission of data from one node to another because of
the limited wireless transmission range associated with the
operation of the mobile nodes [2, 7, 9].

The above-mentioned characteristics of MANETS, par-
ticularly those arising due to the mobility of nodes, and
the continuously changing network topologies, pose sev-
eral challenges. Due to the continuously changing topolo-
gies, the routes that were once considered to be the “best”
routes may no longer remain the same at a later time in-
stant. This, therefore, requires a continuous re-computation
of routes, and there is no permanent convergence to a fixed
set of routes in such networks. So, any routing protocol that
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needs to operate in MANET environments should take these
issues into consideration.

Designing routing protocols poses further challenges
when one needs to design routing schemes in the presence
of adversarial environments in MANET networks. This is,
more precisely, the problem addressed in this paper. Specifi-
cally, we discuss fault-tolerant routing schemes where there
are malfunctioning nodes in the network. Most existing
MANET protocols were postulated considering scenarios
where all the mobile nodes in the ad hoc network function
properly, and in an idealistic manner. However, adversarial
environments are common in MANET environments, and
misbehaving nodes can, indeed, degrade the performance of
these routing protocols [11]. The need for fault tolerant rout-
ing protocols was identified to address routing in adversarial
environments, specifically in the presence of faulty nodes,
by exploring network redundancies [10, 11].

Despite the challenges mentioned above, it is appropriate
to highlight a few applications of MANETSs which have ren-
dered them popular. One of the popular application domains
of MANETS is communication in moving battlefields [7].
Other applications involve communication in rural regions
where building up fixed wireline or wireless infrastructures
is both costly and difficult.

As discussed, due to the mobility of the nodes and
the rapidly changing topologies, the reliability of the cor-
rect transmission of messages is an important concern for
MANETs. Hence, strategies that would guarantee the deliv-
ery of packets in adversarial environments, and in the pres-
ence of node/link failures are sought for.

Different routing mechanisms have been proposed in the
literature for MANETs—primarily those that work under
the assumption of “ideally” behaving environments. Two
important schemes that we have used in our study use the dy-
namic source routing (DSR) [2, 4, 5], and the multipath rout-
ing [6, 8, 14] philosophies. Multipath routing protocols dis-
cover multiple routes between a pair of source-destination
nodes. In multipath routing, multiple redundant packets
are sent along different paths between a pair of source-
destination nodes. As opposed to this, DSR is a unicast dy-
namic on-demand routing protocol. It is a source routing
protocol, where the source explicitly provides a packet with
the complete information of the route to be followed, and
this route is used by the intermediary nodes to forward the
packet to the right destination node. In DSR, when two hosts
need to communicate with each other, the sender host deter-
mines a route based on the information stored in its cache,
or based on the results of a route discovery, depending on
whether or not the information about the destination node is
already available to the source node.

The well-known MANET routing algorithms (e.g., DSR,
multipath routing) are unsuitable as fault-tolerant routing al-
gorithms for MANETS. Since DSR chooses the shortest path
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route for packet transmission in adversarial environments,
it can be shown that DSR will achieve a low packet deliv-
ery rate. On the other hand, multipath routing algorithms
are strong in their fault-tolerance ability, because they send
multiple copies of packets through all possible (disjoint)
routes between a pair of source-destination nodes. However,
the disadvantage with multipath routing algorithms is that
they introduce an unnecessary amount of overhead on the
network. Without a mechanism that “tolerates” route fail-
ures due to malfunctioning nodes while making routing de-
cisions, the performance of ad hoc network protocols will
necessarily be poor, and the routing decisions made by those
protocols would be erroneous.

Xue and Nahrstedt [10, 11] confirmed that devising a
fault-tolerant routing algorithm for ad hoc networks is in-
herently hard. This is because the problem itself is NP-
complete due to the unavailability of correct path informa-
tion in these environments. Xue and Nahrstedt [10] designed
an efficient algorithm, called the End-to-End Fault Tolerant
Routing (E2FT) Algorithm, which is capable of significantly
lowering the packet overhead, while guaranteeing a certain
packet delivery rate.

1.1 Motivation behind our work and our contributions

The spectrum of algorithms that attempt to solve the prob-
lem under consideration do so by:

1. Either “flooding” the network with multiple redundant
packets along different paths between a pair of source-
destination nodes (thus increasing the probability of the
successful transfer), or

2. Following a dynamic on-demand routing protocol, where
the source explicitly provides (a priori) the transmitted
packet with the complete information of the route to be
followed (thus minimizing the number of multiple redun-
dant packets being transmitted), or

3. Seeking a “happy” medium between the latter strategies,
namely by estimating the potential profitability of main-
taining selected paths.

Our strategy is a combination of all these three philoso-
phies. The rationale for the solution we seek can be cata-
logued as follows:

1. First of all, we opt to retain certain multiple redundant
paths, and thus follow the basic principles of the multi-
path families.

2. Secondly, we simultaneously seek a solution that mini-
mizes the “flooding”, thus pursuing the dynamic source-
routing philosophy.

3. Finally, we seek a solution which is akin to the one
proposed in [10, 11], except that we attempt to ex-
plicitly consider the nature of the random variables en-
countered. Observe that since the nodes are mobile,
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these random variables are, by definition, non-stationary.
Thus, rather than use traditional maximum likelihood es-
timates, we argue that it is expedient to utilize weak esti-
mates, namely those that converge in distribution as op-
posed to those that converge with probability one. We
achieve this by invoking the recently-developed novel
weak estimation methods, that are built on the principles
of stochastic learning—as explained in [12, 13].

To the best of our knowledge, a scheme which collec-
tively uses all of these principles is new to the area of fault-
tolerant MANETSs. Indeed, more particularly, we are not
aware of any reported method which utilizes non-traditional
estimates to achieve the ranking of the possible paths. These
are the primary contributions of this paper.

2 Problem model

The problem model that we have considered is similar to
that used by Xue and Nahrstedt [10], with a few differences
to simulate more realistic MANET scenarios. Our study,
however, incorporates the consideration of non-stationary
environments, as discussed later in this section. We con-
sider a graph G = (V, E) consisting of V mobile nodes,
and E bi-directional links connecting different nodes. If
there are n mobile nodes in a path, the length of any path p
is denoted by L(p), in which p = {v1, va, ..., v,}, where
V1, V2,...,v, € V,and (vj,vip1) € E,ie{l,2,...,n—1}.
The multipath routes between a pair of source-destination
nodes is denoted by © = {p1, p2, ..., pm}, Where m is the
number of paths between any pair of source-destination
nodes. In such a model, L(r) =Y ;" L(p;) is used to rep-
resent the length of the multipath route.

The packet delivery probability of a path is represented
as y(p) =[[/L, y(vi). If there are m paths in a multipath
route between a pair of source-destination nodes, the packet
delivery probability of a multipath route, y (7), determines
the probability that when multiple copies of the packets are
sent along all the m paths between the source-destination
pair, at least one copy is received. y (;r) is calculated as
y@) =1-T[L,d = y(p)).

The problem that we address in this paper is that of de-
termining a mechanism for fault-tolerant routing that would
route packets through mobile nodes in the above environ-
ment (i.e., in the presence of faulty nodes) by providing a
certain packet delivery rate guarantee, and at the same time
by routing the least number of duplicate packets through
multiple routes between a pair of source-destination nodes.
The reader should note that “blind” multipath routing algo-
rithms are capable of achieving a high packet delivery rate
guarantee, because they utilize the benefits of network re-
dundancy. However, their disadvantage is that they route du-
plicate packets through the multipath routes to provide such

a high packet delivery guarantee. Therefore, we seek a so-
lution that would provide a certain optimum packet delivery
rate guarantee, which at the same time would also reduce the
“overhead” routing that could burden the network by virtue
of the packet duplication mechanisms adapted by the exist-
ing “blind” multipath routing algorithms.

Another objective of our work is to propose an algorithm
that would be efficient in non-stationary environments, i.e.,
environments where the fault probability of a mobile node
increases as it moves away from the center of the network
in which it is supposed to operate. In other words, as a node
moves away from the center of the region of operation, the
likelihood of dropping packets also increases. This is an en-
hancement over the work by Xue and Nahrstedt [10].

3 The E2FT algorithm

In the interest of brevity, our present survey of the E2FT al-
gorithm is necessarily brief. The algorithm involves two ma-
jor phases: A route estimation phase, and a route selection
phase. The route estimation phase is used to estimate the
packet delivery probability of all the routes at the disposal
of the algorithm at any time instant. As opposed to this, the
route selection phase is used to select those routes that are
confirmed to have satisfied a certain optimization constraint,
and drop those routes from further consideration that are es-
timated to be unnecessary among all the available multipath
routes between a pair of source-destination nodes.

In the route estimation phase, the number of packets sent
depends on the level of accuracy desired through the esti-
mation process. Note that a superior estimation is achieved
by sending a large number of packets, with a tradeoff of the
overall high network overhead. The accuracy of the estima-
tion is achieved progressively through iterations.

The route selection algorithm works as follows. At the
beginning, since no estimation results are obtained, all paths
between a pair of source-destination nodes are selected to
route the packets. By using a suitable estimation criterion,
when the associated estimates of the paths are guaranteed to
be accurate enough, the paths are reviewed to either be con-
firmed as one of the routes that “wins” the selection process,
and be permanently used for routing all future requests, or
be dropped from further routing considerations.

4 Proposed solution

As mentioned earlier, the objective of our work is to propose
an efficient routing algorithm for MANETS, which will be
able to minimize the overhead by sending the least possible
number of redundant packets, while guaranteeing a certain
rate for the delivery of packets. The reader should recall that
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there is a tradeoff between the rate of delivery of packets and
the overhead. It is possible to achieve a very high packet de-
livery rate if the number of packets sent is not a concern
(e.g., by using the multipath routing scheme). On the other
hand, it is possible to achieve a very low overhead if we do
not care about the number of packets that are successfully
delivered (e.g., by using the DSR scheme). Thus, attempt-
ing to increase one, will decrease another, and vice versa.
What is challenging is how we can achieve a “balance” be-
tween the two. In other words, we need an algorithm that
will be able to minimize the overhead by guaranteeing a cer-
tain level of efficiency of the packet delivery process.

To achieve our objectives, we propose a stochastic
learning-based weak estimation fault-tolerant routing
scheme.

4.1 Weak estimation learning

In statistical problems involving random variables, the qual-
ity, reliability, and accuracy of the estimation are impor-
tant considerations. Traditionally, there have been different
estimation schemes proposed in the literature, which can
broadly be classified as either belonging to the Maximum
Likelihood Estimator (MLE) class of algorithms [3, 4], or as
belonging to the Bayesian family of algorithms [1, 3]. Al-
though the above estimation schemes have been proven to
be quite efficient, they work under the premise that the un-
derlying distribution in the environment is stationary, i.e.,
the estimated parameter does not vary with time. Together
with Rueda, the first author studied this problem [12, 13],
and proposed a novel estimation scheme for learning in non-
stationary environments.! They considered the case where
the Bernoulli trials yielding binomially distributed outcomes
of random variables changed with time to new random val-
ues.

In our fault-tolerant routing solution, we have used this
efficient procedure for the estimation of the packet deliv-
ery probability through available paths. It is called the Sto-
chastic Learning Weak Estimator (SLWE) scheme? [12, 13],
and is based on the stochastic learning paradigm. It uses a
learning parameter, A, which does not influence the mean of
the final estimate. On the other hand, the variance of the fi-
nal distribution, and the speed of convergence decrease with
the increase in the value of the learning parameter. We now
present below the weak estimation scheme.

IThe theory of these estimates is presented here, briefly, and without
the respective proofs. The details and the proofs can be included if
requested by the Referees.

2The term “weak” used in the SLWE estimator scheme refers to the
weak convergence of the random variable with respect to the first and
second moments only.
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Let us consider a binomially distributed random vari-
able X, such that:

_ ] 0 with probability so

X = ey

1 with probability s;

such that so + s; = 1, where S = [so, 5117 .

At any time ¢, let X assume the value x(¢). In order to
estimate so and s;, WELA keeps track of the running esti-
mate p;(t) of s; at time ¢, where i =0, 1. In such a setting,
the value of pg is updated using the following multiplicative
scheme:

A x po(®) ifx(®)=1
PO D=0 o) ifx() =0 @

where A is a constant (0 < A < 1), called the learning para-
meter, and p1(t +1)=1— po(t + 1).

We now present below, without proof, some of the inter-
esting results (taken from [12]) concerning WELA.

Theorem 1 Let X be a binomially distributed random vari-
able, and P(t) be the estimate of S at time ‘t’. Then,
E[P(c0)]=S.

Theorem 2 [f the components of P(t + 1) are obtained
from the components of P(t) as per (2), E[P(t + 1)] =
MT E[P(1)], where M is a stochastic matrix. Thus the lim-
iting value of the expectation of P(.) converges to S, and the
rate of convergence of P to S is fully determined by \.

Theorem 3 Let X be a binomially distributed random vari-
able governed by the distribution S, and P(t) be the esti-
mate of S at time ‘t’, obtained by (2). Then, the algebraic ex-
pression for the variance of P (00) is fully determined by A.

4.2 Proposed algorithm

We use the above-mentioned weak-estimation learning
scheme to propose a new fault-tolerant routing algorithm,
named Weak-Estimation-Based Fault Tolerant Routing
Algorithm (WEFTR), which is capable of efficiently estimat-
ing the probability of delivery of packets through the paths
available at any moment. Like the E2FT algorithm [10], the
WEFTR algorithm involves, among other steps, a route esti-
mation phase, and a route selection phase. The route estima-
tion phase is used to estimate the packet delivery probability
of all the routes at the disposal at any time instant, whereas
the route selection phase is used to select those routes that
are confirmed to have satisfied a certain optimization con-
straint, and drop the unnecessary multipath routes between
a pair of source-destination nodes.
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In the route estimation phase, N packets are sent along
a path p. The source node estimates the fraction of pack-
ets delivered, y (p) from the number of packets N’ that are
received along that path.?

In our strategy, the estimate of the packet delivery prob-
ability is refined with the increase in the number of it-
erations. In every iteration, a set of packets is transmit-
ted through each of the multipath routes between a pair of
source-destination nodes. We can have two possible scenar-
ios for any path: the nodes in a path either forward the pack-
ets correctly, or they do not. Consequently, we can use a
binomial estimation scheme (based on the above SLWE) as
follows:

A X Yo(p) if the path does not forward

. the packet correctly

Yo(p) = . . (3)
1 —A x p1(p) if the path forwards

the packet correctly

where A is the learning parameter, such that 0 < A < 1, and
y1(p) =1-7(p).

In our route selection algorithm, for a path to be con-
firmed, the following condition should be satisfied:
Pwe(P) = y*, where y* is the minimum packet delivery
probability required for a path to be confirmed, and ;. (p)
is the packet delivery probability estimate using the weak-
estimation scheme presented in equation (3). Once a path
is confirmed, it is considered to be useful for routing future
requests, and so no further estimation is carried out on that
path.

The dropping algorithm selects a path, pp;in, from all the
available paths, 7, with the minimum packet delivery esti-
mation value, where the latter is examined to see if the fol-
lowing dropping condition [10] is satisfied:

);WEI/W‘ (T[/) z )/*

where ., (7")=1— 1_[ (L= 7m (P)
pen’
and ' =7 — {Pmin} @

We present below a high level sketch of the proposed al-
gorithm.

Algorithm WEFTR

Input

e A graph (network) with a set of nodes, and a set of links
connecting the nodes.

e The nodes are mobile, and links connecting them can be
reset with the change in the position of the nodes.

/

3Traditionally, this is estimated as: 7 (p) = NW

e Some of the nodes in the network are faulty with a certain
packet delivery rate dependent on the distance of the node
from the center of the area of mobility of the mobile nodes
(simulation area).

Output

e All the incoming packets are delivered from the source
node to the destination node (with the intention of maxi-
mizing the packet delivery rate, and minimizing the net-
work overhead).

Algorithm
BEGIN

Step 0 (initialization) Initialize a vector WEFTR_MP that
stores all the paths in use, and WEFTR_Nodes that stores
all the nodes in the graph, with information about their esti-
mated packet delivery probability.

At each second, do the following:

Case 1: If the second is a simulation pause then

Step 1. Save the estimated packet delivery probability of
each node in the vector WEFTR_Nodes.

Step 2. Update the edges and probabilities in the graph
to reflect the current position of the nodes and
calculate the new paths from the source to the
destination.

Step 3. Use the values stored in WEFTR_Nodes in order
to calculate the estimated packet delivery proba-
bility of each path.

Case 2: At each second

Step 4. Try to confirm or drop paths. Paths dropped are
removed from the WEFTR_MP vector.

Step 5. Use all the paths in the WEFTR_MP vector to
send the packets, and calculate the number of
packets that are received for each path, and the
total number of non-duplicated packets that are
received.

END
4.3 Experimental details

In order to determine how the performance of the proposed
algorithm compares with other competing algorithms,* we

4There are currently quite a few algorithms (and their variants) reported
in the literature that claim to solve the present problem. It is clearly im-
possible to compare any single algorithm with a// of them. But we have
opted to compare our new algorithms with individual schemes that
represent the various “families” of strategies reported—as described
in Sect. 1.1. The rationale for choosing these is that we believe that
it represents a reasonably fair comparison against the entire spectrum
of philosophies motivating the algorithms. We are currently doing a
more comprehensive comparison (including the testing on “real-life”
network topologies).
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simulated an ad hoc network with mobile nodes, and dy-
namically changing topologies, and ran our proposed algo-
rithm along with the other benchmark algorithms (described
in the next section) in the simulated environment.

4.3.1 Simulation environment

The simulated environment that we considered consists of
a flat square of length 500 meters. There are 50 nodes in
the network, each having a different data delivery probabil-
ity which decreases as they move away from the center of
the square, and increases as they move closer to it. In other
words, if we fix a node in the centre of the square, the reli-
ability of data delivery to its peer nodes and vice versa de-
creases as those peer nodes move far away from it. This can
happen due to diminishing signal strength between any pair
of communicating wireless devices when they move away
from each other. Furthermore, to assume that things are done
in a systematic way as per the benchmark accepted “stan-
dards” we assume that each node moves randomly, follow-
ing the random waypoint model.” If after a random move
as per equations (5) and (6), a node reaches the edge of the
square, then the move is canceled and a new random move
for the same is done until it lands in a valid position. In our
simulated ad hoc network, we assumed that the maximum
speed with which the mobile nodes can travel is 20 m/s. Ob-
serve that the nodes move at each time unit, but the links
between them are only recalculated at a simulation pause.®
The maximum speed of a node specified above (i.e., 20 m/s)
is needed to calculate how much a node can move in a sec-
ond. This is because the position of a node at the ith second
is calculated as:

Xpos(i) = Xpos(i — 1) + randnum (®))
Ypos(i) = Ypos(i — 1) + randnum (6)

In the above, Xpos(i — 1) and Ypos(i — 1) denote the
abscissa and ordinate of a node in the previous second (or
time instant), and Xpos(i) and Ypos(i) denote the abscissa
and ordinate, respectively, of the corresponding node at the
current second (or time instant). If the maximum speed is
20 m/s, the random shown above is a random number gen-
erated between —20 and +20.

5The details of this model can be found at http:/www.netlab.tkk.fi/
~esa/java/rwp/rwp-model.shtml.

®Here we assume that the links between the nodes in the network do
not get “torn down” with every movement of the nodes in the network.
In other words, we assume that the links in the network remain con-
nected until a certain time (i.e., the pause time). The alternative could
have been to recompute the links in the network with a unit movement
of nodes. The former, according to our view (although debatable), is
more realistic. Additionally, recomputing the links with every move-
ment of the nodes in the network would lead to a prohibitively large
computational overhead.
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The maximum distance two nodes can have for which
they are connected (they can deliver packets to each other) is
directly dependent on the simulation parameter “Sparsity”.
The Sparsity of the network is an attribute that signifies how
the nodes connect with one another. It denotes a coefficient
whose value ranges between 0 and 1: A value of 1 signifies
that very few edges (100% sparse coefficient) connect with
one another, whereas a value of O signifies that the maximum
possible number of nodes connect with one another (i.e., a
0% sparse coefficient). The reader should observe that in the
simulation there is no fixed number of links in the networks.
The links are recalculated at each simulation pause. This is
because two nodes are considered to have a link if they are
within a certain distance of each other. So the Sparsity di-
rectly influences this distance.

Another parameter that is used in the simulations is called
the pause time. It signifies how the algorithms accommodate
to node mobility. This parameter defines the time interval af-
ter which the links are recomputed. Each of the simulations
was run for 500 seconds. During the simulation period, ran-
domly bit rate (CBR) traffic was generated between a pair of
nodes randomly with a rate of 10 KB/s. Also, during the sim-
ulations the learning parameter was kept constant, although,
as mentioned earlier, the learning parameter does not influ-
ence the mean of the final estimate.

We determine how far a node is from the center of the
square, by measuring its Euclidean distance from the center.

4.3.2 Benchmark algorithms

In order to establish how our algorithm performs when com-
pared to the existing algorithms, we selected three algo-
rithms, all of which were executed together with our pro-
posed algorithm in the simulated environment. The three al-
gorithms we chose as benchmark algorithms are:

1. DSR Algorithm
2. Multipath Routing Algorithm
3. E2FT Algorithm’

Of all these three algorithms, E2FT represents the state-
of-the-art in the area of fault tolerant routing in MANETS,
and so, we reckoned that the performance comparison be-
tween our algorithm, and E2FT is crucial. However, since
DSR and the multipath routing algorithms are currently
widely used in deployed MANETS, they were also consid-
ered. Although DSR is a simple routing algorithm, it is weak
when it concerns routing information in the presence of mal-
functioning nodes. On the other hand, the multipath routing
is, perhaps, a very strong routing algorithm in terms of rout-
ing information when there are misbehaving nodes. But, as

7In our study, to be fair to the competition, we consider the optimized
version of E2FT that provides an optimization methodology—namely
one that takes the mobility of the nodes into account.


http://www.netlab.tkk.fi/~esa/java/rwp/rwp-model.shtml
http://www.netlab.tkk.fi/~esa/java/rwp/rwp-model.shtml

Fault-tolerant routing in adversarial mobile ad hoc networks: an efficient route estimation scheme 165

mentioned earlier, the greatest limitation of multipath rout-
ing is that it brings with it a large network overhead, as it
loads all relevant routes between a pair of source-destination
nodes with redundant packets, so as to ensure that the desti-
nation node receives at least one correct copy of the packet
sent from the source.

4.3.3 Performance metrics

Two metrics were used for evaluating the performance of the
algorithms invoked in the experiments:

1. Percentage of packets delivered: This represents the rate
of successful delivery of packets to the destination. This
is calculated as follows. At each second, the packet deliv-
ery probability of all the paths in use is calculated. Then,
for each packet sent at that time unit, a random number
between 0 and 1 is generated. If the number is lower than
the packet delivery probability, the packet is considered
as delivered. After all the iterations, the percentage of de-
livered packets is calculated as follows:

percentage delivered packets

total number of delivered packets
~ total number of sent packets

2. Overhead: This represents the overall number of packets
sent. The overhead is calculated as the product of the total
length of all paths in use, and the number of packets sent
per second.

4.3.4 Experimental results

Several experiments were conducted to assess the perfor-
mance of WEFTR (the proposed algorithm) with respect to

the benchmark algorithms. The results of the following three
sets of experiments are presented below:

e Variation in pause time
e Variation in sparsity
e Variation in faultiness of nodes

Variation in pause time As noted earlier, the pause time is
a parameter specific to the simulation, which indicates how
much an algorithm is capable of accommodating the mobil-
ity of the nodes. As seen from Fig. 1, we notice that just
with respect to the overhead, the blind multipath routing is
the worst, the DSR the best, and the E2FT somewhere in be-
tween the DSR and multipath curves. This is, of course, un-
derstandable. Our proposed algorithm further improves on
the performance of E2FT by decreasing the overhead by 25—
50%. For example, when the pause time is 250 seconds, the
overhead for the multipath routing is 19,790, that for E2FT
is 8,740, and for WEFTR it is 7,225. On the other hand, from
Fig. 2, we observe that WEFTR achieves an almost similar
order of performance when compared to E2FT. By examin-
ing Figs. 1 and 2 together, we can infer that our proposed
algorithm (WEFTR) is capable of significantly reducing the
overhead of the currently best available fault tolerant rout-
ing algorithm (E2FT), while achieving a performance packet
delivery guarantee of at least 80%. Considering both these
issues, it is clear that our algorithm always performs much
better than both the DSR and the blind multipath routing
schemes.

Variation in sparsity In the second set of experiments,
we intended to study how the algorithms compare with re-
spect to one another with the variation in the Sparsity of
the nodes in the network. The value of Sparsity ranges be-
tween 0 and 1, where O represents the least percentage of
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Fig. 2 Plot of percentage 1.2
packets delivered versus pause
time for the various algorithms
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Sparsity, and 1 represents the greatest percentage of Spar-
sity. Since the nodes are mobile, how often they connect de-
pends on how close they can get to one another, and this is
thus directly related to the Sparsity. The different Sparsity
values used in our experiments indicate the relative number
of edges between the nodes in the network.

Figures 3 and 4 show the performance comparison of all
the examined algorithms with respect to the overall over-
head, and the percentage of packets successfully routed by
the algorithms. From Fig. 3, we can clearly observe that even
at different values of Sparsity, E2FT is capable of signif-
icantly reducing the overall overhead. For example, when
the value of Sparsity is 0.25, the overhead for the multipath
routing is 32,320, that of the E2FT scheme is 11,410. As

@ Springer

opposed to this, the overhead for our proposed algorithm is
5,570. It should also be observed that the performance of
E2FT is much better at lower Sparsity values than at the
higher ones. On the other hand, if we look at Fig. 4, we
can observe that, in general, the percentage of packets de-
livered by both E2FT and WEFTR are similar. Thus, for
this set of experiments as well, we observe that WEFTR
significantly reduces the overhead when compared to both
the E2FT and blind multipath routing algorithms. This is
done while achieving performance comparable to that of the
E2FT or the schemes multipath (and certainly much better
performance than that of the DSR algorithm) with respect to
the number packets successfully routed.
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Fig. 4 Plot of percentage of 124
packets delivered versus sparsity
for the various algorithms tested
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Variation in faultiness Faultiness is an internal simulation
parameter that indicates how many nodes will be faulty® in
a given environment. It influences the faultiness behavior of
the nodes, given their distance from the center of the region
of operation of the nodes. Figures 5 and 6 show the vari-
ation in overhead, and the percentage of delivered packets,
with the variation in the faultiness parameter. In our exper-
iments, we have used the faultiness parameter to vary in a
scale from a very low value to a very high value (i.e., on a
scale of 0 to 1). We observe that, even in this set of exper-
iments, our proposed algorithm demonstrates a much better

8In our simulations, we assume that the faulty nodes do not deliver any
packets at all.

05 ‘ 0.75 ‘ 0.95
faultiness parameter

performance as compared to the other algorithms. For ex-
ample, at the faultiness parameter value of 0.25, the over-
head for blind multipath routing is 13,690, for the E2FT it
is 5,240, while it is 3,150 for the case of the WEFTR. Thus,
in this case, our algorithm shows an improvement of about
62% over multipath routing, and an improvement of about
40% over E2FT algorithm. All of these algorithms, how-
ever, in general, show comparable performance with respect
to the percentage of successfully delivered packets.

5 Conclusions

In this paper we have reported the results of the study of an
interesting, yet challenging, problem of fault tolerant rout-
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ing in MANETSs. The problem is that of efficiently routing
packets in MANETS, in adversarial environments particu-
larly, when there are misbehaving nodes present in the net-
work. Thus, in essence, we have attempted to devise an al-
gorithm, which is able to successfully route packets by “tol-
erating” faults in the network. There are two principal met-
rics that characterize any fault tolerant routing algorithm de-
signed for MANETS: (1) The overhead, and (2) The percent-
age of successfully delivered packets. The traditional algo-
rithms, the DSR and the multipath routing, have the poten-
tial to attain two extremes of each goal metric. While the
multipath routing is a very strong algorithm for maximizing
the number of successfully delivered packets, it introduces
an extremely large overhead on the network. On the other
hand, the DSR has a low overhead, but it simultaneously is
a very poor fault tolerant routing algorithm, because it will
drop packets if there are problems in the route identified by
the algorithm. The E2FT algorithm proposed by Xue and
Nahrstedt [10] is capable of minimizing the overhead when
compared to the multipath routing algorithm, while achiev-
ing a similar order of performance (slightly inferior, to be
precise) with respect to the number of packets successfully
delivered.

Since the nodes are mobile, it turns out that the random
variables encountered are non-stationary, implying that es-
timation methods for stationary variables are inadequate.
Consequently, in this paper, we have presented a new fault-
tolerant routing scheme that invokes a stochastic learning-
based weak estimation procedure to enhance a route es-
timation phase, which, in turn, is then incorporated in a
route selection phase. Our algorithm significantly reduces
the overhead over the E2FT algorithm, while achieving a
performance comparable (as far as the number of success-
fully delivered packets are concerned), and simultaneously
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minimizing the overhead. By rigorous simulation, we have
shown that our algorithm was successful in achieving the
above goal.

In the future, we intend to test our proposed scheme on
more realistic networks and topologies, and to also consider
how alternate sequence-based estimates can also be utilized
advantageously to solve the same problem.
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