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Abstract—In this paper, we propose a novel adaptive coop-
erative MAC mechanism that is specifically designed for two-
hop cooperative communications where source and destination
cannot hear each other directly. The proposed scheme employs an
efficient adaptive relay selection algorithm such that the number
of relay nodes is optimized for each cooperative transmission
to maximize cooperation benefits and effectively avoid potential
collisions with other transmissions. In order to determine the
optimal number of relays we apply a training sequence in Hello
message exchange, which provides us with a channel status
indicator combining both bit-level and flow-level information.
Numerical results show that compared with the original 802.11-
based scheme and the static cooperative scheme, reliable trans-
mission, reduced power consumption and significant throughput
improvement have been achieved by using our two-hop adaptive
cooperative MAC mechanism.

I. INTRODUCTION

Cooperative communication has been recently proposed as
a powerful means to improve network performance in wireless
networks. Most existing work on cooperative communications
focuses on investigating various issues at the physical layer
[1]-[3] because it directly improves link reliability in which
the advantages are often illustrated by analyzing signalling
strategies based on information theory. For instance, many
studies have paid attention to outage probability for different
types of fading channels, while others exploit cooperative
diversity by improving Bit Error Rate (BER), which could
lead to reliable transmission and higher throughput.

However, in practice, cooperative gain may disappear if
higher layer protocols are not properly designed. Thus, ef-
ficient cooperative communication should not only focus on
PHY layer operation but also address the MAC layer protocol
which is the bridge between the PHY layer and the higher
layers.

In this paper, as an effort towards cooperative communica-
tion in multi-hop wireless networks we propose an Adaptive
Cooperative MAC protocol (AC-MAC) specifically designed
for two-hop communications. A salient distinction between
this work and most existing cooperative MAC protocols [4]-
[6] is that in our scenario the source node and the destination
node cannot hear each other i.e., no direct communication
between source and destination (a two-hop node from the
source node) is possible.

To make our AC-MAC scheme work, a key element is
relay selection. Although relay selection has been addressed
by many publications [7], [8] as a means to improve reliability

in wireless communication systems, they are not targeted at
two-hop communications. The relay selection procedure in
AC-MAC includes identifying a set of multiple relay nodes
which are qualified to forward the received information toward
the destination and a method to select the most appropriate
relay(s) to forward information. In most of existing work each
node monitors its neighborhood and determines a single node
with best link quality as the relay node, solely based on link
information of either the first hop or the second hop. In our
work, however, we will dynamically select a set of nodes
according to both links from source to relay and from relay
to destination.

Meanwhile, the number of required relay nodes in our
scheme are adaptively obtained according to two-hop com-
bined channel conditions. As channel condition deteriorates,
more relay nodes are needed to provide most potential spatial
diversity gain. In order to measure time-varying channel
condition, we employ a training sequence in Hello message
exchanges, which is able to reflect channel variation in real
time. As a consequence, the benefits of using our scheme
are multi-fold: 1) increasing communication reliability over
time varying channels; 2) increasing system throughput; and
3) reducing collision rate and transmission power.

The rest of the paper is organized as follows. The system
model is described in Sec. II. After the proposed cooperative
MAC protocol is introduced in Sec. III, the relay selection
algorithm is presented in details in Sec. IV. Performance
analysis is given in Sec. V, and the performance is evaluated
and compared with the original schemes in Sec. VI. Finally
the paper is concluded in Sec. VII.

II. SYSTEM MODEL

In this section we introduce the system model upon which
our cooperative protocol works in a two-hop manner. The
system under consideration here is a static mesh network com-
posing of multiple access points. Such networks are designed
for high throughput and maximum reliability. As shown in Fig.
1, the system model consists of a source node, S, a destination
node, D, and a number of intermediate relay nodes, i.e., R,
Ro, ---, R,, which may be used to forward data packets to
destination node in cooperative mode. In our system model,
relay nodes R;(1 < i < n) are the one-hop neighbors of
both source node S and destination node D; D is the two hop
neighbor of S; S cannot directly transmit data packets to D



and vice versa. Each data packet transmission will start from
S to D by packet forwarding via R;.

Fig. 1. System model for two-hop cooperative communication.

In the system model, the new MAC protocol adopts implicit
ACK notification in order to reduce forwarding overhead.
Implicit ACK is achieved by monitoring the packet forwarded
from a relay node. For example in Fig 1, S confirms its trans-
mission to Ry as successful by overhearing R;’s transmission
when a packet is forwarded to D. Furthermore, in our model,
all channels are assumed to be statistically independent of each
other.

III. ADAPTIVE COOPERATIVE MAC MECHANISM DESIGN

In our previous work [9], we have proposed a two-hop
cooperative MAC mechanism by using two relay nodes in
all circumstances. In this paper, we propose an enhancement
to that protocol by adaptively employing an optimal number
of relay nodes according to channel conditions. In brief, our
AC-MAC has the ability to quickly switch among different
number of cooperative relays, referred to as Multiple Relay
Points (MRPs). The definition of MRP as well as how they
are selected will be later presented in Sec. IV.

A. An Adaptive MRP Selection Scheme

The proposed AC MAC works as follows. S starts trans-
mitting packets to one-hop relay nodes R;(i = 1,2,..n).
Then a selected number of relays will forward the packet
to D. As mentioned, this scheme is able to adaptively select
an optimal number of relay nodes based on the collected
channel condition. It works as follows: 1) obtain individual
link quality; 2) calculate the overall two-hop combined link
quality for all paths; 3) the source node decides how many
MRPs will be used for the next transmission; 4) the protocol
operates based on the number of determined relays; and 5)
repeat the above steps for next packet transmission cycle.

Fig. 2 gives an example to illustrate how AC-MAC works
when there are two MRPs. For each transmission cycle, the
protocol works adaptively with more or fewer nodes.

B. The Cooperative Mechanism by MRPs

The proposed MAC mechanism can be flexibly applied to
both one MRP and a larger number of MRPs. If there is only
one MRP required, the MAC mechanism is designed similarly
as the original 802.11 scheme operated in two-hops except that
the back-off mechanism in the second hop is omitted. If more

DIES SIFS SIFS SIES  SIFS SIFS  DIFS
S ho/Eloamald | k
Cooperation timeout
RI1 DATAL N
NAY
R2 DATA L_. _
‘ NAV
b |ack|—) el
R1 and R2 ACK] [ACK—
Fig. 2. Cooperative scheme by two MRPs.

than one MRP is needed, the MAC mechanism will work in
such a way as the message illustrated in Fig. 2.

As the first step, the MRPs are selected proactively by
exchanging Hello messages. Through the Hello exchange
process, a node is able to get information not only about its
one-hop neighbors but also about its two-hop neighbors, so
that each node in the cooperative system model is aware of
the existence of each other. When node S has a packet to
transmit, it senses the channel first. If the channel is idle for
a DCF Inter Frame Space (DIFS) time and S has completed
the required back-off procedure, the data packet will be sent.
Due to the broadcast nature of wireless communication, all
nodes around S will overhear the packets, no matter it is an
MRP or not. However, only the MRP nodes will forward the
successfully decoded data packets. Meanwhile, the Network
Allocation Vector (NAV) inherited from the 802.11 standard
will prevent possible collision taking place from other nodes
rather than S, R; and D, as described later.

Assuming that all the MRPs have already correctly received
the same data packet from the source node, S, then the MRPs
will send out the received data packet to the destination after
a SIFS time subsequently. Consider that MRPs may forward
the packet at the same time, leading to packet collision in the
wireless medium. To avoid collision, each MRP will obtain
its transmission order from the source node by Hello message
exchange. According to the combined link quality, the MRPs
will start to forward the packet in a sequence, one after another.
The MRP with highest combined link quality will have the
smallest priority order as k = 1, where k indicates priority
order, and relay the packet first. Then, the MRP with the
second best channel condition will have the priority order as
k = 2 and start forwarding after a specified time interval T}. In
other words, each MRP will start its own timer corresponding
to the priority order to forward packets according to the
following time schedule.

Ty = (k—1) % (SIFS+ Tpara), (1)

where Tp a7 4 represents the time used for transmitting DATA
frame. Since all nodes are operating in a distributed and
unsynchronized manner, each MRP needs to calculate its
starting instant for forwarding the DATA frame. This is done
by reading the Physical Layer Convergence Procedure (PLCP)
header of the ongoing transmitting packet sent out by S, which
contains the length of the being transmitted DATA frame.
When R; is forwarding the DATA frame, S will receive
the implicit ACK by overhearing data transmission to D,
and decode the header of the packet to compare with the



transmitted packet. If it was the same packet that S has just
sent out, then S will know the MRP has received the packet
correctly. Additionally, when the data packet is forwarded to
D, the other nodes will keep back-off to avoid packet collision
because they know the number of transmissions and these
transmissions do not happen simultaneously.

After each relay which takes part in cooperation for this
cycle of packet transmission has transmitted its packet, the
reception phase at the destination node will be performed
by decoding and sending an ACK to MRPs if the packet is
successfully received. Upon receiving the ACK sent by D,
the MRPs will forward the ACK to S. Due to the broadcast
nature, D only needs to send an ACK and MRPs will overhear
it respectively. The MRP with best channel condition will
forward the ACK to S. Upon obtaining one ACK, S could
initiate the next cycle of packet transmission. However, in case
that S does not receive the ACK because of a transmission
failure, the MRP with the second best path quality will send
the ACK after (Tack + SIFS). Although the redundant ACK
will bring overhead to the protocol, it is able to increase
transmission reliability. Correspondingly, as long as S receives
one ACK, the transmission cycle will be finished and S could
initiate the next transmission. If S does not get any ACK
during time interval m- (T sk +SIFS) where m is the number
of MRPs for this cycle, the retransmission has to be initiated.

C. Hidden Terminal Considerations

Depending on the locations of the involved nodes and
channel conditions, some nodes may be able to hear the relay
nodes, but not the source node. For instance, as shown in Fig.
3, N is out of the carrier sensing range of S. When S sends its
initial DATA frame to R; and Ry, N7 may also send a packet
at concurrent time, resulting in a collision at R;. Similarly, a
hidden node to MRPs but in the carrier sensing range of D
can collide with the DATA frame transmitted by R;.

R

Fig. 3. Illustration of hidden terminal problems.

As mentioned earlier, a NAV field which is inherited from
the IEEE 802.11 standard is introduced in the proposed
scheme, by considering specially the duration of the whole
cooperative transmission cycle. Briefly, the NAV field is in-
cluded in all m 4 1 copies of the DATA frame, starting from
the initial DATA frame transmission by S, and the DATA
frame forwarded by each MRP will specify different silent
duration. This means that all nodes within the sensing range
of S and MRPs will be informed that they have to wait for
longer period before accessing the medium. As a specific NAV

notification in the transmission cycle, the source node will
reserve maximum time to ensure that its neighbors and other
nodes which are hidden to source node and MRPs maintain
silent during the whole cooperative transmission. We denote
this period as cooperation timeout which starts after the initial
DATA frame was sent out from S, as illustrated in Fig. 2.
However, given the fact that two hops are involved in our
scenario, collision is not completely eliminated since it may
still occur during the first Tp a7 4 + SIF'S duration after the
source node’s backoff interval.

IV. RELAY SELECTION ALGORITHM

In this section we present a novel concept called multiple
relay points which is used for relay selection. The scheme
adaptively chooses an optimal number of relay nodes accord-
ing to the hop-by-hop combined link quality, obtained through
the enhanced Hello message.

A. Multiple Relay Point

In contrast to the concept of Multipoint Relay (MPR) in [10]
in which a one-hop neighbor is selected to forward packets
to as many as possible two-hop neighbors, we introduce a
concept of MRP in which one or more one-hop neighbors
are selected as relays to forward packet to the same two-hop
destination. While the purpose of using MPR is to reduce
overhead for routing message broadcast in ad hoc networks,
the idea of introducing MRP is to achieve spatial diversity
in multi-hop cooperative wireless networks through multi-
path transmissions by MRP nodes. As illustrated in Fig. 1,
this set may be composed of nodes Ry, R, ..., and R,, for
the same destination D. However, only a portion of these
candidates participate in packet forwarding, depending on
channel conditions.

B. Optimal number of MRPs

With respect to the optimal number of MRPs, on the one
hand, the smaller the set of multiple relay points, the more
time-efficient the cooperation. On the other hand, the larger
the set of multiple relay points, the more diversity gain.
Consequently, there is a tradeoff between the number of MRPs
and system performance.

For different channel conditions, there will be an optimal
number of MRPs that maximizes system performance. In
order to obtain the optimal number of MRPs, we adopt the
same method as in [11]. It is verified that the best size of
the cooperation group is around m, where P,;
is denoted as the probability of unsuccessful transmission
between source and MRP candidates, approximatively taken
as Packet Error Rate (PER), and P, is taken as the PER for
the relay channel between MRP candidates and destination.
Since m is not a whole number in general, the
optimal cooperation group size will be rounded to an integer.

Given the assumption in the system model that all channels
are independent of each other, the received link quality is
different for each path. If channel exhibits high quality, then
fewer MRPs are required, and vice versus. Considering the fact



that each MRP experiences different channel condition result-
ing in different number of required MRPs and a large number
of relay nodes will decrease the transmission efficiency due
to half-duplex transmission, we define the optimal number of
the MRPs according the relay candidate which possesses the
best combined channel link quality as

Optimal number of MRPs = min| 1. @)

1
(1= Ps;)(1 — Pa)
Discussion. A case is studied through the PER equation in the
presence of Additive White Gaussian Noise (AWGN).

BER,,(7) = ay, - exp(—gn7), 3)

where 7 is the received SNR used to denote link quality, a,
and g,, are two parameters indicating channel quality and they
are mode-dependent [12].

PER(y) =1~ (1 - BER(y))", )

where L is the packet length. By substituting (3) into (4) we
can observe that PER is a monotoniclly decreasing function
of SNR. The larger SNR, the smaller PER. As a consequence,
the optimal number of MRPs relies on the MRP possesing the
best link quality.

C. Neighbor Information Acquisition

Under the proposed scheme, each source node must detect
the channel link condition to neighbor nodes in order to
determine the best path for information relaying. The same
as in [10], the one-hop and two-hop neighbor information as
well as their link quality status are maintained by exchanging
Hello messages between neighbors, in a proactive manner. The
format of the Hello message is shown in Fig. 4.

8 8 16
Hello— Hello_ L
Interval Loss Training - Sequence
Link
Message Link Status Reserved
Size
Neighbor Address
Neighbor Address
Link
Message Link Status Reserved
Size
Neighbor Address

Fig. 4. The format of Hello messages.

Note that usually metrics that can be used to indicate link
quality are distance, load, interference level, signal strength
and Signal-to-Interference plus Noise Ratio (SINR) [5]. In
many popular network protocols such as enhanced Optimized
Link State Routing (OLSR) protocol, link quality is obtained
in this way: Hello interval is specified as 2 seconds by default.
In the period of 20 seconds with sliding window, the total
received number of Hello messages divided by 10 will be
the link quality in percentage. However, from the PHY layer
point of view, due to the long latency of route updates and
high control overhead, this measurement at the flow-level
cannot quickly reflect channel dynamics and cannot achieve

high bandwidth utilization. On the other hand from the higher
layer point of view, the physical parameters in bit-level which
are mapped to the network layer will finally be measured
over a long time interval as input for routing decision. To
combine these two perspectives we introduce an enhanced
Hello message for channel condition estimation.

In our scheme, there is a 16 bits predefined training se-
quence [13] stored in the Hello message to measure channel
condition. Because the channel is estimated in bit (symbol)
level, it accommodates to all kinds of slow fading channels
allocated between source and destination nodes. The result of
performance verification indicates that this scheme improves
the performance of the mechanism in multi-packet-level in
terms of efficiency and latency compared with previous meth-
ods. The overhead incurred by this scheme could be expressed
as: the average transmitted bits in the training sequence within
specified time interval. The overhead is also affected by the
number of neighbor nodes because the length of Hello message
will be variable as the number of neighbors varies.
El# of bits transmitted ]

Overhead = — -
frame transmission interval

&)

The same as the source node, each relay candidate will
obtain link quality between itself and the destination node.
In other words, indirect knowledge on the two-hop neighbors
from the view of the one-hop neighbors can be obtained using
the information exchange during the connectivity updates.
Consequently, the source node will acquire the link quality
both from source to relay and from relay to destination. This
channel information is used for MRPs selection.

D. Multiple Relay Points Selection

Cooperative MRPs are selected by the source node, which
monitors its neighbors and dynamically maintains a table
containing the information of MRPs. Since both hops are
important for end-to-end performance, we should take the
link quality of both hops into consideration. MRPs form an
arbitrary subset of all the relay candidates which satisfies
the following requirements: according to the criterion in the
previous subsection m candidates from n relays are selected as
MRPs which have the best combined link quality connecting
from source to destination. h; is the combined link quality
balancing the two-hop links.

By — _ 2lasi?|aigl? ,
S B e PR BT
where a,; indicates the link quality between source node S
and relay node R;, a;q indicates the link quality between relay
node R; and destination node D. Then it looks up the neighbor
table and the neighbor R; which maximized the function h; is
one with the best end-to-end path between the initial source

and final destination.

(6)

V. PERFORMANCE ANALYSIS
Similar to the IEEE 802.11 DCF scheme, the system time
can be broken down into virtual time slots and each slot is
the time interval between the packet sent out from the source
node and the packet received at the destination node. The



normalized system throughput, denoted by 7, is defined as
the successfully transmitted payload bits per virtual time unit.

n = E[B]/E[T], ©)

where E[B] is the expected number of payload information
bits successfully transmitted over a virtual time slot, and E[T]
is the expected length of a virtual time slot. E[B] can be
denoted as:

E[B] = Psucc * L; (8)

where P, is the probability of a successful transmission and
a function of per-hop packet failure probabilities. We express
the throughput gain of AC-MAC as the ratio between the
two-hop original DCF throughput 7°"%9 and the cooperative
throughput n°°°P.

77coop Peoop o E[Tomq]

o _ L suce suce
a= orig ~ porig oop1’ )
77 PSuCC * E [Tc }

succ

where P29 and PSP are the successful transmission prob-

ability of the original scheme and the cooperative scheme,
perspectively, which can be denoted as follows.

P9 = (1 — Py,) # (1 — Pry), (10)
P =1-J[1-0-Py)(1—-Pa)l, (1)
=1

where P,; and P,; are the PER of the first hop and second
hop transmission, respectively.

E[T279] = Thopt + Thop2 = 2% (Tpara + Tack

+DIFS + SIFS) + E[TBFl] + .E[TBFJ7

E[Tgw] = (m+1) *Tpara + 2% Tack+

(m + 2) * SIFS + DIFS + E[TBF],

12)

13)

where Tpp, and Tpp, are the back-off time duration of the
transmission starting at the source and relay node in the two-
hop DCF scheme by assuming that the node applies the binary
exponential back-off scheme with the maximum back-off stage
f(i.e., CWnae = 27 *CW,nin). T is the only back-off time
duration in the AC-MAC scheme.

VI. PERFORMANCE EVALUATION

To evaluate the performance of the proposed scheme, we
compare the throughput performance of AC-MAC with that
of 802.11 and the static cooperative scheme [9] in a two-
hop transmission scenario. For comparison, we use a two-hop
route with equal distance between each pair nodes. In every
transmission, different number of potential relay nodes are
generated to connect the source node and the destination node.
The packet size is 512 bytes. The channel of any transmission
pairs is modeled by Rayleigh fading. The configuration pa-
rameters are listed in Table 1.

In our previous work [9], we have demonstrated that the
static cooperative scheme outperforms the original IEEE DCF
scheme. Fig. 5 shows the throughput gain of the proposed AC-
MAC mechanism and the static scheme. If « is larger than 1, it

TABLE I
CONFIGURATION PARAMETERS

Parameter Value Notes

Slot 9 us Slot time

SIFS 16 ps SIFS time

DIFS 34 ps DIFS time = SIFS + 2Slot
PLCP_Preamble 16 ps PLCP preamble duration
PLCP_Sig 16 ps PLCP signal field duration
DATA 500 bytes DATA length

ACK 14 bytes ACK length
MPDU 24 bytes MPDU header length

means that the proposed scheme outperforms, and vice versa.
It can be seen that the scheme with one-MPR and two-MRP
always have higher two-hop throughput, which means that the
cooperative MAC mechanism works more efficiently than the
original DCF scheme. Especially, in low SNR regions, the
three-MRP scheme exhibits higher throughput gain than the
other schemes. It is because that with poor channel conditions
more relays would fully take the advantage of spatial diversity,
and efficiently increase the throughput from source to desti-
nation. However, when SNR becomes higher, the throughput
gain will decrease, due to the delay and overhead incurred
by multiple transmissions of the same packet. The protocol
overhead will become too high when the three-MRP scheme
is applied in high SNR regions. In such cases, the one-MRP
scheme will perform best, as shown on the right-side hand of
Fig. 5. As a consequence, by using the proposed AC-MAC,
we could always take the advantage of the best envelop of the
curves derived from static number of MRPs. In other words,
we could always get maximum throughput gain under any
channel condition.
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Fig. 5. Throughput gain of AC-MAC versus the static MRP scheme.

Fig. 6 illustrates the required average SNR versus through-
put for the proposed AC-MAC mechanism, the two-MRP static
scheme and the IEEE 802.11 scheme in two-hop transmission.
As shown in the figure, in order to obtain the throughput of
6 Mbps, the scheme with two-MRP only require an average
SNR around -5 dB, while the DCF scheme requires an SNR
of 3 dB. However, with AC-MAC only -6 dB is needed to
provide the same throughput. It means that with our scheme
the transmission power can be greatly reduced to reach the
same throughput performance. Furthermore, another advantage
of the proposed scheme is that throughput could reach more
than 10 Mbps, while the original DCF scheme could only



obtain 7.4 Mbps.
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Fig. 6. Average SNR versus throughput.

In Fig. 7, we could observe that the proposed cooperative
schemes outperform the original DCF mechanism with respect
to the obtained two-hop system throughput by using directly
PER as the X-axis. Firstly, the benefit comes from the re-
duction of transmission time in the novel cooperative MAC
mechanism. Under the help of the same number of interme-
diate relay nodes, the cooperative scheme uses less time for
a successful transmission cycle by using the implicit ACK
method, as compared with the IEEE 802.11 scheme. Secondly,
the large throughput gap between the IEEE 802.11 scheme and
the two cooperative schemes is aslo due to packet collision,
which is a main factor for system performance degration. The
proposed AC-MAC mechanism could efficiently alleviate the
hidden terminal problem, leading to packet collision reduction.

Throughput (Mbps)
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T
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Fig. 7. Throughput performance comparison: original vs cooperative.

Again, the proposed AC-MAC mechanism has obtained
higher throughput than not only the original DCF mechanism
but also the static cooperative scheme could. The reason is due
to the benefits derived from the spatial diversity exploited.
In error-prone environments, the cooperative mechanism by
multiple-MRP will take the advantage of spatial diversity,
which is introduced by the multi-path propagation. Especially,
when the channel condition is not good enough, the benefits
from spatial diversity will play a much more significant role.
For instance, while the packet error rate is 0.3, the throughput
is enhanced by 72% with the two-MRP cooperative scheme,
where two MRPs represent the optimal number of relays in
this case.

However, if the optimal number of MRPs becomes too
large, the throughput gain is not significant any more. In
the worst case where the PER is extremely high, almost
zero throughput is achieved for all schemes because all paths
failed to deliver data. To summarize, our proposed adaptive
cooperative scheme which selects an optimal number of MRPs
according to the channel condition could always provide best
system performance. This adaptive result is represented in Fig.
7 by the curve which is the envelop of the all curves for static
numbers of MRPs.

VII. CONCLUSION

The main contribution of this work is a two-hop adaptive
cooperative MAC mechanism which could adjust the optimum
number of relay nodes required in error-prone environments.
The scheme investigates the trade-off between the number of
relay nodes and channel conditions to take full advantage of
spatial diversity for performance improvement. The numerical
results demonstrate that compared with the non-cooperative
and static cooperative schemes, significant throughput im-
provement can be achieved by employing a proper number
of MRPs. When the channel condition is very poor, however,
further increasing the number of relays does not help.
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