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Abstract

The continuing growth of customers taking advantaigéhe available services means
greater load on the cellular network. Optimizatisnthe key to ensure that the
network can provide a reasonable level of servigaity. Service providers want to
examine their network and be assured that thewar&tis performing well. Teleca
Wireless Solutions is a company that does thiss@wvice providers, and an end-to-
end test tool could be proven useful to examine d¢bBular networks overall
performance from an end users point of view. Taismshat one has a tool that does
this in an appropriate way, one must ensure, thpdicgtion is based on testing the
right key performance indicators for relevant seggi Such services may be popular
services like FTP and WEB.

In this thesis, we have researched what affectsetid users performance and
performed practical end-to-end performance testllular networks. Our goal is to
define which key performance indicators are affertihe network’s performance at
different network layers and for different servicége have paid special attendance to
the high latency of the wireless links, and theaglehtroduced with the radio access
bearer establishment. By measurements we have sthavthe 3' generation cellular
network UMTS not surprisingly outperforms EDGE retiag commonly used
services like HTTP/WEB and FTP. We have discovénat while TCP throughput is
good when transferring large files over FTP, thghhiatency of the wireless link
makes the HTTP performance bad compared to potdi@ia throughput.

Our work has concluded with which key performangéidators an end-to-end test
application should measure for services as HTTPFaMe, to give an overall view of
the cellular network’s performance. We have prodosehancements to an already
existing end-to-end test tool.
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1 Introduction and problems

Today’s mobile phones are no longer voice-call oejuipment. High-bandwidth
internet is becoming available through EDGE and3fi@eneration mobile systems.
Packet switched data communication is playing aenard more significant role in
the mobile network and is seen as a more efficiay to utilize the resources than
circuit switched connections. Progression fromfits systems to today’s UMTS has
resulted in more processing power, more availgbditd more services, due to the
continuing growth of customers and newer technobggilable.

New services for mobile phones, like email, webnmiag, audio and video streaming
demands more and more from the underlying netwibitkie network do not deliver
what these services needs, the performance andugkbe experience will be
unsatisfactory. Mobile phones are also today ofised as dial-up modems to connect
portable personal computers to the internet, becatithe coverage, quick access and
no need for cables of any kind. There are increaseeds for high bit rates, low delay
and jitter. These are three parameters that styaaifgct the user performance, and
are examples of what we call Key Performance Iridisa(KPI). There are different
KPIs for different services and on different netwdayers. To identify these will
make it easier to optimize the network and appbost Therefore, it is useful for
companies who specialize in cellular network optetion or even service providers
to have the ability to measure the performancehef rietwork, for the purpose to
optimize the network usage and enhance customeriexpge.

Teleca Wireless Solutions has developed an apiglicdbr performing tests and
measurements of end-user performance. Such measutieare e.g. throughput and
delay, for applications like file transfer and watowsing. To measure the end-to-end
performance in cellular networks (and wired netvgot®o), is important to discover
any problems or issues that needs further invdgiigaTeleca are interested in
enhancing the application and get outlined whiaficators that mostly characterize
the end-to-end performance. The concept of an emid performance test tool is
that one measures the performance from the udarsgigoint of the cellular network,
i.e. one end. On the other end there may be a dmmponnected to the internet
serving as e.g a fileserver or streaming servere @as no specialized equipment
installed in the core network. Obviously one hasdetailed information of internal
signaling and details in the network itself, onesadely depended on the information
measured from the mobile terminal and informatiodrazted from the mobile
terminal. To determine which information that willl us about the performance of
the cellular network is a challenging task. Ther\arious parameters and indicators
for different services, and it is not given thaeqmarameter, like latency, will affect
all services equally.

To identify these parameters is a challenging tiwsit requires both an in depth
literature review of existing research and prattro@asurements. We will perform
realistic measurements with Teleca’s existing toaleal networks. Delay, especially
in the form of access delay and RTT are some pdeasee will look into.
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One subproblem will then be to look at which AT-coands can be used to extract
information from the mobile phone and the netwdrittcan affect the performance,
like signal strength and coding scheme.

Another subproblem will be to define what parametarindicators, i.e. KPIs, which

affect the user experience of different servicesboth GSM/EDGE and UMTS

networks. We will also pay special attention to th@nsmission control protocol

(TCP) and research what affects the performantei®much used transport protocol,
and also what affects the performance of the wseefeetwork at different layers, from
link layer to application layer.

End-to-end performance measuring is difficult, mumcause one has no direct
knowledge of, or equipment installed in, the coetwork. One is entirely dependent
on measuring by testing the network by accessilikgitan ordinary end user. We will
look into other interesting tools and applicatidhat can be used for measurements.
Like stated earlier in this introduction, Telecae anterested in enhancing their
application, thus a problem we will discuss is what enhanced end-to-end test-
application should do and report, and why.

1.1 Report outline
Chapter 1 is the introduction to and backgroundHerthesis.

Chapter 2 is the state of the art chapter with &fbintroduction to mobile
communications technologies, AT-commands, intepnetocols and the applications
we are using throughout this thesis.

Chapter 3 covers the practical, testing, and regaltt of the thesis.
Chapter 4 is the summary and discussion part.

Chapter 5 contains the conclusion of this thesis.

1.2 Resources

To our disposition, we had TWSE2E, Teleca's end+td-agent that measures the
end-to-end performance by performing various tesharios. It runs on a personal
computer with a GPRS dialup connection. Our phaezllas a modem was the Nokia
N70. This phone is both EDGE and 3G capable. Telasinterested in evaluating
how a Nokia phone is suitable for such end-to-exstirntg, as they traditionally have
more experience with Sony Ericsson mobile phones.nad access to SIM cards for
access to both the Netcom and Telenor networkf,lpef CP and UDP throughput
measurer was used for performing measurementscdin@uter utilizing the modem
function of the N70 was a Laptop running Windows, ¥Rd it was connected to the
mobile phone via either Bluetooth or USB cable.dw disposition we also had a
server located on HiA’s network.




End to end key performance indicators in cellular networks

OLEN,

T

" iversity ©

o POGs,

A

4
* y309

A

b 26082005

We shall fight Be Ye Men of
on the beaches,  Valour.
we shall ...

Figure 1 Nokia N70 GSM, EDGE and 3G phone.
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2 State of the Art

This chapter describes and introduces the maindgldmour thesis. As the various
radio technologies, namely GSM and WCDMA, has déife characteristics, some in
depth description of them is needed.

2.1 Cellular network overview

GGSN

PDN / Internet

WY

&J ME
; BlueTooth link

TE

Figure 2 GSM & UMTS network overview
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2.2 Radio technologies

In this chapter we will shortly describe the twalicaaccess technologies relevant to
this thesis, GSM and UMTS/WCDMA.

2.2.1 GSM

Global System for Mobile Communications is the sgtogeneration mobile
telephony system, or 2G. The GSM group was foundetR82 and is the leading
cellular-system with over a billion end users andaket share of 70% [1]. GSM is a
cellular technology, which means that terminaldl phones or TE) searches for
G - B cells and connects to the base station with the bes
.. radio-signal. GSM uses frequency-divided duplex
miml & :
Cionssror (D) W meens one edueney for u- and
wnlink. Ti ivi ulti :

MOBILE COMMUNICATIONS TDMA, is used for multiple access [2].

2.2.1.1Architecture

As seen in Figure 4, the GSM system consists ofethsubsystems, the radio
subsystem (RSS), the network and switching subsygteéSS) and the operation
subsystem (OSS).

2.2.1.2Radio Subsystem

The RSS comprises the radio specific devic
such as the MS and the whole base stat
subsystem (BSS) which consists of the be
station controller (BSC) and the base stati
transceiver (BTS). The BTS [3] is in simpl
words the “antenna” on the network side.
comprises the radio equipment. The B¢
controls one or several BTSs. It reserves ra
frequencies and performs handovers from c
BTS to another. The MS is the user equipmt
that has the necessary hardware and softwar
communicate with a GSM network. A M
consists of the subscriber identity module (SIN
Figure 3 show how a BTS can look like.

2.2.1.3Network and switching
subsystem "

The NSS connects the wireless network with 1 Figure 3 Base station transceiver [1]
wired network, i.e. ordinary phone lines

Handovers between different BSSs is manaycu

in the NSS. The mobile services switching cente@\lis an advanced digital ISDN
switch. It forms the backbone of the GSM systerd ean manage one or several
BSCs. A gateway MSC has connections to other fixetivorks, such as ISDN or
analog networks. The home location register (HL&)tains subscriber information.
Subscriber information is e.g. the mobile subscril N number (MSISDN), and
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the international mobile subscriber identity (IMSIhhe location of the current
location area (LA) is also stored here and is dynalty updated. The visitor location
register (VLR) is associated to a MSC and storemfalrmation for the MS currently
in the LA associated to that particular MSC. Sucformation is typically IMSI,
MSISDN and information about the HLR of that MY, [5].

!
| Another MSC |

1

Radio Subsystem Network|Switching Subsystem

Figure 4 GSM architecture

2.2.1.40peration subsystem

This system contains the functions for network apen and maintenance. Signaling
system number 7 (SS7) is used to access other rieehnents. The OMC monitors
and controls the network, and provides traffic nbommg and status reports,

accounting and billing. The authentication cen#ke) contains the algorithms for

authentication and each subscriber's authenticakieys. It generates the values
needed for user authentication. The equipment ilyenegister (EIR) contains a

register over all devices registered for its netwvdrypically and ideally a reported

stolen MS should be blacklisted here and not altbused in the network. [2]
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2.2.1.5Tele services

The goal with GSM was to provide a wireless mophene system that could provide
services compatible to ISDN, and give the userityldd roam throughout Europe.
High quality digital voice calls was the primarydat for GSM, and voice call is still
the most used service. The short message servid§ S a service that has
experienced an enormous popularity in Europe stiheemid nineties. It allows text
messages with up to 160 characters to be senteTBMES messages do not use
traditionally data channels, but are transferreer die signaling channels. This means
that sending and receiving SMS is possible duriages and data communication.
SMS is also the only way to reach the MS from teewvork, so it is used for updating
MS software and push services. GSM also providethan tele service, group 3 fax,
which transmits fax data as digital data over tha&@g network [2].

2.2.2 UMTS

Universal Mobile Telecommunications Systems, UMB§ [6] or 3G is the newest
system mobile network operators use today, and thé common system used in
Europe. The air interface is based on the Widelidode Division Multiple Access
(W-CDMA) standard. W-CDMA utilizes code division iftiple access (CDMA).
This is a new radio interface compared to GSM / @Gile GSM uses time division
as access technique, W-CDMA uses different codelieseps that are spread to
increase the bit rate before transmitting the datal, the end user can expect speeds
up to 384 kbps, although theoretical limit is 1%ps. Upgrades are being developed
and higher and higher bit rates will be introducédtcording to [7] if the network is
being overloaded, congestion control can be dorieunsteps. First step is to reduce
bit rate of non-realtime applications. Then sombssubers will be moved to less
loaded frequencies. Furthermore moving some suiEsrito GSM and the fourth
method of resolving overload is to disconnect sauniascribers to ensure the quality
for the remaining ones. Figure 5 illustrates the T8vhetwork.
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Signalling
network

Figure 5 UMTS Network

2.3 GPRS

General Packet Radio Service (GPRS) [8] is packeiclsed (PS) communication
enhancement for GSM. GPRS is often recognized &€"2 since it is halfway a step
towards UMTS or 3G, but this isn’t an official terithe PS domain optimizes the use
of network and radio resources. GPRS was originddlyeloped for GSM, but the
network subsystem and radio interface was keptraggghso that re-use of these with
other radio technologies is possible. A common o@tevork is used with both GPRS
and UMTS. This enables the ability to have realtisoeind/video transfer together
with non-realtime data transfer. GPRS data is WUguhllled per kilobyte of
downloaded and uploaded data [9]. Such data volbased charging is based on
SGSN and GGSN Call Data Records (CDRs). The treiwever towards “contents
based” charging where e.g. the GGSN actively lowite the data contents and
generates CDRs based on e.g. which site/link indtion.

2.3.1 Technical overview

GPRS and the packet domain transfers packet irffimrert way and optimized the
use of network and radio resources. Unlike cirsuittched communication, resources
are not held when they are not used. To allow #tevork subsystem to be reused
with other radio access technologies, a strict is¢jom between the radio subsystem
and the network subsystem is maintained. This allawommon packet domain core
network for both GSM and UMTS.

This packet switched core network is designed twide various Quality of Service
(QoS) levels for various types of traffic, includibboth non-realtime traffic like mail
and web and realtime applications like voice amtt@istreaming.
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2.3.1.1Nodes introduced

Some new nodes are introduced with the packet Badtdomain. The Serving GPRS
Support Node (SGSN) maintains the overview of whire MS is located and
performs access control and security functions. &N is connected either to the
GSM base station system through the Gb interfaceép the UMTS Radio Access
Network through the Iu interface. [8]

GGSN Gateway GPRS Support Node is a router witch dedisnoser data from
GPRS tunneling protocol and transmits it as ordinBrpackets. This node contains
routing information for GPRS. Address conversiopasformed in this node, and it is
connected to external networks via the Gi interf&ackets are transferred via an IP-
based GPRS backbone to the SGSN via the Gn ingeifi@ic

SGSNServing GPRS Support Node does many similar takkshe Local Agent in
Mobile IP, but is even more complex since it alsanages the connection to the radio
interface. The SGSN feature’s is therefore notakga GSM and UMTS. It is
connected to the MS via the Gb interface. It retpuaser addresses from the GPRS
register, counts bytes for billing, performs vasosecurity functions and access
control and keeps track of each individual MS’saliban. [8]

MSC Mobile services Switching Centre, advanced digstaitch. It is only used for
signaling in GPRS [2].

PCU Packet Control Unit does some of BSC’s exercisesphcket switched data.
The PCU may be implemented in the BTS, BSC or éweéhe SGSN. The allocation
of channels between voice and data is done by fh8, But when a channel is
allocated to the PCU it takes full control of ithd implementation of RLC/MAC
procedures on the network side is here [3].
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Base Station Subsystem Network Switching Subsystem

Figure 6 GPRS with GSM radio access.

The radio link protocol (RLC) provides a reliabiek. To provide a reliable link,
retransmission techniques are used. The naturesofi¢livered data is affecting upper
layer protocols, in particular TCP.

To register the MS to the GPRS network, a GPRatitaperformed. However, no
data can be sent or received until a PDP contexttigated. The PDP context [8], or
Packet Data Protocol context, must be defined beday data can be transmitted, and
it defines the context for a data call, includirgieess and Qo0S. Several PDP contexts
can exist for one MS at the same time. To trangferdata, in GSM, a Temporary
Block Flow (TBF) must be established. It is as tlagne says a temporal connection
between the MS and the PCU and it transmits dagasipecific direction, i.e. there are
independent TBFs for uplink and downlink. The TB§tablishment introduces a
significant delay, and originally the TBFs wereeaded at once when all data
transfers were finished at the LLC level. This gdi@s a negative effect on service
performance, especially with bursty data. To miaenihis effect, techniques to keep
the TBF alive for some time after data transmisssdimished has been introduced.

2.3.1.2Session establishment

As mentioned earlier, to be able to transfer ang,dhe user needs to set up a packet
data protocol (PDP) context. The PDP context defared describes the connection to
the external packet data network. QoS profile ier ¢ontext is among the parameters.
To set up a PDP context, these steps are involved:
« The terminal requests a PDP context activatioriuded is e.g. request QoS
profile for the context.

10
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* When the SGSN receives the activate request it kshéc against the
subscriber information received from the HLR. létrequested QoS violates
with the subscription, it may be rejected, or siynighored and the subscriber
given another profile.

* The access point name (APN) is sent by the SGSINDNS server to find the
IP address of the GGSN that is connected to thanetjnetwork.

* SGSN tries to set up radio access bearers (RAB$ @enegotiating may be

required.

* SGSN sends a PDP create context message to the @@8Nmust accept or
decline.

e An IP tunnel is created between the used GGSNIa&GSN and assigned a
tunnel id.

« The MS is assigned a PDP address, and the PDPxtaststored in the
mobile, SGSN, GGSN and HLR. The PDP address is altyran IP-address.

If the user requests services that need two diite@®S profiles, e.g. web surfing and
streaming or real-time VolP, a secondary PDP cantexst be activated and two IP
addresses are used. In UMTS Release 99, howeeesetiondary PDP context can be
used by several application flows using the sandrem3, APN and PDP type, but
with different QoS profiles. The flows are diffetexted by a network layer service
access point identifier (NSAPI) number. [10]

2.3.2 End to End behavior in GPRS

It should be noticed that for an end-to-end appibicea the GPRS/GSM infrastructure
is completely invincible. The application uses oety internet transport protocols
like TCP and UDP on top of IP. To prevent unwardddcks on the mobile terminal
from the Internet, the GGSN usually uses NAT [1&f direwall [12] features to
assign local IP-addresses to each terminal. Létalddresses are not routed through
the internet, so it is not possible to reach a Mfnfthe internet. Since a subscriber
has to pay for traffic, even though it originatesnfi an attack, this is usually also in
the subscribers interest. However, NAT and localresses suffers from the same
issues as in the wired internet, and it can maker-fiepeer applications and
multimedia streaming with UDP in particularly dd€ilt. The network operators
therefore also often provide APNs which assignslipuP-addresses. A reason for
NAT could also be the limited set of IPv4 addred465. It is a question if all MS
will be assigned public addresses when IPv6 [14ftioduced, and if, how the MS
then will be protected from attacks.

2.3.3 Enhanced Data rates for GSM Evolution / EDGE

Enhanced Data rates for GSM Evolution (EGPRS) [D5],simply EDGE, is an
enhancement to GPRS. It is often referred to uciaffy as 2,75G, although some,
especially network operates, even call it 3G. 2,T@lies that it is an enhancement
of GPRS, but not a true 3G system. It only intrauchanges to GPRS on the base
station system [16]. It can be implemented in @INGsystems capable of GPRS with
the necessary upgrades to the carrier, i.e. hasdwpgrade in the radio interface,
including base station and mobile terminal. Theinmédifference is another
modulation scheme, 8 Phase Shift Keying modula@®SK), which encodes three
bit for each symbol, compared to GPRS which usess&NGaussian minimum-shift

11
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keying) and produces one bit per symbol. This méaaisthe bit rate can be increased
with a factor of three. It increases throughputtfe system overall, not only for the
individual user. [1], [15]

There are four coding schemes for GPRS and ninEB@E, and the system chooses
coding schemes depending on the error rate of dde dink. The lower schemes
provide good error correction capabilities, andhlghest none or very limited. As we
can see in figure two, maximum user data throughyptit coding scheme MCS9 is
59,2kb/s per timeslot, compared to GPRS with 20kB&54). All coding schemes in
GPRS utilize GMSK modulation, while MCS1-MCS4 in 6B uses GMSK and
MCS5 and upwards uses 8PSK. In very bad radio tiondi GMSK is more efficient
than 8PSK, that is why it still is used in EDGE.eTheason for difference in
throughput between CS1-CS4 and MCS1-MCS4 whichisds GMSK is differences
in EDGE headers and GPRS headers and payload. ED@torts a technique called
resegmenting, i.e. retransmitting with another ngdicheme. If for instance, a packet
is lost with a higher coding scheme, it can bearemitted with a lower coding
scheme, and thus with more error correction. Tiaat possible in ordinary GPRS
and is the reason for the difference in payloa@ $ietween the first four coding
schemes in GPRS and EDGE. [15]

Throughput in GPRS and EDGE
70
59,2
60 1 54,4 —
50 4481 H |
» 40 —
§ 20 - 29,6
0 22,4
20 - 14,4 148 178
12 11,2
10| 8 8,4
07 |_|’_‘ I I I
> ¥ P F o g P PP PG PP
SRR IR IR IR R R IR IR
GPRS EDGE

Figure 7 Throughputs in GPRS (red) and EDGE (blueper timeslot [4].
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2.4 Modem AT commands

Mobile phones use radio modems to communicate hétbe stations over the air
interface, modulating and demodulating ones andemto analogue signals. AT
commands are used for controlling and assigningncanads to a modem. Hayes
Smartmodems were among the first who started uaingpmmand-set for their
modems, called "Hayes Command Set" [17]

With a terminal application on a computer, like thailt in HyperTerminal in
Windows XP, and an interface for communicating wathmobile phone, we can
manually control the mobile phone's modem functisimg AT commands.

2.4.1 Examples of AT-command use

AT commands are used as a prefix when giving conaisiéma modem.

responses ME status
TE TA ME
AT cmds ME control
network messages
USER & APPLICATIONS NETWORK

Figure 8 AT commands illustration [18]

Figure 8 shows the user with his Terminal EquipmentTE (i.e. laptop computer),
sending AT commands through Terminal Adaptor, or (TA. a Bluetooth interface
that enables a computer to connect to the mobilenghto control the Mobile
Equipment (ME), or the phone itself. Then the ubes the ability to obtain
information on the state of the cellular networRB][119].

read command for checking
current subparameter values

subparameter
command line prefix extended commands are command line
P delimited with semicolon termination character

ATCMD1 CMD2=12; +CMD1; +CMD2=,,15; +CMD2?; +CMD2=?<CR>

subparameters
basic command may be omitted

(no + prefix) extended command '
(prefixed with +) test command for checking

possible subparameter values
Figure 9 Example of an AT-command syntax [18]

13
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Figure 9 above shows the syntax for how AT commaams used in a terminal
application. Below is an example of a simple comdhand it's response.

Example:
Requesting ME revision
at+cgmr

Returns manufacturer revision
V 05wk07v31

27-10-05

RM-84

(c) Nokia.

2.5 Internet protocols

2.5.1 Transport layer protocols

TCP

The Transport Control Protocol is a connection ragd reliable transport-layer
protocol, which means that two entities in a netwbrst establish a connection
between themselves, before transmitting the actata. The main functionality is to
deliver a fault-tolerant data transmission methedrdP, by retransmitting data that
has gotten lost or corrupt on the way from sendeeteiver. TCP has flow control,
congestion control and guarantees reliable erree fin-order delivery of data.
Because of this feature, TCP does not work welhwéaltime-applications such as
streaming video, as it will require extra high ambof bandwidth required due to
retransmission [20].

UDP

User Datagram Protocol is a simple connectionlesst-éffort transport-layer
protocol. There are no mechanisms for error or bantrol like in TCP, and therefore
no guarantees that every packet is received, oiptekets are received in the correct
order. UDPs primary field of use is mainly realtiaygplications such as multiplayer-
gaming, voice over IP and video streaming. Appica where low delays are highly
appreciated, like DNS, are also utilizing UDP [Z2R].

2.5.2 Streaming media

Streaming media is media (audio or video) thatemdp presented to the user while
being delivered. This technology is widely usedhe internet as a means for viewing
movie clips or listening to an internet radio. Soifé-stations are also streaming
some of their live-broadcasts out on the interaet with the introduction of 3G,
mobile phones can be used as a means of obtaingigas stream from the internet.
Protocols used while streaming are RTSP and RTPWR@ [10].

2.5.3 Application layer protocols
FTP

14
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File Transfer Protocol is a simple application-lageotocol designed for transferring
files from a server to a client or in the oppogiieection. FTP is run over TCP-
protocol and communication between the two datdr@xging parts is done by using
one port for control and another for the data-ti@nisself. [23]

HTTP

Hyper Text Transfer Protocol is a protocol devetbfr the World Wide Web. It is a
stateless request/response protocol used primasydb-browsing. It runs over TCP,
and typically uses the common port 80 for requedtdata transfer. [24]

2.6 Measurement applications

2.6.1 TWSEZ2E

TWSEZ2E is an application developed by Teleca WaBolutions written in the java
programming language for running end-to-end teghencellular network. It has no
fancy graphical user interface, but runs from tleenmand line. Configuring the
program, for instance selecting which tests to rsidone in a configurations file. The
application can perform several tests, these imclsignaling (GPRS-attach/detach
and activate/deactivate) and measure the time thesens need. After creating a
dialup connection with the phone, one can perfdnese tests: html-download, ftp-
down and upload and ping for round trip time caltioh with various packet sizes.
The program gathers information from these teskg bandwidth and delay, and
writes it to a file called statistics.log. A Micmais Excel spreadsheet is made that
imports data from the statistics.log file and prgseit nicely with graphs and
computes data like average throughput in kbps lentfansfers. Since one use the
phone as a dialup modem, one has to be careful atitar applications like mail
checking and instant messaging which might use artwesources and affect the
result of the TWSE2E test. Even small details likéernet clock updating in
Microsoft Windows will affect the result.

2.6.2 Windows Performance Counter

The Performance Counter is located in Control Rak@ministrative tool under the
name “Performance”. It is part of the Microsoft Ma@ement Console and is shipped
with Microsoft XP Professional. It is a tool usedmeasure all sorts of information, in
our case, all sorts of data traffic, like byteseieed at interface per second, and TCP
segments transmitted and received per second. &nkg the information to comma
delimited text files which then can be importediMicrosoft Excel for plotting etc.
The total bytes received and transmitted on thevorét interface (modem) can be
interesting to use to determine which coding schemesed in GPRS and EDGE, as
there is no way to request this information froma ffhone itself.

2.6.3 Ethereal

Ethereal is an open source network protocol analyt@ packet sniffer. It is licensed
under the GNU General Public License, and is abhlla from
http://www.ethereal.comlt is available for both MS Windows and GNU/Linux is

15
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very useful for analyzing strange measurements #@ndverify that no other
applications than the one that were supposed &sadbe internet is doing it.

2.6.4 Iperf

Iperf is a tool for measuring TCP and UDP bandwigkhformance. In UDP mode it
should be an effective application for simulatirgeaming based traffic. Quoting
from the documentation for version 1.7.0, its feesuare:
« TCP

0 Measure bandwidth

0 Report MSS/MTU size and observed read sizes.

o Support for TCP window size via socket buffers.

o Multithreaded if pthreads or Win32 threads are labée. Client and

server can have multiple simultaneous connections.

« UDP

Client can create UDP streams of specified bandwidt

Measure packet loss.

Measure delay jitter.

Multicast capable.

Multithreaded if pthreads are available. Client asedver can have
multiple simultaneous connections (This does nakwo Windows).

O O 00O

« Where appropriate, options can be specified witlfkio-) and M (mega-)
suffices. So 128K instead of 131072 bytes.

« Can run for specified time, rather than a set arhotidata to transfer.

* Picks the best units for the size of data beingnteg.

» Server handles multiple connections, rather thattiog after a single test.

« Print periodic, intermediate bandwidth, jitter, alu$s reports at specified
intervals.

* Run the server as a daemon.

» Use the servers as a Windows NT Service.

» Use representative streams to test out how linkrlagmpression affects your
achievable bandwidth.

* Alibrary of useful functions and C++ classes.

More specifically, for TCP and UDP, the followingrameters are possible to change:
* TCP window size
e TCP buffer length
 TCP max segment size
» UDP buffer size
* UDP and packet size
* UDP bandwidth

! More correctly it is datagram loss. By setting tha¢gagram size to fit into a single packet, patbet
is measured.

16
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Iperf is freeware and open source, which means ithatan be modified and
redistributed. The full license it is released undean be found here
http://dast.nlanr.net/Projects/Iperibe Appendix A for installation details.

2.6.4.1Usage

Iperf is a console application working under mosgon operating systems, including
Microsoft Windows, Linux, Solaris and BSD varianésconsole application has one
great advantage in that it can be run from a sasethinal. To perform a test with Iperf
you need two hosts. One acts as a server, andeaaragta client. To set Iperf in server
mode, apply the —s switch (Iperf —s ). To set itiopclient mode, run Iperf —c
serverhost. By default, Iperf works in TCP mode.Wark in UDP mode, apply —u.
This has to be done to both server and client.clieat is the one who sends data. In
TCP mode, the goal is to achieve maximal bit-rateUDP mode, one can set the
client to send with a constant bit rate. Below msautput from an UDP client test.
Iperf is here set to push UDP datagrams at theofat® megabits per second. This is
a stream that can simulate voice communication. ddtagram size can be changed
with the —I switch. In the output below we see thh9 megabytes was transmitted in
ten seconds, that equals a rate of 10,0 megabhitsgeend. The jitter was 0,002 ms
and zero of 8504 datagrams was lost, although oas keceived out-of-order.

user@host:~$ iperf -c 128.39.203.23 -u -b 10M -i 1

Client connecting to 128.39.203.23, UDP port 5001
Sending 1470 byte datagrams
UDP buffer size: 107 KByte (default)

] local 128.39.202.96 port 59483 connected with 128.39.203.23 port 5001
] 0.0- 1.0 sec 1.19 MBytes 10.0 Mbits/sec

] 1.0- 2.0 sec 1.19 MBytes 10.0 Mbits/sec

] 2.0- 3.0 sec 1.19 MBytes 10.0 Mbits/sec

] 3.0-4.0 sec 1.19 MBytes 10.0 Mbits/sec

] 4.0- 5.0 sec 1.19 MBytes 10.0 Mbits/sec

] 5.0- 6.0 sec 1.19 MBytes 10.0 Mbits/sec

] 6.0- 7.0 sec 1.19 MBytes 10.0 Mbits/sec

] 7.0- 8.0 sec 1.19 MBytes 10.0 Mbits/sec

] 8.0- 9.0 sec 1.19 MBytes 10.0 Mbits/sec

] 9.0-10.0 sec 1.19 MBytes 10.0 Mbits/sec

] 0.0-10.0 sec 11.9 MBytes 10.0 Mbits/sec

] Sent 8505 datagrams

] Server Report:

] 0.0-10.0 sec 11.9 MBytes 10.0 Mbits/sec 0 .002 ms 0/ 8504 (0%)
]

[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3] 0.0-10.0 sec 1 datagrams received out-of-or der

In the sample below we can see in the last lineattezage bit rate was 4,04 megabits
per second over ten seconds. Especially changed@ @P window size and see how
this affects the throughput is interesting.

17
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user@host:~$ iperf -c 128.39.202.234 -i 2

Client connecting to 128.39.202.234, TCP port 5001

TCP window size: 16.0 KByte (default)

] local 192.168.0.11 port 1190 connected with 1 28.39.202.234 port 5001
] 0.0- 2.0 sec 984 KBytes 4.03 Mbits/sec

2.0- 4.0 sec 1.03 MBytes 4.33 Mbits/sec

4.0- 6.0 sec 896 KBytes 3.67 Mbits/sec

6.0- 8.0 sec 992 KBytes 4.06 Mbits/sec
8.
0.

10.0 sec 1008 KBytes 4.13 Mbits/sec

0-
0-10.0 sec 4.83 MBytes 4.04 Mbits/sec

2.6.4.2Jperf

Although Iperf has a pretty easy understandable ugerface, a graphical user
interface  (GUI) written in Java, called Jperf, islsca available at

http://dast.nlanr.net/projects/jperf/ . Written jawva, it is platform independent, and
should work on all platforms that are supported thg SUN Java Runtime
Environment.
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2.6.4.3User Interface

e Jperf Measurement Tool [Z]@
Help

Twne: ® Client Server Protocol: ‘= TCP Upp

Server: 128.39.202.234 Port: (5001

Settings Qutput

Compatibility Mode Testing Mode: Dual Trade Port: 5001

TCP Window Size: Buffer Length: 21 Max Segment Size:

Parallel Streams: 1

Bind to Host: IPvG
Representative File:
Type of Service: bt TCP Ho Delay
Reporting Format
Transmit: |10 ® Time in Seconds Mumber of Bytes
Output Format: ||[Khits | Report Interval: |1 Print M5S

Clear Outpurt for new Iperf Run ¥| Bandwidth Graph Popllp

Figure 10 Jperf settings with easy configuration.

Figure 10 show how Jperf looks like. In additionaamice looking GUI it provides
easy configuration of all Iperf options, and itwsaa bandwidth graph (Figure 11 and
Figure 12). The server side plots a graph of Jitier Jperf is only a GUI, so it needs
Iperf too on the system. As one can see in Figarete actual output from Iperf is
also visible in Jperf.
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<» Jperf Measurement Tool

Help

Server: 129.39.202.234

Settings Output

Type: @ Client Server Protocol: = TCP ubp

Port: 5001

Client connecting to 128.39.202.234, TCF port 5001
TCP window size: 8.00 KByte (default)

[3964] 0.0- 1.0 sec 80.0 KByles
[3964] 1.0- 2.0 sec 32.0 KBytes
[3964] 2.0- 2.0 sec 40.0 KBvies
[3964] 3.0- 4.0 sec 0.0 KByles
[3964] 4.0- 5.0 sec 184 KBvies
[2964] 5.0- 6.0 sec 56.0 KBytes
[3964] 6.0- 7.0 sec 72.0 KByies
[3964] 7.0- 8.0 sec 56.0 KByies
[2964] 8.0- 8.0 sec 48.0 KBytes

Diane.

[3964] local 172.25.100.122 port 1224 connected with 128.39.202.234 port 5001
[ID] Interval  Transfer  Bandwidth

g484 Khitsfzsec
262 Khitslzsec
328 Khits/sec
g484 Khitsfzsec
1507 Khitsfzec
4459 khitsfzec
240 Khits/sec
4454 Khits/zsec
393 Khitslzec

[3964] 9.0-10.0 sec 30.0 KBytes B55 Khits/sec
[3964] 0.0-10.5 sec 736 KBytes 577 Khits/sec

( Clear J( Bandwi... )

Figure 11 Output from Iperf integrated in Jperf.
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Figure 12 Bandwidth graph plotted in Jperf.

2.7 Related research

Research has been done on the performance ofydarlycTCP over wireless links
such as GPRS. Michael Meyer states in [25] thattdute fact that GPRS offers a
reliable link implemented with retransmissions, T@erforms what some would
consider surprisingly well over GPRS. He concluithes the reliable link layer mostly
provides fast enough retransmissions, so that TiiXerges only packet delays, not
packet losses. In the case that TCP times outaytmelieve it has lost a packet, when
it only is delayed. Such a timeout will enforcecamecessary retransmission and TCP
slow start, and will greatly degrade the perfornganc

In [26] Chakravorty accepts the fact that TCP penfo fairly well over GPRS, but
instead asks questions like
* Why do web users experience poor performance of HiRTwireless wide
area networks ?
* Even though TCP is relatively well tuned to perfoefiiciently in these
environments, why is the performance of HTTP appions significantly
worse?

Chakravorty concludes that there are a severe nbmaetween TCP and HTTP
performance. The achieved throughput in HTTP isedones as low as 70 % lower
than the ideal downlink rate. This is greatly rethto the “go-and-wait” behavior of
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default HTTP 1.0, where objects are requested ong dne. E.g.

GET image 1
< Image 1 received.
GET image 2
< Image 2 received.

The high RTT of wireless links, and the fact thadstmwebsites are built of many
small objects, is the main reason for this degradaMeasurements have shown that
actual throughput with large files is good. Chalkray shows that pipelining, an
experimental feature of HTTP 1.1 will increase pleeformance greatly. Performance
gain between 35 % — 56 % was achieved by usinglipipg. With pipelining
enabled, the client asks for several objects, kefoey are being received, without
having to wait between, e.g.:

GET image 1
GET image 2
< Image 1 received.
< Image 2 received.

Unfortunately, most browsers do not support pipetinneither do the web servers.

Due to the same reason that HTTP performs badly G®RS, i.e. many small files,
Chakravorty shows that compression of the paylaoaelsgno significant performance
increase. In web pages with few large objects, cesgion will give better
performance.

A session layer optimization they suggest is tonopeveral TCP connections instead
of the default two in HTTP 1.1. The number theyrfduas optimal is six. This
technique is in reality almost the same optimiza@s pipelining. Chakravorty also
suggests DNS/URL-rewriting proxies that reducesDNS lookup time by rewriting
the clients GET requests such that the client te@eérform at most one DNS lookup.

They show that the same issues are relevarif freBeration wireless networks.

Peter Benko, Gabor Malisco and Andreas Veres cdeslun [27] regarding TCP

tuning parameters that the TCP timestamp optiog giMes a minimal performance
increase, while the selective acknowledge (SACK}ioop may increase the

throughput by ten percent. They also conclude &haflSS of 1500 bytes is the
optimal; this can be explained by less overheadpewed to using smaller MSS, and
faster slow start phase and recovery from losses.

2.7.1 Opera Mini

An application that tries to overcome the issueb WMiT TP over GPRS is Opera Mini
from Opera Software. It can be found at
http://www.opera.com/products/mobile/operaminihe application consists of two
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parts, a proxy server part and a client part. Tiieatcis “the browser”. According to
Wikipedia [28] it works as the following: when resgiting a web page, the proxy
server downloads the web page, reformats it forllsmabile screens, compresses it
and converts it to the Opera Binary Markup Language sends it to the client on the
phone. The size of the web page has then beena@docabout 70 % - 90 % of
original size. The issues with the “go-and-wait”hbeior of HTTP are also
eliminated. This will give a better user experiefmethe user as the page is not only
formatted for small screens, but also loads fatftean with a normal wap/web
browser.

Such an solution has many benefits, but also semees, privacy and security is one.
Opera Software, or the company running the prodgntl knows every step you do on
the internet, and can even alter the informatiothenpages you visit.

2.8 Test classifications

Gbomez et al claims in [29] that the trials or test®uld be classified after their
purpose. They define several classes. From aneedd performance view, the most
important is the following:

» Basic service performance benchmarking. This testcentrates on basic
services and KPIs like throughput, latency and RAffach/detach signaling
in GPRS should also be monitored here.

» Single service verification. These tests are danenéasure performance on
specific services. These could be WEB or FTP, betaiten done on new
services that need a certain performance to fulfder experience. Such
services are e.g. VolP and streaming.

* Application performance audit. Here is the focus o specific services, but
to evaluate the overall performance of differenviees in the network, and
the main objective is to understand the performdnmm a user’'s point of
view. Radio information is ignored, and one onlgKs at the user’s view of
the performance. It does not need deep knowledgehef underlying
technology and is well suited for benchmarking lestwv different networks, or
different technologies. In case problems are diemV, troubleshooting
specific services should be considered.

» Troubleshooting. When performing a troubleshootasd, one should consider
application KPIs and radio signal quality togetlath network KPIs and
network elements.

An end-to-end test tool will fit straight into treecond classification (Application
performance audit) and in the first and to someemxthe third. Troubleshooting
however is not straightforward to do from an enebal tool since it involves having
knowledge of information from the radio and coréwwk that cannot be extracted
from such an application.
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2.8.1 Number of repetitions

The number of repetitions of each test is an ingmtrtactor. One should never do a
file download once, and be satisfied with the amswie obtain any statistical
correctness, Gomez et al [29] suggests ten repwtitas rule of thumb, and one
should never perform less than five. One also bagetide if the testing should be
performed when the network is busy, i.e. mid-dayabnight time when the load
presumably is low. The latter can give the besiwoé max performance, and the first
can give a good understanding on degradation ifoqmeance when the user interacts
with other user’s traffic. When comparing test tes@rom two or more tests, it is
very important to keep this in mind.

2.8.2 Mistakes when performing performance analysis

When performing performance analysis, there arerséwnistakes that can be done.
Raj Jain has outlined some of them in [30]. Henstaithat most of them are not
intentional, but they occur due to incompetenc&/lat knowledge, oversights and

misconception. We will take a look of some we badieare very important when

developing, and using an end-to-end test tool:

No Goals

Before starting the measurement a goal of what Isetachieved is important. Is it to
benchmark two systems? To discover implementatioblpms in the system? It may
seem obvious to state one or more goals, but tten dhe opposite is the reality.
Goals relevant for an end-to-end tool may be “Bematk two network operators FTP
throughput and RTT".

Biased Goals

Setting no goals is bad; setting biased goalsssga bad. If the goal is to show that
“our system is better than theirs”, the problemdmes finding those parameters,
KPIs, that favors our system, rather than thosesKRat can be used for comparing
and benchmarking the two systems. It is a mustetambiased. An example of a
biased goal is “Why is Netcom better than Telewon(ce versa)’

Unsystematic Approach

Arbitrarily selections of parameters, factors aneétmas may lead to inaccurate
conclusions. A systematic approach to identify mplete set of goals and parameters
is needed.

Incorrect Performance Indicators

It is tempting to select those indicators that lgasan be measured. The important is
however to select those parameters that has relevfan measuring the performance
of the measured object. Which parameter to meadepends on the service that is
measured. For FTP it may be throughput or dataection establishment failure
rate.

Overlooking Important Parameters
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One should make a complete list of system and watkcharacteristics that affect the
performance of the system. These are called paeaspeind seen from an end-to-end
test tool view, they may be

e The phone used and its capabilities (Multislot glakx)

* Cellular network used, coding scheme

* Number of active users in cell.

* TCP parameters
Not all may be documented, due to limitations otad-to-end tool.

Ignoring Significant Factors

Parameters that are varied and affect the perfarenaumen they are varied are called
factors. It is important to select the right fast@nd not ignoring significant ones.
Factors that may be varied by the end user shaufatdferred.

No Analysis
The job is not finished when the data is collectEBde measured data needs to be
analyzed by personnel with analysis expertise.

Improper Presentation of Results

Help in decision taking is the aim of all performmananalysis. Any analysis that do
not produce any results is a failure. It is alsfailure if the decision makers do not
understand the results. Words, pictures and grapkhsmportant to make sure the
results are clear for the decision makers.

2.9 Key Performance Indicators

G. Gomez and R. Sénchez have collected severalleartiabout data service
performance and optimizations in 2G/3G in [29]. Tdrécles in this book provide
very insightful information and theories about ssun cellular networks affecting the
user performance. The following sub-chapters wiisent ideas from this book.

2.9.1 Introduction

Key performance indicators, or simply KPI, are gadors which are particularly
important for a services performance. First onethagefine the KPIs associated to a
service, and then one has to determine how to medke KPIs. For instance, in
VoIP, delay and jitter is two KPIs. These two fastplay an important role in VolP
performance. In the telecommunication world, thedhbig KPIs are [31]:

* Accessibility

* Retainability

e Quality

Accessibility has to do with the users being allesét up a call and access radio
resources. Retainability covers the ability to kegpa call, and quality deals with
how good the connection is. Quality can be measwuiéd speech frame error rate.
They can all be measured at the radio level andyehs transformed into a
measurement of service quality.
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2.9.2 Key performance indicators in packet switched networks

In packet switched networks the connection betweetwork metrics and user
performance is often not as easily seen as initiseutched networks. The difficulty
to see this can often be attributed to the sevéagérs of packet switched
communication. A problem at the low link layer, .eumreliable link, may only bee
seen as high delays in the upper layers. Anottarigathat all applications may not
suffer from the same degradations. While web brogvssuffers when the delay
becomes too high, a MMS can suffer a delay of sgoisds without degrading the
user experience and satisfaction. There are sownfieaiors that affect end-to-end
performance that need some extra attention. The w@se&l’s experience and
satisfaction of the various services he uses wiflethd heavily on these parameters.
Some parameters are important in some servicese Wiey are not as important in
others.

2.9.2.1Delay

There are different types of delay; in tele andadaammunication especially three
types of delay are commonly described, these atm@®Radrip Time, access delay and
jitter. Following is a description of each of these

Round Trip Time

Round Trip Time (RTT) or Round Trip Latency, or pimResponse Time is the time
from the sending of a packet to it is received agdihe RTT is depending on the
distance between the sites and the delay in eggh/bmitation with the RTT is that
asynchronous links can make the packet travelifiashe direction and slow in the
other. One cannot detect this with the RTT, asRAd is the time from an echo
request is sent, to an echo response is received.ig illustrated in Figure 13, the
RTT is the sum of T1 + T2. Processing delays inltical and remote machine is not
taken into consideration in this figure.

T

\ - T2

RTT=T1+T2

Ay

Figure 13 lllustration of the round trip time

The most common way to measure the RTT betweensttes, is with the “Ping”
application which sends Internet Control Messagatdeol (ICMP) “echo request”
packets to the target host and listens for “ecBparse” packets. Some version of the
Ping application exists in all major operating syss, like Microsoft Windows, Linux
or UNIX variants. In addition to RTT computationng will also estimate the packet
loss rate. The most common use of ping howeveperhaps to decide if the host
computer has network access, and if the targethasshetwork access. Following is a
sample output from a GNU/Linux version of ping damea computer connected to
the internet with cable modem.
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user@host:~$ ping -c 10 www.vg.no
PING www.vg.no (193.69.165.21) 56(84) bytes of data

64 bytes from 193.69.165.21: icmp_seq=1 ttl=248 tim e=28.5 ms
64 bytes from 193.69.165.21: icmp_seq=2 ttI=248 tim e=20.6 ms
64 bytes from 193.69.165.21: icmp_seq=3 ttI=248 tim e=21.1 ms
64 bytes from 193.69.165.21: icmp_seq=4 ttI=248 tim e=31.6 ms
64 bytes from 193.69.165.21: icmp_seq=5 ttI=248 tim e=22.8 ms
64 bytes from 193.69.165.21: icmp_seq=6 ttI=248 tim e=21.8 ms
64 bytes from 193.69.165.21: icmp_seq=7 ttI=248 tim e=22.5 ms
64 bytes from 193.69.165.21: icmp_seq=8 ttI=248 tim e=51.4 ms
64 bytes from 193.69.165.21: icmp_seq=9 ttI=248 tim e=28.1 ms
--- WWW.V(Q.No ping statistics ---

10 packets transmitted, 9 received, 10% packet loss , time
14231ms

rtt min/avg/max/mdev = 20.696/27.662/51.466/9.176 m s

Time is the RTT. We can se the smallest RTT wa698),average was 27,662 and
maximum was 51,466 ms. One packet out of ten w&tsolo the way, resulting in 10
% packet loss.

Generally we can say that it is a good thing whita RTT as low as possible, however
different services has different requirements foe RTT to give a good user
experience. A RTT of 28,5 ms must be considerecklasively low, a RTT of 2,85
seconds on the other side, would highly degrade pgvormance. Transmission
protocols like TCP which relies on acknowledginglgts before the next one can be
transmitted, is heavily affected by the end-to-daténcy. This can make TCP
troublesome in high latency wireless networks.

One-way latency or delay is the time it takes fgpazket to get from one host to
another. This is more difficult to measure than -tmayy latency since it need
synchronized clocks. However, the one-way laten@n grovide important

information as it deals with the problems of asynadous links, i.e. the delay in both
directions is not equal.

Delay is caused by propagation, simply the timeaf@ignal to travel from a point to

another in i.e. a wire. Transmission delay is cdusethe medium, i.e. a large packet
will take longer time than a short. Delay is alsaused by routers which are
examining the packet headers and changing TTLdietdh.

Access delay

Access delay is the delay which appears when conuaiion is established. When
turning on your mobile phone and opening the welwiser for the first time, one is
experiencing some access delay when the phonachatg to the gprs network. This
delay is normally in the range of a few seconds.agness delay of a few minutes
would make it cumbersome.

Jitter
In IP-networking patrticularly, jitter is the variem in delay of packets. All IP-
networks has some jitter. In all cases (at leasr n@), a small jitter is preferred.
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Buffering streaming media for instance, is an appho used to minimize the

unwanted effect of jittering. The ideal buffer sigeso that the most delayed packet
can be played at once. This buffer size is of mumgossible to implement in real

life, since one cannot know the future and how maelayed that packet will be, and

thus not how large the buffer has to be.

2.9.2.2Bandwidth and Throughput

The rate which the network is able to send or kecealata is the throughput.
Throughput is the bit rate and is limited by theagty of the network channel.
Throughput is mostly measured in bits per secord wme kilobit equal 1000 bits, in
contrast to the size of a file which mostly is measd in bytes, and with one kilobyte
equal to 1024 bytes. The potential, or theoretibabughput of a network is called the
bandwidth, while the throughput is the actual numbée reason bandwidth is more
often quoted than throughput is probably becausedgsier to calculate. Throughput
is difficult to calculate since it is dependent m@any different variables, i.e. packet
loss [32] and transport protocol. This means tis&r wata throughput is higher with
the use of UDP over IP than TCP over IP, whicthesreason services that needs high
throughput, like video streaming, use UDP. Bandwid throughput are also often
guoted as the same.

There is often a difference between what can besuared as the average throughput,
which is what you can expect to get when downlogdirfile, and the max peak bit-
rate which is the rate one can achieve for shpedods of time.

Below is an example of and UDP throughput test wo#rf. In this example, iperf is
running as server on host 128.39.203.23. The cientls UDP datagrams at the rate
of 10 megabits per second. As we can see, thersemiereceived one datagram out
of 8505 out-of-order, and no one was lost. The nstvbetween the two hosts was
fully capable of this bit-rate.
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user@host:~$ iperf -c 128.39.203.23 -u -b 10M -i 1

Client connecting to 128.39.203.23, UDP port 5001
Sending 1470 byte datagrams
UDP buffer size: 107 KByte (default)

local 128.39.202.96 port 59483 connected with 128.39.203.23 port 5001
0.0- 1.0 sec 1.19 MBytes 10.0 Mbits/sec

1.0- 2.0 sec 1.19 MBytes 10.0 Mbits/sec

2.0- 3.0 sec 1.19 MBytes 10.0 Mbits/sec

3.0- 4.0 sec 1.19 MBytes 10.0 Mbits/sec

4.0- 5.0 sec 1.19 MBytes 10.0 Mbits/sec

5.0- 6.0 sec 1.19 MBytes 10.0 Mbits/sec

6.0- 7.0 sec 1.19 MBytes 10.0 Mbits/sec

7.0- 8.0 sec 1.19 MBytes 10.0 Mbits/sec

8.0- 9.0 sec 1.19 MBytes 10.0 Mbits/sec

9.0-10.0 sec 1.19 MBytes 10.0 Mbits/sec

0.0-10.0 sec 11.9 MBytes 10.0 Mbits/sec

Sent 8505 datagrams

Server Report:

0.0-10.0 sec 11.9 MBytes 10.0 Mbits/sec 0 .002 ms 0/ 8504 (0%)

[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3
[ 3] 0.0-10.0 sec 1 datagrams received out-of-or der

et e e et e e el el b b e et d b b et

2.9.2.3Reliability

What happens if packets and data are lost whenateyransmitted? The error rate is
the probability that packets are lost or receivetth wrrors. The reliability of the link
layer and network layer will affect throughput. Reiclosses in the network layer
when TCP are used will cause retransmission andemBRP slow down its
transmission, with low throughput as its final nésBacket loss with video streaming
and UDP can lower the quality of the picture andseaglitches in the video. GPRS
provides, unlike many other wireless links, a tdkalink in the radio link control
(RLC) with its own Automatic Repeat Request (ARQ)][ Radio blocks on this link
are much smaller than usual maximum segment se3 P, and allow several
retransmissions before TCP timeout. This meansTkd& see packet delays, rather
than packet loss. Reliability on the lower layeilt @ften appear as low throughput or
latency from the user’s point of view. Cell resélec is another action in the radio
layer that may make the IP-based communicationfimome seconds. Although the
radio network is able to buffer the user data umdidio communication is re-
established, it may result in TCP timeout and retnaission. Hence, no user data is
actually lost, only so delayed that TCP thinkssilast and retransmits it [31]. TCP
optimizations to quickly adopt new time out valum® highly interesting in such
wireless environments.

In IP communication the two most used transportquals are Transmission Control
Protocol (TCP) and User Datagram Protocol (UDP).PT@rovides a reliable
connection between two hosts. If a segment isdasts way, the TCP protocol will
retransmit the segment. TCP’s congestion and flomtrol will also make TCP slow
down its transmission rate. UDP however, will coné to send at the specified bit
rate whether the receiver and network can handt mot. Sometime one has to
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compromise between performance and reliability. ¥@orrect data is important in
email and web browsing, but not in video or voials In the two last cases,
performance and low delay are the most importactofaWhether one packet is lost
or not, is not that important.

2.9.2.4Availability

The probability that a service is available whema #nd user requires it, is called
availability or accessibility. Traditionally, avability will be affected by the network
uptime and system and application stability at $leevice provider. In a wireless
environment, factors like signal coverage will bgbrtant [31].

2.9.3 Classifying the KPIs

From the way KPIs are measured one can divide them
* Passive KPIs, which are measured directly in thevorks management
system without any active involvement. Usually meead in intervals of e.qg.
one hour.
« Active KPIs, which are measured by a human openaithr various test and
monitoring tools. They give a high level of detalut lacks statistical
information, and the measuring must commonly bea&gd several times.

Further, one can divide the KPIs into the followidgpending on what they focus on:

* Network KPIs. Most of these KPIs are passive, &y ttleal with how the
mobile communication system is performing from #iystems point of view.
This includes radio resource sharing and assigmmgility managing etc.
These KPlIs are usually monitored in order to detetwvork bottlenecks.

* Service-based KPIs. These KPIs provide understgndinhow the specific
service is performing from a user’s point of viewhey address the
performance the end-user is experiencing, somethimgetwork KPIs do not
do. For instance, a service based KPI for HTTP/Wedwsing defines and
characterizes the KPIs and how they affect thatieeiin particular. Service
based KPIs are mostly active. E.g. a benchmark toolmeasure file
downloads can be used to measure service based KPIs

Most interesting from an end-to-end test tool'snpadf view is the service based
KPIs. The network KPIs is hard to measure from saonhapplication. There are
however some active KPIs that have been labeleg@#ork KPIs in [31], that can be
monitored, such as GPRS attach and activate dahalfailure rates.

2.9.3.1Service based KPlIs

Those factors, or indicators, that specifically eaff how a specific service is
performing, are service based KPIs. This means ttiexe are different KPIs for

HTTP web browsing or MMS or ftp file transfer. Thage in almost all cases active,
and easily measured and monitored with the apptgptool [31]. In the following we

will address some of the KPIs for major servicepaoket switched networks..

FTP
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For the end user to be satisfied with the file $fanprotocol, some criteria may have
to be fulfilled. First of all, he must be able tonnect to the server within a reasonable
time. When he has connected and set up the cardroiection, he must be able to
establish a data connection in either passive tveaenode. Firewall rules may
prohibit this. When both control and data connecim established, the reliability of
the data connection is important. A file downloaklieh fails half wards, is annoying
for both the user, and significantly increasestime it takes to get the file. This leads
us to the throughput. All delays and connectiofufas will degrade the throughput.
Also, of course, will the actual bit rate the liiskable to provide when download is in
progress affect the throughput. The KPIs are:

* FTP start-up failure rate: The percentage of casedtp client is not able to
connect to the server or establish the ftp dataection. This can be the result
of several problems at the TCP/IP level or firevealhfigurations.

* FTP abort rate: This is the number of times in \utitee FTP transfer is started
but fails to finish. Could be related to severaduiss, client or server
application error, IP-transport error, congestitm e

* FTP throughput: The average throughput for a fa@dfer. This measure how
“fast” the download (or upload) was. [31]

HTTP / Web browsing

Some of the same KPIs that apply to FTP also apphge. In bottom, both these
services are about transmitting files. Howeveryfran end-users view, there are
certain things that in most cases will give a biedt@erience. For instance, some data
takes longer time to load than other. If you werevait until all data (text + pictures
+ applets) were loaded before rendering the pdge will in most cases take some
time, especially on low bit rate connections. luyget the text up and readable early,
this will in most cases give a better user expegerthan if you have to wait for a
longer time, and only see the page when it is fudgpded and rendered. A
summarized list of KPIs is:

* Access failure rate: When the HTTP client is ndeab connect to the server,
either because of application errors or transgwellerrors like congestion.

* Abort rate. Number of times when a HTTP transmisssostarted but aborted
before the page is fully loaded. Can be due to masyhe same errors as
failure rate, application error or congestion.

* Access time. The time it takes from the user reguhee page, i.e. clicks on
the link, to the user see the first contents of page. Text is usually first
loaded.

* Access time to text. The time it takes from therusguests the page, i.e.
clicks on the link, to the user see the full teake(.html file) but not the images
etc.

* Throughput/delay. The time, or delay, from therusguests the page to it is
fully loaded [31].

Multimedia Messaging Service (MMS)

The MMS is a service somewhat similar to SMS bubhwi lot of enhancements when
it comes to features and content. With MMS onebig & send pictures, video clips
and sound. It is transferred packet switched, enBiMS which mostly is transferred
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via CS signaling. The most important thing fromsers point of view is that it is
delivered. Some delivery delay can in most casedolmated, although there is
always a positive thing to get it delivered as spossible. The KPlIs are:

* Send/retrieve failure rate. The percentage ofdailelivery of MMS.

» Send/receive throughput. The send/send receiveighput/data rate in bits
per second.

» Send/receive delay: The delay from the when the WARnect event takes
place to the moment when WAP disconnect takes pléme the
sender/receiver.

* End-to-end delay. The time from WAP connect at #wnder to WAP
disconnect at the receiver.

* Notification delay. The time from WAP disconnect tae sender to WAP
connect at the receiver. [31].

Ping

Has only one KPI, the round trip time, or shortly R It is the time it takes for a
packet of different sizes to go from one host tother and back again. It measures
the latency of the network. It sends “echo requdéStIP packets to the host, and
waits for “echo response” packages.

Common parameters

A parameter that applies to all services is thaylélom the request is started to it is
finished. One wants things to go as fast as passitiiroughput at transport layer,
TCP, is a key word in FTP, but good TCP throughgmtnot necessary mean good
throughput in HTTP. FTP is often about transferramgmall amount of large files,

while HTTP is about transferring many small files.

2.10Factors affecting the end-to-end performance

In [33] G. Gémez et al states that end-user perdimca is affected by every protocol
layer and network element from one end point totl@roendpoint. This means that
every layer starting from the bottom will degrade fperformance of the link. The
throughput of the physical layer is used as theistapoint, and the degradation of
performance on each layer above in the protocaksis estimated. [33] Describes
further that the factors that produce a degradatfaihe link level throughput can be
divided into two groups; data link level and upfasfer effects. In this chapter we will
look into these effects.

2.10.1 Data Link Effects

Those factors that degrade the performance depgdimadio coverage, interference
and resource sharing are called data link effe€tee performance after these
degradations is called data link throughput, antthésfinal throughput offered by the
Radio Access Network to the upper layers. Data fimbughput and latency can be
calculated based only on the network itself.
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2.10.1.1 Data Link Effects in GPRS and EGPRS/EDGE

GPRS is affected by the interference levels in fileguency planning and delays
occurring with transmission times between BTS an8CB Radio Resource
Management (RRM) functions and radio protocol fiorg [33]. Seen from the
perspective of data link effects, one can defireftlowing performance indicators:

Peak throughput

The throughput delivered to the LLC layer without@GMAC headers depends on
the used modulation and coding scheme (CS/MCS).pHad throughput given for
each coding scheme in GPRS can be seen in table 1.

Coding lslots 2slots 3slots 4slots 5slots 6slots 7 slots 8 slots
scheme

Cs-1 9,05 18,2 27,15 36,2 45,25 54,3 63,35 72,4
CSs-2 13,4 26,8 40,2 53,6 67 80,4 93,8 107,2
CS-3 15,6 31,2 46,8 62,4 78 93,6 109,2 1248
CS-4 21,4 42,8 64,2 85,6 107 128,4 149,8 171,22

Table 1 GPRS throughput at LLC layer [2].

Timeslot capacity

The timeslot capacity is the available throughputiitimeslot (TSL) after including
the effects of interference and RLC retransmissibri®LC acknowledged mode is
used. There are several factors that affect TSlaaap such as radio link quality,
network planning (frequency reuse) and configurgtithe layer where GPRS is
allocated (BCCH hopping, non-hopping) and Effecivequency Load (EFL).

Reduction Factor

TSLs are shared between several connections. Tuetren factor (RF) includes this
fact, that it is a shared medium. Network load dimlensioning conditions affects the
RF and it depends on several factors:

« GPRS allocation size: How many TSL's that are nesgifor GPRS and how
many that is shared between voice and data is tapioio prevent high GPRS
blocking, and thus high RF.

* CS load and pre-emption criteria: The priority giv® CS and PS traffic is
important in preventing RF. If CS traffic is giveairgher priority than PS, high
CS load will degrade PS traffic too (increase RHHAS).

« Terminal capability, Multislot class: Terminals whi supports several TSLs
are capable of getting higher bit rates from theteay. A high-end phone, like
Nokia N70, is typically capable of using 4 timdsldéor downlink and 2 for
uplink, i.e. switching between 4+1 and 3+2 since thaximum number of
timeslots that can be used simultaneously ususliet at 5 from the network
operators.

* RRM scheme: The job of the RRM is to take care @fimizing the TSL
sharing when doing channel allocations. It ensutest the terminal is
connected to the best cell, and may support QoShamezms that can
prioritize certain flows. This means that othemffomay be queued. l.e. high
priority flows will utilize the radio resources farlonger period of time.
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RLC signaling

Whenever data needs to be sent through the ramidaoe, a Temporary Block Flow
(TBF) has to be established. The TBF may cause sbetey when it is being
established, typically in the area 300 — 600 msl, @#nus TBFs being released and
established continuously may cause performanceadegy. The throughput will also
be affected given the fact that the RLC controlck&used for signaling shares the
same radio resources as that of the data RLC hldaekRLC acknowledged mode,
ACKs for uplink data is sent. Bursty uplink dataclk as TCP ACKs, that caused
frequent establishing and releasing of TBFs, madg Yor the introducing of an
enhancement that tries to eliminate this delay. Tdea is that TBFs are not
immediately released when there is no more dasena, but a timer, typically set to
1-5 seconds is started, and when this timer istiga, the TBF is released.

One wireless event that may affect upper layer Wiehas one originating from the
mobility issue. Cell reselection will cause somé&gein the level of seconds. Various
new enhancements have been introduced to loweddtay, three such enhancements
are Network Controlled Cell Reselection (NCCR) &ietwork Assisted Cell Change
(NACC) and to use the Packet Common Control Chan(lRCCCH) for signaling.
Using these together may minimize the cell charedaydtoo around 500 ms. [33]

RLC retransmissions will cause higher delay anigrjitthis can affect upper layer
protocols like TCP.

2.10.1.2 Data Link Effects in WCDMA

For transferring of user data, the physical layérVéCDMA provides various
transport channels. These are Common Channelscd@edi Channels (DCH) and
Downlink Shared Channels (DSCH). Common channedsansexplicit addressing of
the mobile phone involved in the data transfer.sehehannels are FACH, RACH and
CPCH.

» Forward Access Channel (FACH), downlink channetmated to carry control
information to a UE known to a location in the cdlll UE’s must be able to
decode its information. It can carry packet datarmation for any user in the
cell.

e Random Access Channel (RACH), uplink channel fgnaiing, but also
capable of transmitting user data. There is asoflirisk in the RACH, and it
is received in the entire cell.

« Common Packet Channel (CPCH), uplink channel irddnfibr packet data
transmission. It should be viewed as an extensidheoRACH. The CPCH is
associated with a DCH on the downlink.

The only type of dedicated channel in WCDMA is I€H. Since it is dedicated, no
explicit addressing of the target is necessary,itodn carry all user data and higher
layer signaling intended for a given user in bgthnk and downlink.

DSCH is a channel shared by several UEs. It is wntiok channel, and time
multiplexing is used to share all the resourcesveen the users sharing the channel.

34



OVEN/

SpaT
s X 2
T | | >
%, $
b rsi

&
&
niversity ©

End to end key performance indicators in cellular networks

To indicate which UE will receive data in each timterval, one DSCH is assigned to
one or several downlink DCHSs.

The bit rates in the common channels are pretty tgpically 8-32 kbps, and for this
reason they are not used for transmission of langeunt of data. They do not use fast
power control (one exception is CPCH) and soft lbaed The DCH uses both fast
power control and soft handover and is much morkgciemt from a power
transmission point of view, and supports mostly acimwider range of bit rates,
typically in the range 8-512 kbps. A drawback witile DCH however, is that its
establishments introduces some delay, and thusnhigeion of small packets could
be faster carried out over a common channel. TheéHD§pically provides a high bit
rate, 64 — 1512 kbps, but is shared between allislees sharing the channel. | t also
requires an allocation of large amount of power aode resources. Its power
transmission is not as efficient as DCH’s and #age is only convenient for code
shortage situations.

When a UE is turned on, it has to select a Puldicd_Mobile Network (PLMN) to
connect to. When this is done, it is in idle modée mobile goes from idle to
connected mode when a Radio Resource Control (Ri®eGhection is established
between the UTRAN and the mobile. In connected made UE can be in four
different states, CELL_DCH, which is the only statbowed when a DCH is
established, in CELL_FACH, in which the UE contimnsty monitors the FACH in
the downlink. The third state is the CELL_PCH inievh uplink activity is not
possible, and the UE uses discontinuous recepiononitor the paging channel. The
last state is the URA_PCH which is very similarG&LL_PCH. In URA_PCH the
location of the UE is known on UTRAN registratiorea (URA) level instead of cell
niveau.

CELL_DCH and CELL_FACH are the only two states tlalow user data
transmission. When packet data transmission is dostarted, it is UTRAN'’s
responsibility to decide which channel should becalted. To select the channel type,
either dedicated or common, traffic volume repartis used. The MAC layer
receives information from the RLC layer about it#fBr Occupancy (BO). If the BO
exceeds a specific threshold, UTRAN selects DCB®CH as the transport channel.
To do this, a capacity request is sent to the R&#eeduling functionality. A DCH is
established between the UE and the UTRAN if theedaler grants the capacity
request. If, however, the BO does not exceed tiestiold, a common channel is used
for transmission. The establishment of a DCH iniices a delay, and not unlike the
idea of not releasing TBF's in GPRS immediatelye tBCH is not released
immediately after the RLC buffer runs empty. Juist with what can be done with
TBFs in GPRS, a release timer is started, anceitither expires, the DCH is released
and the UE returns to CELL_FACH state.

This switching between states in the RRC connedtifiraffect the upper layers. l.e.
in an ftp session, the packets transmitted in ifieai TCP connection establishment
are typically transferred over common channels,levitvhen the data is to be
transferred, a DCH is established. The capacityesiprocessing and the DCH
establishment introduce a delay which has two imateckffects [33]:

35



OVEN/

SpaT
s X 2
T | | >
%, $
b rsi

&
&
niversity ©

End to end key performance indicators in cellular networks

1. Delays the overall file transfer.
2. Raises the Round-Trip-Time (RTT).

The RTT increase indirectly affects TCP performatice DCH release timer will
directly influence other consecutive downloadshsas HTTP/WEB browsing. The
following download will avoid the DCH establishmatslay if the release timer is
high enough.

Sources of throughput degradation for DCHs in WCDMA
Factors that determine the end-user throughput@DWA is the following:

Peak throughput
The maximum bit rate that the physical layer caovigle under ideal signal quality
conditions is the peak throughput. The followingedmines the peak throughput in
WCDMA:

e Chip rate

» Spreading factor (SF) of the spreading code used

* Coding rate

Resource multiplexing among users
All the users utilizing the same frequency in taes cell have to share the resources.
These resources are the air interface capacitytladphysical resources, e.g. the
spreading codes of the code tree. The Packet Slelnednd Resource Manager
manage these resources. There are three typicatldalg methods for distributing
the available loads among the users:
e Fair resource, which means all users gets equalires. The user location and
signal strength will determine the effective biiera
» Fair throughput, which means all users get the sdmaighput. The users
with bad signal strength at the edge of the cdlla@nsume a large amount of
resources.
* CJ/I scheduling, which means users with good radgmad strength will be
prioritized at the expense of users with bad sighlers with poor radio
conditions will be offered a lower amount of resms.

Block error rate (BLER)

A restrictive BLER will need more power, and sirpmver is a limited resource, will
lower the systems overall throughput. If BLER is tuigh, many retransmissions are
needed, which also consume resources and degrdedgsen performance. Since the
link level throughput that can be achieved by adividual is a function of the
allocated resources, interference and BLER, adiggtie right BLER is important. It
can be viewed as a trade-off between quality astesy capacity.

RLC signaling

To ensure error free delivery of data, RLC sigr@lim the form of control
information is transmitted in acknowledged modelape from RLC retransmission
may affect upper layer performance, i.e. TCP trartsjj34]
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2.10.2 The upper layer effects

Those degradation factors that depend on the tosihapd application protocols are
called the upper layer effects. These factors dlagrahe performance independently
of the network that is used, however, there areestantors on the link layer that
more contribute to upper layer effects than otmeost important data link layer
throughput and latency. l.e. in most cases, a lagincy in the data link layer will
give more upper layer effects degradation thanhwsé with low latency. In this
section we will look at the two most common useth$port protocols, starting with
the by far most used, the Transmission Controldeat

2.10.2.1 TCP performance in wireless networks

TCP is by far the most used transport protocolhenimternet. It provides reliable data
transport with flow and congestion control. It wagginally developed and designed
for wired networks. In wired networks the main smuiof packet loss is network
congestion. Wireless networks have another prdiildays, jitter and packet loss not
due to congestion is more frequent. Since TCP g 8ensitive to factors such as
delay, throughput and packet loss, it will perforeomewhat different and
performance may degrade in wireless networks comtpér in traditionally wired
networks. [35]

2.10.2.2 TCP issues in wireless networks

The most important factors that affect TCP perforogain wireless networks is the
following:

Latency

TCP slow start greatly reduces the performanceGP When RTT is high, as it often
is in wireless and cellular networks, at least careg to wired networks. The result
of large delays is large TCP connection establistirtises and slow recoveries form
TCP slow start mechanisms.

Packet Losses

Wireless networks, unlike in wired networks wheeelet losses mostly are due to
buffer overflows, have errors in the radio link. Rlacknowledged mode provides a
reliable link in GPRS, with in-order delivery, btltis is not always used. Packets
could also be lost due to mobility issues like haret. TCP however, assume packet
loss is due to congestion, as for the most is #se en wired networks. TCP reacts to
packet loss by limiting its transmission rate bgueing the TCP congestion window
and slow start threshold to the half.

Delay Spikes
Even though TCP updates its retransmission timewaille (RTO) based on the
acknowledgments it is receiving and the RTT, a saddelay may cause problems.
When this happens, we have a delay spike. Suchag deay be a result of several
wireless events, such as:
e RLC retransmissions, due to bad quality in link daese of low signal
strength/radio coverage. RLC acknowledge mode elsivn-order blocks,
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thus several TCP segments may be buffered andedetivin a burst when all
RLC retransmissions necessary are done [25]
» Pause in transmission during cell changing.
» Blocking by high-priority traffic. Often data tradfis given lower priority than
e.g. CS voice calls.
High delays can cause TCP timeout, i.e. TCP bedighie packet is lost, and begins
retransmission and begins a new slow start phase.TICP option TimeStamp is
recommended in wireless applications and deals mdhaging sudden delay spikes.
In short, the TimeStamp makes it possible to eséntfae RTT per segment, and not
only per window as without. This makes the RTO adaphe RTT quicker and make
TCP more capable of managing delay spikes withmedut.

Variable data rates

Sudden changes in the bit rate can affect TCP.irkgtance, the number of users
connected to one cell affects the available banthwidihe distance from the base
station can affect the bandwidth due to radio cager Even if TCP tries to adapt to
the link bit rate, sudden changes in capacity mayse TCP to under use the link
capacity or use a too high transmission window.déadeduction in link capacity can
cause packet losses, and then cause TCP to omog@liow start”, which is very slow
given the high RTT

Asymmetry

GPRS and 3G have asymmetric uplink and downliek,higher bandwidth downlink
than uplink. Battery power consumption is one fadimiting the uplink. However,
the difference should be in the range such thatcanique like ACK congestion
control is unnecessary.

Other

The fact that TCP uses the radio interface in labtbctions because of ACKs for
every segment is very important to take into cosrsitions. The bit rate is not as high
in the reverse direction, but to optimize TCP perfance, one has to keep this in
mind. When ACKs get lost, or is delayed, it wildteee TCP performance. At least
the following issues must be recognized:
* ACKSs can be delayed or get lost in wireless network
 The ACKs arrival rate determines TCP sending rAteK traffic is usually
bursty, and establishment of radio resources dfi @42K will often produce
unhealthy delays.
* In GPRS ACKs produce signaling in lower layers tb@hsume resources in
the opposite direction.

2.10.2.3 Bandwidth delay product

The ideal state of TCP is when the sender injéstseégment into the TCP pipe at the
same rate as the receiver removes it from the pigee number of ACKs making its
return trip is the same as the number of segmarttsei pipe. The BDP is particularly
important in window based transport protocols [lKeP. The BDP is the amount of
data that has been transmitted but not yet recdiyeithe receiver, i.e. it defines the
amount of data the sender can transmit before #t nvait for ACKs, and the amount
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of data the sender must store in its buffer in cafseetransmissions. The BDP is
defined in [36] as

BDP (bits) = total_available_bandwidth (bits/sec) x round_trip_time (sec)

or

BDP (bytes) = total_available_bandwidth (KBytes/sec ) x round_trip_time (ms)

It is suggested in [33] and [37] that the congestwvindow should be slightly higher
than the BDP and that it is really important theg &idvertised window in the receiver
side is larger than BDP to not limit congestion daw.

Round Trip Time’s influence on the performance

The Round Trip Time, normally measured with thentiPiapplication, is one of the

most important sources for performance degradatib@P uses a three way
handshake, i.e. a TCP connection establishmenttaké# approximately 1,5 x RTT.

The RTT in wireless networks is almost without gxemns higher than in wired

networks. The congestion window in slow start caly de raised in a per RTT basis,
i.e. the higher the RTT, the slower the congestamdow will raise, because the
ACKs need longer time to get to the sender. Ithheen shown in [38] that for EDGE
a terminal can suffer up to 7% throughput degradager additional 100ms in the
RTT in the worst case. It is especially for smafiexs that the slow start effect of
high latencies becomes clearly noticeable. A lostgldishment time, and a long time
before the window reaches its optimum reduces thdopnance and overall

throughput more for a small file than a large flleconnection with higher potential

bandwidth will also waste more resources than aecion with low bandwidth. To

improve RTT performance, that is, to reduce theyleks without doubt a factor that
will improve the overall performance.

2.10.2.4  UDP performance in wireless networks

The user datagram protocol (UDP) is unlike TCP areliable protocol, that is, it
guarantees no delivery of data. When a host wansend UDP datagrams, it simply
sends it. No connection establishment is neededtldender has no idea if the
receiver receives the data. Thus it introducesasomany issues as TCP since there
are no ACKs, retransmissions, and flow or congasttontrol. For real time
applications, which are what UDP are mostly useaniedium to small size datagrams
are commonly used. This implies that only a smaltagram is lost in case of
datagram transfer error, but it also introduces eanoverhead (due to datagram
headers) than what would be the case with largeigdams. Header compression is
used to deal with this, and finding the correcdeam size is of importance.

2.10.2.5 Application layer

There are also degradations at the applicatiorr.|&ge applications that need session
establishment, like VolP with SIP and streamingWR{TSP the network delay plays a
significant factor in the time it takes to establibe session. Some applications, like
streaming needs several PDP contexts, one for BigdRaling and one for RTP data.
This means higher setup delay, on the other sideakes it possible to give better
QoS for the different flows. Application protocolvéaking and tuning is also

something that should be focused on, e.g. HTTRl&livers better performance than
HTTP 1.0.
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3 Measurements and results

The concept of end-to-end testing is to perforntstamd measurements that can tell
us about the performance as experienced from arused The testing is done by
performing tasks that are possible to do withouy dmside” information or
equipment installed in the network. An end-to-eest ts typically performed with a
computer connected to GPRS via a mobile phone. \Weaisurements to be done to
effectively measure the end-to-end performancdhaeubject of this thesis, but they
should be measurements that indicate the userierper Throughput and different
types of delay are typically such indicators. Firstthis chapter we will tell the
modifications of Telecas E2E Agent that were nesgso get it to work with the
N70. Secondly we will describe the various measergmwe performed and their
results. First measurement is a benchmark betwéddmSJand EDGE in Telenor’s
network to see if there are any significant differes in performance. Secondly we
benchmark the dialup delays and RTTs in NetcomTaienor's 3G Network to see if
there are any great differences. Latency is as ave Imoticed earlier and important
factor especially for TCP and HTTP. In 3.5 we wante see the effects of different
TCP window sizes in cellular networks. We wanted see the effects of the
establishment of the radio access bearers (RABparfdrmed a jitter and packet loss
measurement in two different scenarios, one witlBRtablished and one without
RAB established, for both down and upload. Jiterai KPI that introduces the
buffering of streaming media. It became interesttogcompare the uplink and
downlink measurements with focus on packet lossharfigring.

3.1 TWSEZ2E modifications

The TWSEZ2E tool we used to perform the measurenmezdded some modifications
to support the Nokia N70 phone, as the tool hadirmally been developed for, and
certified for, some specific Sony Ericsson phongéglipse was used as the
development environment, and we will document cwanges here. As we quickly
found out, the TWSEZ2E tool did not support the mghont of the box. Our first task
was to debug and find out which modifications thetre required. We found the
problem to be unsupported AT commands on the N78.then had to replace or
remove those AT-commands that the N70 did not stippad that was used in the
application. The TWSEZ2E uses only standardized cana®, and no proprietary
Sony Ericsson commands, but the standard [19] pethat many commands are
optional. Commands not supported at all were:

AT+cggreq, to request QoS class. This command is optionahpdement according
to standard [19]. If the command is not implementddthe values are considered to
be unspecified.

AT+cgpaddr, to show pdpaddress (ip-address). Implementasapiional according
to standard.

There is also a command supported, but with anppwted parameter:

AT+cgdcont. Enabling data compression is unsupported.

Removing these commands and working around thelgograbwas the changes that
needed to be done. A class for the N70 was crdahtgdidentified and verified the
phone, and the application was ready for action.
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Starting 'E2E Agent' - property of Teleca Wireless Solutions
Using COM5

NN70 interface starting up

12:48:04;Extracting Mobile Terminal (MT) informatio n...OK...Nokia
N70 detected.

12:48:21;Test scenario description (Enter to contin ue)
12:48:21;-->:

12:48:23;Test description:

12:48:23;Defining PDP-context...OK

12:48:23;->Apn = internet, Data-compression = OFF

12:48:23;Setting QoS with reliability class = 2(LLC _ACK)...ERROR
12:48:23;Failed setting QoS. Command probably not s upported on
phone. Continuing anyway.

12:48:23;Switching on V.42bis compression...OK

Figure 14 TWSEZ2E console output with the Nokia N70.

That the AT-cggreq command is unsupported meanswhdave no option to request
LLC acknowledged or unacknowledged mode, and haveethappy with what the
network assigns to us. A problem with the AT-cgagiregeneral is that although one
IS requesting a certain QoS, one cannot verify viya® one is actually given by the
network.
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3.2 Overview

Gateway,
HiA

Gateway,
Teleca

Fileserver @

UDP /TCP
Teleca

traffic sender
(iperf)

UDP /TCP j BlueTooth link
traffic receiver

(Iperf )

Figure 15 Overview of the test architecture

3.3 Comparison between Telenor EDGE and 3G/UMTS

3.3.1 Introduction

We performed an end-to-end test with Telecas TWSI62Eto see the application in
work. The test was done as a comparison betweeBEEBnd 3G, i.e. UMTS, in
Telenor’'s network. The goal was to obtain relev@dath which can be used to analyze
the characteristics of those respective technadogiel point out differences between
them, with weight on performance as seen from titkuser. One of the objectives of
this measurement was to see if there were any fsigni differences in the
performance, i.e. throughput, in services like FaRd HTTP. It was interesting to see
if our measurements are like the results of Chakitsf37]. Measurements that will
be done are throughput and latency for FTP and HTTP
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3.3.2 Test Setup

The test was performed using a Nokia N70 mobilenghas a modem. It was
connected to a laptop running Windows XP. The phen8SM, GPRS, EDGE and
3G capable. The test consists of a loop which perddhese actions:

Signaling, Attach> Activate> Deactivate> Detach.

HTTP downloads of webpage.

Wap download

FTP download of zip and text file.

FTP upload of zip and text file.

ICMP, PING tests for Round Trip Time measuremeR&sformed with ICMP
payload of 12, 200, 468 and 1472 bytes.

All up-and downloading and pinging were done adairedecas own test server. The
reason for ftp down-and uploading of both a zip &d file is to check if any data
compression is used. Compressing an already cosgatesp-file will not make any
difference, while a plain text file is highly congssible. The loop was executed
fifteen times. Fifteen times should be enough tsuea statistical relevance. The
Performance application in Windows XP was used¢plytes received and sent per
second, total traffic per second and TCP segmezitansmitted per second. The
Performance application logs the numbers to a ileich can be imported into
Microsoft Excel, or another spreadsheet. The ploamebe forces to operate in GSM
mode, but there is no option to force EDGE off or herefore we had to look at the
results to conclude if EDGE or plain GPRS was u§&tke can determine this by i.e.
the throughput achieved). When the phone is coedeitt a 3G network, an icon is
displayed on the phone’s display.

oA WNE

Measurement information:
» 3G test started: 13:34 06.03.2006
» EDGE test started: 14:17 06.03.2006
* Network used: Telenor GSM and UMTS
* File size ftp-download-zip: 199 KB (203 917 bytes)
* File size ftp-download-txt: 199 KB (203 806 bytes)
* File size ftp-upload-zip: 49,7 KB (50 994 bytes)
e File size ftp-upload-text: 49 KB (50268 bytes)
 HTTP: Download: 15 files, total download of 172,8B K176592 bytes) with
HTTP 1.1 including persistent connection, but withparallel connections.
* File size WAP: 4,7 KB (4852 bytes)

3.3.3 Test results 3G

The test was started at 13:34 06.03.2006. Receaiggwhl strength indicator (RSSI)
and channel bit error rate (BER) was extracted fioenMS after each loop. RSSI was
between 8 and 11, which is not optimal. BER wagiked as 99, not known or not

% This is not really WAP. The file downloaded is somhat like a WAP-file, but transport protocol is
TCP and download method as in the HTTP test. WAR udes UDP as its transport protocol. WAP
v2.x is more like ordinary HTTP with TCP. Howevire measurement indicates the performance of
downloading a single small file, and therefore $@ame relevance.
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detectable for each loop. LAC (Location Area) wd<CE and CI (Cell ID) switched
between AF63 and B42A.

3.3.3.1Signaling

GMM Signalling Procedures

4500

4000 |
3500 -

3000 1 M
2500 | —

2000
1500 A\
1000 \

500 \

GMM Delay [msec]

0
< [0} ™ [o0] N
(%) %} < < [Xe]
g g g g g
Time of day
‘—Activate DeActivate —— Detach —— Attach

Figure 16 Signaling delay in Telenor 3G. Time of daon x-axis.
The various signaling delays are relatively stable.

GMM delay [msec] Average Minimum
Attach 2492 2163
Detach 150 40
Activate 3104 2674
Deactivate 302 270

Table 2 Average and minimum signaling delay
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3.3.3.2ICMP
PING - statistics (Round trip time)
400
350
g 300 ﬁ% —S——
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> /
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3
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£
o 100
50
0
3 3 2 2 S
¥l ¥l ) &) ¥l
— — — — —
Time
‘ ——RTT12 1 RTT12 2 —— RTT_200 —— RTT_468 —— RTT_1472 ‘

Figure 17 Round Trip Time in Telenor 3G.

Ping with ICMP payload of 12 bytes was successfa@lthoed over the internet.
Packets with ICMP payload of 200, 468 and 1472 dytas sent, but not echoed
back. They were stopped by a firewall. It is isting to notice that the RTT at the
first ping (RTT12_1), when the radio access be@rRAB) should not have been
established is generally not any higher than tlwerse ping (RTT12_2) which was
sent when the RAB should have been establishedaVéege delay for RTT12_1 is
280 ms and for RTT12_2 276 ms, which must be censdlto be equal.
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3.3.3.3Web/FTP/WAP?

Throughput in kbps for each loop
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Oloop 1l
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Http Wap FtpDownZip FtpDownText  FtpUpZip FtpUpText

Figure 18 Throughput in kilobit per second for FTP, WAP and HTTP for each loop in Telenor
3G.

Figure 4 shows the throughput for each test in daodp. We can see that the
throughput varies slightly, especially the downlealflax download speed achieved
for an entire file was 213,2 kbps. For the downfo#eere is nothing that indicates that
any compression is used (the text file is highlgnpeessible, while the zip file is not).
The upload, however, goes a little faster with tbet file. This could be only a
coincidence, but as it is higher in each of thdddps, and the average throughput is
almost 20 kbps higher, it could be that there technical reason for the difference.
Especially the upload-speed is very stable, antesygust slightly. Something has
happened in loop three that affected all, but the kpload text test. Unfortunately
Ethereal was not run during this test, so it iddhtar analyze what happened, but the
Performance counter reports some retransmitted $€&¥ments during this loop.
Applications we are not aware of, like Windows Utedeould also have accessed the
internet at this time. This shows us the importaoteunning Ethereal or another
packet analyzer while performing the tests.

Throughput [Kbps] Average Limit *
HTTP_download 104,5 n/a

WAP_download 59,6 n/a

FtpDownload.zip 159,3 213,3
FtpDownload.txt 162,2 1925
FtpUpload.zip 70,1 84,2
FtpUpload.txt 99,3 101,5

Table 3 Average throughput in kbps

® This is not really WAP. Se footnote 1.
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Figure 5 displays the average throughput in klpshé Limit columns, the first three
seconds used to establish a FTP session is remblechumber in these columns is
more like the number an ftp client would reportlas download speed. An interesting
point is that according to Telenor [39], they dd affer higher uplink bit rate than 64
kbps in UMTS. Our numbers exceeds this.

Throughput each second

" m\
M

300,0

250,0

O Recieved
| Transmitted

kbps

200,0 4

150,0 -

100,0 -

50,0 -

0,07 L T T T T T T T T T T T T
1 4 7 101316 19 22 25 28 31 34i_i§n7e40 43 46 49 52 55 58 61 64 67 70

Figure 19 Brutto throughput each second in repetithn 7 in Telenor 3G.

Figure 19 is a graph created with Microsoft Exdeluses data collected with the
Performance Counter in Windows. According to docatagon the received values
are “Bytes Received/sec is the rate at which bytesraceived over each network
adapter, including framing characters’and for transmitted:Bytes Sent/sec is the
rate at which bytes are sent over each network tapincluding framing
characters.” The values are converted to bits before plottihgpldts the new value
every second, and it illustrates the data traffidtavas in loop 7. The blue area is
received data, and the purple is transmitted d&&acan see the received HTTP and
WAP data up to about 17 seconds. The next recalaédl is the ftp-zipfile, and then
at around 31 seconds the ftp-text file. The twfiareas are first the transmitted zip
file, then the transmitted text file. We can sefleak for download is at 400 kbps, so
the much anticipated bit rate of 384 kbps shoulthb@ange at least for the peaks. The
reason the speed here is even higher than whaldsheumaximum, is most probably
inaccurate measurements, e.g. timing error in dngpée interval.

3.3.3.4Notes

Either during or after loop 7, the phone switchedl @ from AF63 to B42A. During
or after loop 13 it switched back to AF63. Duringadter loop 14 it switched once
again to B42A. No noticeable differences in thailtsshave been identified as a result
of the Cell ID switching.
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3.3.4 Test results GPRS/EDGE

The test was started at 14:17 06.03.2006. Thene isption to force EDGE off and
on, but the test results clearly show that EDGRiged, as the achieved bitrates
supersedes what ordinary GPRS can manage. Rec8igadl Strength Indicator
(RSSI) and channel bit error rate (BER) was exédétom the phone after each loop.
The RSSI was 17, which is not optimal. BER wasikezkas 99, not detectable or not

known. LAC was BE34 and CI 23D5.

3.3.4.1Signaling

GMM Signalling Procedures
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©
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Figure 20 Signaling delay in Telenor GPRS/EDGE.
The graph shows us that the delays are prettyestsdath time the various actions are

performed.

GMM delay [msec] Average Minimum
Attach 1884 1712
Detach 97 40
Activate 949 731
Deactivate 716 630

Table 4 Average signaling delays.
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3.3.4.2ICMP

PING - statistics (Round trip time)
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Figure 21 Round trip time in Telenor EDGE.

Ping with ICMP payload of 12 bytes was successfediioed over the internet. As in
3G, packets with ICMP payload of 200, 468 and 1byfs were not possible to
perform. Here we can clearly see that the resptimeeof the first ping with 12 bytes
of ICMP payload (RTT12_1) is clearly higher thar thecond one. This has to do
with the radio interface and the need to set ufBgk [Temporary block flow) for the
first packet. When the second ping is executed (2TR) the already established
TBF is reused and the RTT is therefore significatutiver.
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3.3.4.3Web/FTP/WAP*

Throughput in kbps for each loop
140,0
Oloop 1l
120,0 | Loop 2
O Loop 3
100,0 1 O Loop 4
mLoop 5
O Loop 6
80,0
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Q.
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60,0 - W Loop 9
m Loop 10
40,07 O Loop 11
O Loop 12
20,0 W Loop 13
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Http Wap FtpDownZip FtpDownText  FtpUpZip FtpUpText
Figure 22 FTP, WAP and HTTP throughput in Telenor EDGE.
Throughputin kbps
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Figure 23 FTP, WAP and HTTP throughput in Telenor EDGE.

As with the 3G test, there is no indication that tietwork performs any compression,
as it seems to be a coincident which file is transfd fastest. The average throughput

4 As in 3G, this is not really WAP. See footnote 1.
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table in Figure 12 shows us that average througliputthe FTP downloads is
essentially the same. For the uploads, howeverZtRefile has an advantage for
unknown reasons. According to Telenor [39], dowklnit rate should be in the area
100 — 200 kbps and uplink bit rates 50 — 75 kbpis only, as seen in Figure 13, in
the peaks for a shorter period of time bit rate$@ff — 200 kbps are reached.

Throughput [Kbps] Average Limit *
HTTP_download 52,3 n/a

WAP_download 21,9 n/a

FtpDownload.zip 70,2 129,1
FtpDownload.txt 70,4 96,0
FtpUpload.zip 56,0 76,9
FtpUpload.txt 45,9 70,5

Table 5 Average throughputs.

In the Limit columns, the first three seconds usedestablish a FTP session is
removed. The number in this column is more like tuenber an ftp client would
report as the download speed.

TCP Traffic flow

250,0

200,0 A ﬂ

150,0
o O Recieved
o
< @ Transmitted

100,0

50,0 A

0,0 -

1 7 13 19 25 31 37 43 49.“'%5e 61 67 73 79 85 91 97 103 109

Figure 24 Brutto throughput each second in TelenorEDGE measured with Windows
performance counter.

Figure 13 plots every second so we can se thelatiwaughput at each second and
find the max peak values. Blue areas are receivad, dand purple areas are
transmitted data. The highest peak in the firspleothe ftp zip file download. This
peak is at 229 kbps. Max throughput when four tiotesare used should be 236,8
kbps in EDGE. Max upload peak occurs when the Ieipé transmitted and is 96
kbps. To achieve these speeds, one can assumg shas are used for down and 2
for uplink (Switching between 4+1 and 3+2) with oaglscheme MSC9.
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3.3.5 V.42bis compression
The two tests were performed 07.03.2006 at 13:4414:37.

Throughput comparison
180,0
160,0 ] T
140,0 — —
120,0 -
@ 3G
g 10007 m EDGE
2 50,0 0 3G-V.42bis
O EDGE-V.42bis
60,0 -
40,0 +
20,0 + —’» —’:
0,0 T T T T
. o
& & &8 <& ko &
Q » & N R
<K S A Q
& & < &
< &

Figure 17 Throughput comparison with V.42bis compresion enabled and not.

Enabling V.42bis compression had no effect, eittoer3G or EDGE. No further
comments on the two tests with compression enalasdhey did not show any
significant differences from the tests with comgres disabled.

3.4 Dialup and Round Trip Time

This measurement was a benchmark test of the Rbupdelay and dialup delay in
Netcom and Telenor using the 3G network. The test® performed with the Nokia
N70 3G capable mobile phone connected to a laptbp. application used for the
measurements was Teleca’s TWSE2E End Agent. Thécappn is capable of
measuring throughput and GMM signaling, but onlgla and Round Trip Time
(RTT) was performed in this test. As mentionediegrthe RTT is a parameter that
greatly affects the upper layers, therefore we gag interesting to se if there were
any differences in the performance of the two ojpesanetwork regarding RTT and
access delay. A total of 14 repetitions were pentat, in the ordeDialup = Ping 1

- Ping 2> Hang-up. ICMP payload in the echo request packages in thg wias
12 bytes. The reason for two consecutive ping wwatsto see if there is a difference
between the RTT when the network has been idleafperiod and not. When the
network has been idle, the radio access bearetddshave been released. The goal of
this measurement was to find the establishmenysetd both the dialup connection,
and the radio bearers. In our previous test, weoslered that 4,5 seconds of idle time
was not enough to take down the radio bearers lende 3G. We wanted to see if we
could find how long this idle time should be, tosere RAB is taken down. The
establishment time of the radio bearers are idedtivith a single ping after the
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network has been idle for a period of time. The thtsat was pinged was
www.teleca.no

3.4.1 Telenor

Date of test03.21.2006

Time of day:13:15
Location:Teleca Grimstad.
Repetitions 14

Pause before first pind1,5 secs.

13:15 should be a time the network is fairly buBlye reason for using 14 repetitions
was to get a high enough number for some statisgbavance. 11,5 seconds of idle
time was used as we discovered with earlier measnts that this was enough to
ensure that the radio access bearers was compiekely down.

Dialup delay
9000
8000 — a1
__ 7000 -
(%2}
£ 6000 -
E‘ 5000 -
S 4000 -
3000 -
2000
1000
O T T T T T T T T T T T T T
© N~ (o] [ee] o — N
— i i — N N N .
o o ® o ® ® ® Time of day

Figure 25 Telenor dialup access time.
From the graph, we can see the dialup access sistalle around 7 or 8 seconds.
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PING - statistics (Round trip time)
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Figure 26 Telenor round Trip Time in 3G

As we can se from the graph, the first RTT is digantly higher than the second.
The RTT of the first ping is about 4-5 secs, whhee exceptions, two of them with
low RTT and one time out. After the timeout aftdroat 13:19, the RTT of the
consecutive ping is about 4,5 secs. Before theding (RTT12_1) the network is idle
of 11,5 seconds. The high RTT of the first pingidatkes that radio resources are
taken down and has to be set up again and thatakes what must be considered
pretty long time. The reason for the two RTTs withv delay, may be another

application accessing the internet, or incomingshraaffic from the internet.
Unfortunately, we have no Ethereal log for any gasicessing from this test.
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Signal Strength & Bit Error Rate
(BER on right hand value axis)
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Figure 27 Telenor signal strength in office at Telea Grimstad.

Signal strength is not optimal, bit error rate r&kmiown. The signal strength could
perhaps affect the long delay for ping test, hat setting up the radio resources takes
longer time with bad signal than with optimal signa

3.4.2 Netcom

Date of test03.28.2006

Time of day:15:22

Location:HiA Grimstad.
Repetitions14

Pause before first pind4,5 secs.
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Dialup delay
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Figure 28 Netcom dialup delay in 3G.
Dialup delay is as high as about 22 seconds wighexception.

PING - statistics (Round trip time)
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Figure 29 Netcom round trip time in 3G.
Even though there are some high RTT times, them® imdication that the first ping

takes longer time. In these fourteen tests, sunglis enough, ping no. 2 are most
delayed in two cases, and ping no. 1 in only onkerwthere are significantly
differences between the two. The idle network itaffefore RTT12 1 was 14,5

seconds.
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Signal Strength & Bit Error Rate
(BER on right hand value axis)
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Figure 30 Netcom signal strength in at HiA Grimstad
Signal strength is 17, bit error rate unknown.

3.5 TCP throughput downlink with different TCP wind ow
sizes

Test setup

Time of day: 12:00.

Network used: Telenor UMTS with public APN for theobile phone, Uninett 100
mbit/s connection for the server end.

This small test using Iperf is to experiment witfiedent TCP window sizes to look at
eventual differences. TCP window size is the definiof how much data is in transit
in the network at any time. For example if the eaisi too low, the data-exchanging
parts will be idle for the time period while thetaas in transit, causing overall
performance to decrease noticeably.

Ping statistics for 128.39.202.234:

Packets: Sent = 10, Received = 9, Lost = 1 (10% loss),
Approximate round trip times in milli-seconds:
Minimum = 237ms, Maximum = 264ms, Average = 249 ms

Round Trip Time from mobile to server is an average 249ms. Bottleneck
bandwidth in UMTS is 384 kilobits per second. Frins we compute the bandwidth
delay product:

BDP = 384000 bit/s * 0,249s = 95616 bits = 11952 by tes /1024 = 11,67 KByte/s
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This gives us a starting point for the window sie12KB. Default in Iperf is 8KB
and we run the test with window sizes 8, 12, 25a50 130KB.

400
350 -
300 -
250 KB
2
2 200 — 12KB
X 25KB
150
50KB
100 A —— 130KB
50
O T
1 2 3 4 5 6 7 8 9 10
sec * 10

Figure 31 TCP throughput with various window sizes

Figure 31 is a graphical presentation of the rasiife ran 10 tests with the different
window size for 10 seconds each.. As the figurenshdhere are slight differences
between them. The middle values are usually ar@@fd— 350 kilobits per second,
while there are sudden drops in speed with the B3@kd 12KB window size.

400
350 |
300
g 250 D8 KB
@ m 12KB
()
z 200 O 25KB
% 00 50KB
x 150 4 m 130KB
100
50
0
TCP window size

Figure 32 Average throughput with various window stes
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Figure 32 shows the average bitrate of the testsoughputs are around 300 kbps,
which is the practical speed an end user could ctxpeer time. There are some
reasons why the test with 12KB is lower than theerd: The tests were not performed
in a lab- environment, rather a field-experimentttsee sudden drop in bitrate could be
caused by higher network load at that specific munukie to congestion control

reducing bitrate.

3.6 Iperf testing - download
We performed a measurement with Iperf,, the goathef measurement was the
following:

* To see how Iperf worked.

* To see what bit rates one could experience with UDP

* How the radio access bearer establishment affeetparformance.

3.6.1 Test setup

A laptop connected to the N70 using it as a modeerf ran in server mode on a
laptop and in client mode on a computer locateldiat Iperf ran with the following
parameters in server mode:

iperf.exe -s -u -il

And in client mode:
Iperf.exe —C <iptoserver> -u —b 360k

We were streaming UDP datagrams at the rate ofkd6Dits per second from the

client to the server. To se how the radio beartabishment in 3G is affecting the

performance, we ran two trials. First, one wheee ibtwork has been idle and RAB
are released. Second, one where we first pingedeher from the client, and then
immediately started streaming UDP datagrams tcsémeer. This should ensure that
the RAB was established. The network used was deldMTS, which we have seen

in the previous test had quite a large delay withRAB establishment.
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3.6.2 Scenario 1 — RAB not established
C:\Documents and Settings\Erling\Desktop\iperf>iper fexe-s-u-il
Server listening on UDP port 5001
Receiving 1470 byte datagrams
UDP buffer size: 8.00 KByte (default)
[1932] local 212.17.139.28 port 5001 connected with 128.39.202.234 port 3149
[ ID] Interval Transfer Bandwidth J itter Lost/Total Datagrams
[1932] 0.0- 1.0 sec 14.4 KBytes 118 Kbits/sec 29.114 ms 1917869114/ 10 (1.9e+010%)
[1932] 1.0- 2.0 sec 15.8 KBytes 129 Kbits/sec 271.243 ms 118/ 129 (91%)
[1932] 2.0- 3.0 sec 15.8 KBytes 129 Kbits/sec 153.750 ms 22/ 33 (67%)
[1932] 3.0- 4.0 sec 18.7 KBytes 153 Kbits/sec 120.059 ms 24/ 37 (65%)
[1932] 4.0- 5.0 sec 53.1 KBytes 435 Kbits/sec 29.682 ms 32/ 69 (46%)
[1932] 5.0- 6.0 sec 48.8 KBytes 400 Kbits/sec 18.400 ms 0/ 34 (0%)
[1932] 6.0- 7.0 sec 43.1 KBytes 353 Kbhits/sec 13.418 ms 0/ 30 (0%)
[1932] 7.0- 8.0 sec 48.8 KBytes 400 Kbits/sec 13.156 ms 0/ 34 (0%)
[1932] 8.0- 9.0 sec 38.8 KBytes 318 Kbits/sec 18.366 ms 0/ 27 (0%)
[1932] 9.0-10.0 sec 50.2 KBytes 412 Kbits/sec 13.345ms 0/ 35 (0%)
[1932] 10.0-11.0 sec 38.8 KBytes 318 Kbits/sec 18.474 ms 0/ 27 (0%)
[1932] 11.0-12.0 sec 47.4 KBytes 388 Kbits/sec 10.719ms 0/ 33 (0%)
[1932] 12.0-13.0 sec 45.9 KBytes 376 Kbits/sec 17.391 ms 0/ 32 (0%)
[1932] 13.0-14.0 sec 34.5 KBytes 282 Kbits/sec 23.014 ms 0/ 24 (0%)
[1932] 14.0-15.0 sec 45.9 KBytes 376 Kbits/sec 16.413 ms 0/ 32 (0%)
[1932] 15.0-16.0 sec 40.2 KBytes 329 Kbits/sec 16.567 ms 0/ 28 (0%)
[1932] 16.0-17.0 sec 53.1 KBytes 435 Kbits/sec 14.736 ms 0/ 37 (0%)
[1932] 17.0-18.0 sec 44.5 KBytes 365 Kbits/sec 14.985ms 0/ 31 (0%)
[1932] 18.0-19.0 sec 44.5 KBytes 365 Kbits/sec 13.974 ms 0/ 31 (0%)
[1932] 19.0-20.0 sec 44.5 KBytes 365 Kbits/sec 13.659 ms 0/ 31 (0%)
[ ID] Interval Transfer Bandwidth J itter Lost/Total Datagrams
[1932] 20.0-21.0 sec 37.3 KBytes 306 Kbits/sec 23.858 ms 0/ 26 (0%)
[1932] 21.0-22.0 sec 48.8 KBytes 400 Kbits/sec 14.847 ms 0/ 34 (0%)
[1932] 22.0-23.0 sec 44.5 KBytes 365 Kbits/sec 14.724 ms 0/ 31 (0%)
[1932] 23.0-24.0 sec 44.5 KBytes 365 Kbits/sec 15.157 ms 0/ 31 (0%)
[1932] 24.0-25.0 sec 45.9 KBytes 376 Kbits/sec 12.297 ms 0/ 32 (0%)
[1932] 0.0-25.7 sec 1.01 MBytes 331 Kbits/sec 15.319 ms 196/ 920 (21%)

read failed: Connection reset by peer
read failed: Connection reset by peer
recvfrom failed: Connection reset by peer

As we can see, datagrams of 1470 bytes were usednakes one datagram fit into
one IP-packet, and datagram loss is the same &stdass. The client streamed UDP
datagrams at the rate of 360 kilobits per secon@®oseconds. The first we notice is
that when the server first started receiving, mpagkets were lost. A lot of packets
got lost probably due to the RAB establishment, aedcan clearly see that it took
some time because the server only received datagfamabout 25,7 seconds. To
directly calculate the RAB establishment time to 3#25,7 = 4,3 seconds would
probably not be hundred percent correct, as thearktmay have buffered some
packets and make such a calculation faulty.
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3.6.3 Scenario 2 — RAB established
C:\Documents and Settings\Erling\Desktop\iperf>iper fexe-s-u-il
Server listening on UDP port 5001
Receiving 1470 byte datagrams
UDP buffer size: 8.00 KByte (default)
[1932] local 212.17.139.28 port 5001 connected with 128.39.202.234 port 3150
[ ID] Interval Transfer Bandwidth J itter Lost/Total Datagrams
[1932] 0.0- 1.0 sec 14.4 KBytes 118 Kbits/sec 30.660 ms 1917869114/ 10 (1.9e+010%)
[1932] 1.0- 2.0 sec 30.1 KBytes 247 Kbits/sec 35.025 ms 9/ 30 (30%)
[1932] 2.0- 3.0 sec 47.4 KBytes 388 Kbits/sec 24.307 ms 18/ 51 (35%)
[1932] 3.0- 4.0 sec 45.9 KBytes 376 Kbits/sec 13.691 ms 0/ 32 (0%)
[1932] 4.0- 5.0 sec 41.6 KBytes 341 Kbits/sec 18.060 ms 0/ 29 (0%)
[1932] 5.0- 6.0 sec 43.1 KBytes 353 Kbits/sec 18.647 ms 0/ 30 (0%)
[1932] 6.0- 7.0 sec 47.4 KBytes 388 Kbits/sec 18.169 ms 0/ 33 (0%)
[1932] 7.0- 8.0 sec 40.2 KBytes 329 Kbhits/sec 21.280ms 0/ 28 (0%)
[1932] 8.0- 9.0 sec 40.2 KBytes 329 Kbits/sec 13.265ms 0/ 28 (0%)
[1932] 9.0-10.0 sec 40.2 KBytes 329 Kbits/sec 17.420 ms 0/ 28 (0%)
[1932] 10.0-11.0 sec 35.9 KBytes 294 Kbits/sec 31.333ms 0/ 25 (0%)
[1932] 11.0-12.0 sec 50.2 KBytes 412 Kbits/sec 22.137ms 1/ 36 (2.8%)
[1932] 12.0-13.0 sec 45.9 KBytes 376 Kbits/sec 18.768 ms 0/ 32 (0%)
[1932] 13.0-14.0 sec 47.4 KBytes 388 Kbits/sec 19.923ms 0/ 33 (0%)
[1932] 14.0-15.0 sec 44.5 KBytes 365 Kbits/sec 18.059 ms 0/ 31 (0%)
[1932] 15.0-16.0 sec 50.2 KBytes 412 Kbits/sec 15.919ms 0/ 35 (0%)
[1932] 16.0-17.0 sec 44.5 KBytes 365 Kbits/sec 14.115ms 0/ 31 (0%)
[1932] 17.0-18.0 sec 44.5 KBytes 365 Kbits/sec 12.245ms 0/ 31 (0%)
[1932] 18.0-19.0 sec 44.5 KBytes 365 Kbits/sec 12.132ms 0/ 31 (0%)
[1932] 19.0-20.0 sec 41.6 KBytes 341 Kbits/sec 15.191 ms 0/ 29 (0%)
[ ID] Interval Transfer  Bandwidth J itter Lost/Total Datagrams
[1932] 20.0-21.0 sec 44.5 KBytes 365 Kbits/sec 11.005ms 0/ 31 (0%)
[1932] 21.0-22.0 sec 44.5 KBytes 365 Kbits/sec 11.812ms 0/ 31 (0%)
[1932] 22.0-23.0 sec 44.5 KBytes 365 Kbits/sec 11.742ms 0/ 31 (0%)
[1932] 23.0-24.0 sec 43.1 KBytes 353 Kbits/sec 11.559 ms 0/ 30 (0%)
[1932] 24.0-25.0 sec 44.5 KBytes 365 Kbits/sec 13.127ms 0/ 31 (0%)
[1932] 25.0-26.0 sec 44.5 KBytes 365 Kbits/sec 12.643ms 0/ 31 (0%)
[1932] 26.0-27.0 sec 44.5 KBytes 365 Kbits/sec 15,578 ms 0/ 31 (0%)
[1932] 27.0-28.0 sec 41.6 KBytes 341 Kbits/sec 14.896 ms 0/ 29 (0%)
[1932] 28.0-29.0 sec 41.6 KBytes 341 Kbits/sec 16.916 ms 1/ 30 (3.3%)
[1932] 29.0-30.0 sec 41.6 KBytes 341 Kbits/sec 17.277 ms 0/ 29 (0%)
[1932] 0.0-30.1 sec 1.25 MBytes 349 Kbits/sec 16.624 ms 29/ 920 (3.2%)

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

[1932] WARNING: ack of last datagram failed after 1 0 tries.
recvfrom failed: Connection reset by peer

We can see here that although some packets arm libgt beginning, not as many as
in the first scenario is lost. Total we have 3,58¢ket loss in this scenario compared
to 21 % in the first scenario. Even though this saeament gave significantly better
results, we still have a noticeable large amourganket loss in the beginning of the
receiving.

3.7 Iperf testing 2 — download 2

In the previous test, there was one very intergstireasurement in both scenarios,
although most notably in scenario 1. From the ipmrfput there is some strange
numbers regarding packet loss from 0 — 1 secordlitaeems like the majority of the
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packet loss was not in this interval, but from $eZonds. To analyze this further, we
performed a similar test but with Ethereal runniag post-processing of the packet
data. Our first thought is that there is some kifidoacket buffering, but that this
buffer may only hold a certain amount of data befostarts dropping packets.

In this measurement we increased the bit rate 4ok#8bits per second and streamed
for 20 seconds. We increased the bit rate to see itould make the characteristics
even more visible. Except from this, the test getias the same as in the previous
test. Iperf was started with this in server mode:

iperf .exe -s -u -il

And the following in client mode:
Iperf.exe —C <iptoserver> -u —b 3 84k

3.7.1 Scenario 1 — RAB not established

C:\Documents and Settings\Erling\Desktop\iperf>iper fexe-s-u-il

Server listening on UDP port 5001
Receiving 1470 byte datagrams
UDP buffer size: 8.00 KByte (default)

[1932] local 212.17.136.37 port 5001 connected with 128.39.202.234 port 3220

[ ID] Interval Transfer Bandwidth J itter Lost/Total Datagrams
[1932] 0.0- 1.0 sec 14.4 KBytes 118 Kbits/sec 28.463 ms 1917869114/ 10 (1.9e+010%)
[1932] 1.0- 2.0 sec 14.4 KBytes 118 Kbits/sec 95.703 ms 27/ 37 (73%)
[1932] 2.0- 3.0 sec 15.8 KBytes 129 Kbits/sec 170.324 ms 125/ 136 (92%)
[1932] 3.0- 4.0 sec 25.8 KBytes 212 Kbits/sec 104.439 ms 38/ 56 (68%)
[1932] 4.0- 5.0 sec 50.2 KBytes 412 Kbits/sec 32.425ms 27/ 62 (44%)
[1932] 5.0- 6.0 sec 47.4 KBytes 388 Kbhits/sec 13.700 ms 0/ 33 (0%)
[1932] 6.0- 7.0 sec 37.3 KBytes 306 Kbits/sec 21.657 ms 0/ 26 (0%)
[1932] 7.0- 8.0 sec 53.1 KBytes 435 Kbits/sec 13.680 ms 1/ 38 (2.6%)
[1932] 8.0- 9.0 sec 45.9 KBytes 376 Kbits/sec 14.143 ms 0/ 32 (0%)
[1932] 9.0-10.0 sec 45.9 KBytes 376 Kbits/sec 13.604 ms 0/ 32 (0%)
[1932] 10.0-11.0 sec 45.9 KBytes 376 Kbits/sec 12.868 ms 0/ 32 (0%)
[1932] 11.0-12.0 sec 45.9 KBytes 376 Kbits/sec 13.046 ms 0/ 32 (0%)
[1932] 12.0-13.0 sec 45.9 KBytes 376 Kbits/sec 11.578 ms 0/ 32 (0%)
[1932] 13.0-14.0 sec 34.5 KBytes 282 Kbits/sec 25.606 ms 0/ 24 (0%)
[1932] 14.0-15.0 sec 57.4 KBytes 470 Kbits/sec 15.474 ms 5/ 45 (11%)
[1932] 0.0-15.8 sec 620 KBytes 321 Kbits/sec 13.955 ms 223/ 655 (34%)

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

[1932] WARNING: ack of last datagram failed after 1 0 tries.
recvfrom failed: Connection reset by peer

As we can see, the characteristics of this measnedo not differ significantly from
the previous experiment (chapter 3.6.2) regardiacket loss and jitter. The overall
packet loss is higher here, but as the bit ratestneamed with here is at the edge of
what UMTS can manage, this was expected.
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3.7.2 Scenario 2 — RAB established

C:\Documents and Settings\Erling\Desktop\iperf>iper fexe-s-u-il

Server listening on UDP port 5001
Receiving 1470 byte datagrams
UDP buffer size: 8.00 KByte (default)

[1932] local 212.17.136.37 port 5001 connected with 128.39.202.234 port 3221
[ ID] Interval Transfer Bandwidth J itter Lost/Total Datagrams
[1932] 0.0- 1.0 sec 14.4 KBytes 118 Kbits/sec 27.624 ms 1917869114/ 10 (1.9e+010%)
[1932] 1.0- 2.0 sec 33.0 KBytes 270 Kbits/sec 43.727 ms 17/ 40 (43%)
[1932] 2.0- 3.0 sec 43.1 KBytes 353 Kbits/sec 32.217 ms 14/ 44 (32%)
[1932] 3.0- 4.0 sec 48.8 KBytes 400 Kbits/sec 12.666 ms 0/ 34 (0%)
[1932] 4.0- 5.0 sec 41.6 KBytes 341 Kbits/sec 19.398 ms 1/ 30 (3.3%)
[1932] 5.0- 6.0 sec 45.9 KBytes 376 Kbits/sec 18.614 ms 1/ 33 (3%)
[1932] 6.0- 7.0 sec 50.2 KBytes 412 Kbits/sec 13.389ms 0/ 35 (0%)
[1932] 7.0- 8.0 sec 45.9 KBytes 376 Kbhits/sec 14.091 ms 0/ 32 (0%)
[1932] 8.0- 9.0 sec 44.5 KBytes 365 Kbits/sec 12.171 ms 0/ 31 (0%)
[1932] 9.0-10.0 sec 45.9 KBytes 376 Kbits/sec 12.548 ms 0/ 32 (0%)
[1932] 10.0-11.0 sec 47.4 KBytes 388 Kbits/sec 12.248 ms 0/ 33 (0%)
[1932] 11.0-12.0 sec 37.3 KBytes 306 Kbits/sec 23.368 ms 2/ 28 (7.1%)
[1932] 12.0-13.0 sec 50.2 KBytes 412 Kbits/sec 17.433ms 1/ 36 (2.8%)
[1932] 13.0-14.0 sec 40.2 KBytes 329 Kbits/sec 22473 ms 0/ 28 (0%)
[1932] 14.0-15.0 sec 54.6 KBytes 447 Kbits/sec 13.810 ms 1/ 39 (2.6%)
[1932] 15.0-16.0 sec 45.9 KBytes 376 Kbits/sec 11.612ms 0/ 32 (0%)
[1932] 16.0-17.0 sec 37.3 KBytes 306 Kbits/sec 23.253ms 0/ 26 (0%)
[1932] 17.0-18.0 sec 45.9 KBytes 376 Kbits/sec 18.872ms 3/ 35 (8.6%)
[1932] 18.0-19.0 sec 43.1 KBytes 353 Kbits/sec 11.414 ms 2/ 32 (6.3%)
[1932] 19.0-20.0 sec 56.0 KBytes 459 Kbits/sec 12.989 ms 1/ 40 (2.5%)
[ ID] Interval Transfer  Bandwidth J itter Lost/Total Datagrams
[1932] 0.0-20.4 sec 879 KBytes 354 Kbits/sec 24.320 ms 43/ 655 (6.6%)

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

[1932] WARNING: ack of last datagram failed after 1 0 tries.
recvfrom failed: Connection reset by peer

Overall packet loss is 6,6 %, and much lower thanthe case with RAB not
established, were it was 34 %. Compared to the uneaeents in chapter 3,6 the
characteristics of this measurement is similar hat tin chapter 3.6.3 with RAB
established.

3.7.3 Ethereal packet tracing

By analyzing the ethereal log of the scenario whhn RAB not established we see that
the first second, approximately twelve packetsraceived and none are lost. This is
according to the Iperf output. The next second,reeeive 7 datagrams up to 1,83
secs. After this we loose 26 datagrams before viegethe next datagram, numbered
2F at 1,88 seconds. The next datagram receivednsered 97 and is received at
2,24 seconds. This seems to coincide fairly wethwie iperf output. This indicates

that there is some kind of buffering in the netwoskice the first 19 packets are
received. 19 packets multiplied with 1500 bytes28800 bytes.

In scenario 2 the first packet loss is after 24kpész This and the performance Iperf
reports regarding bit rate (118 kbps, or approxatyatO packets counted in Ethereal)
and jitter in addition to packet loss strongly icatties that the first packets are received
due to buffering. When the buffer is full, it s&tb drop packets.
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782563  128.39.202.234 212.17.1

18 1

19 1.802592 128.39.202. 254 212.17.173
20 1.822621 128.359.202. 254 212.17.173
21 1.882707 128,350,202, 254 212,717,713
22 2.243228 128.39.202. 254 212.17.173
23 2.273269 128.39.202. 254 212.17.173
24 2.313324 128.35.202. 254 212.17.173
25 2.543R58 128.39.202. 254 212.17.173
26 2.543658 128.39.202. 254 212.17.173
27 2.5636385 128.39.202. 254 212.17.173
28 2.583715 128.35.202. 254 212.17.173
29 2.B8337E7 128.39.202. 254 212.17.173

Frame 21 (1512 bytes on wire, 1512 hytes capi
Ethernet II, Src: 20:d9:20:00:03:00 (20:d9:2
Internet Protocol, Sro: 128.39.202.234 (128.]
User Datagram Protocol, Src Port: 3220 (3220]
- Cross Point Frame Injector
= Header
word one: 0x0Q000002T
Q000 i is iiis iee e e e weaa S
Q000 Q000 00.. ... ... cuee waa. S
LLO0 Q000 Qoo0 ... o... o
Qolo ... =
11.. =

a

¥ EE

Figure 33 The "Sequence number" of the packet in th “Word one” field

3.8 Iperf testing 3 — upload

We wanted to see if we could find similarities be toehavior of the UDP download

stream when performing an upload stream, i.e. sgntiDP datagrams from the

computer connected to internet via the phone. Agragioal of the test was to see how
buffering of datagrams was done when uploading:f I in server mode on the

remote computer located at HiA with:

iperf.exe -S -u -i1l

And in client mode:
Iperf.exe —C <iptoserver> -u —b 128k

It should be noted that 128 kilobits per secondtithe limit of what the phone can
manage, and the operator Telenor states on thésitee B9] that max upload bit rate
iIs 64 kilobits per second in UMTS. We performed tacenarios, one where the
network had been idle for 1 minute (scenario 1jl scenario 2 where we pinged the
remote host on HiA immediately before we startedtteam UDP datagrams. This
should ensure that the Radio Access Bearers ablistied.

3.8.1 Scenario 1 — RAB not established
Sender output:
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28k -i1-t20

Client connecting to 128.39.202.234, UDP port 5001
Sending 1470 byte datagrams
UDP buffer size: 8.00 KByte (default)

[ ID] Interval
[1916] 0.0- 1.0 sec
[1916] 1.0- 2.0 sec
[1916] 2.0- 3.0 sec
[1916] 3.0- 4.0 sec
[1916] 4.0- 5.0 sec
[1916] 5.0- 6.0 sec
[1916] 6.0- 7.0 sec
[1916] 7.0- 8.0 sec
[1916] 8.0- 9.0 sec
[1916] 9.0-10.0 sec
[1916] 10.0-11.0 sec
[1916] 11.0-12.0 sec
[1916] 12.0-13.0 sec
[1916] 13.0-14.0 sec
[1916] 14.0-15.0 sec
[1916] 15.0-16.0 sec
[1916] 16.0-17.0 sec
[1916] 17.0-18.0 sec
[1916] 18.0-19.0 sec
[1916] 19.0-20.0 sec
[ ID] Interval

Transfer

Transfer

7.18 KBytes

58.8 Kbits/sec

0.00 Bytes 0.00 bits/sec

4.31 KBytes

35.3 Kbits/sec

0.00 Bytes 0.00 bits/sec

8.61 KBytes
8.61 KBytes
12.9 KBytes
17.2 KBytes
12.9 KBytes
17.2 KBytes
12.9 KBytes
17.2 KBytes
12.9 KBytes
17.2 KBytes
12.9 KBytes
17.2 KBytes
12.9 KBytes
17.2 KBytes
12.9 KBytes
15.8 KBytes

70.6 Kbits/sec
70.6 Kbits/sec
106 Kbits/sec
141 Kbits/sec
106 Kbits/sec
141 Kbits/sec
106 Kbits/sec
141 Kbits/sec
106 Kbits/sec
141 Kbits/sec
106 Kbits/sec
141 Kbits/sec
106 Kbits/sec
141 Kbits/sec
106 Kbits/sec
129 Kbits/sec

Bandwidth

[1916] 0.0-20.1 sec 240 KBytes 97.8 Kbits/sec
[1916] Server Report:
[1916] 0.0-16.3 sec 240 KBytes 120 Kbits/sec
[1916] Sent 167 datagrams

C:\Documents and Settings\Erling\Desktop>iperf -c 1

[1916] local 212.17.138.169 port 2443 connected wit
Bandwidth

28.39.202.234 -u -1 1470 -b 1

h 128.39.202.234 port 5001

93.135ms 0/ 167 (0%)

The network had been idle for one minute, and @aBRshould have been released.
We can see some strange behavior of the sendidgtagrams. From 0-1 secs 7.18
Kbytes is sent, then a pause. Something, probeldyed to establishment of the radio
access bearers is done here. Paging is not angssgigethe traffic is initiated from the

mobile. We can see the server/receiver received dat 16,3 seconds, and

interestingly, no packets are lost. All 167 paclats received correctly. 240 Kbytes
are transmitted, 97.8 Kbits/sec seen from the tétter and 120Kbits/sec seen from
the receiver. The difference is because the recenky received for 16,3 seconds,
while the transmitter transmitted for 20 seconds.

3.8.2 Scenario 2 — RAB established
Sender output:
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C:\Documents and Settings\Erling\Desktop>ping 128.3 9.202.234
Pinging 128.39.202.234 with 32 bytes of data:

Request timed out.

Reply from 128.39.202.234: bytes=32 time=210ms TTL= 120
Reply from 128.39.202.234: bytes=32 time=248ms TTL= 120
Reply from 128.39.202.234: bytes=32 time=235ms TTL= 120
Ping statistics for 128.39.202.234:

Packets: Sent = 4, Received = 3, Lost = 1 (25% loss),
Approximate round trip times in milli-seconds:

Minimum = 210ms, Maximum = 248ms, Average = 231 ms
C:\Documents and Settings\Erling\Desktop>ping 128.3 9.202.234

Pinging 128.39.202.234 with 32 bytes of data:

Reply from 128.39.202.234: bytes=32 time=244ms TTL= 120
Reply from 128.39.202.234: bytes=32 time=204ms TTL= 120
Reply from 128.39.202.234: bytes=32 time=228ms TTL= 120
Reply from 128.39.202.234: bytes=32 time=243ms TTL= 120
Ping statistics for 128.39.202.234:
Packets: Sent = 4, Received = 4, Lost =0 (0% | 0SS),
Approximate round trip times in milli-seconds:
Minimum = 204ms, Maximum = 244ms, Average = 229 ms
C:\Documents and Settings\Erling\Desktop>iperf -c 1 28.39.202.234 -u -1 1470 -b 1
28k -i1-t20

Client connecting to 128.39.202.234, UDP port 5001
Sending 1470 byte datagrams
UDP buffer size: 8.00 KByte (default)

[1916] local 212.17.138.169 port 2444 connected wit h 128.39.202.234 port 5001
[ ID] Interval Transfer Bandwidth

[1916] 0.0- 1.0 sec 15.8 KBytes 129 Kbhits/sec
[1916] 1.0- 2.0 sec 7.18 KBytes 58.8 Kbits/sec
[1916] 2.0- 3.0 sec 12.9 KBytes 106 Kbits/sec
[1916] 3.0- 4.0 sec 15.8 KBytes 129 Kbits/sec
[1916] 4.0- 5.0 sec 14.4 KBytes 118 Kbhits/sec
[1916] 5.0- 6.0 sec 17.2 KBytes 141 Kbits/sec
[1916] 6.0- 7.0 sec 12.9 KBytes 106 Kbits/sec
[1916] 7.0- 8.0 sec 14.4 KBytes 118 Kbhits/sec
[1916] 8.0- 9.0 sec 15.8 KBytes 129 Kbhits/sec
[1916] 9.0-10.0 sec 17.2 KBytes 141 Kbits/sec
[1916] 10.0-11.0 sec 12.9 KBytes 106 Kbits/sec
[1916] 11.0-12.0 sec 14.4 KBytes 118 Kbits/sec
[1916] 12.0-13.0 sec 15.8 KBytes 129 Kbits/sec
[1916] 13.0-14.0 sec 14.4 KBytes 118 Kbits/sec
[1916] 14.0-15.0 sec 15.8 KBytes 129 Kbits/sec
[1916] 15.0-16.0 sec 17.2 KBytes 141 Kbits/sec
[1916] 16.0-17.0 sec 12.9 KBytes 106 Kbits/sec
[1916] 17.0-18.0 sec 17.2 KBytes 141 Kbits/sec
[1916] 18.0-19.0 sec 12.9 KBytes 106 Kbits/sec
[1916] 19.0-20.0 sec 15.8 KBytes 129 Kbits/sec
[ ID] Interval Transfer Bandwidth

[1916] 0.0-20.2 sec 294 KBytes 119 Kbits/sec
[1916] Server Report:

[1916] 0.0-20.5 sec 294 KBytes 117 Kbits/sec 99.216 ms 0/ 205 (0%)
[1916] Sent 205 datagrams

From the console output we can see how we pingedeimote host to establish the
radio access bearers before starting the streafirgstreaming starts more smoothly
here, although with some lower bit rate from 1 se2onds. The fact that the receiver
received datagrams for almost exactly the same atmfutime that the transmitter
transmitted indicates that there has been no sgnif buffering of data in the
network. The packet flow from host one to host tvas gone trouble less. Neither in
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this scenario are any packets lost. In both scesawie clearly supersedes Telenors
numbers for maximal bit rate.

3.9 Tracing the route between the hosts

C:\>tracert 212.17.139.28 -w 20000

Tracing route to tmi212017139028.mobil.telenor.no [ 212.17.139.28]
over a maximum of 30 hops:
1 <dIms <lms <1ms grooseveien-gw.hia. no [128.39.202.1]
2 <lms <1ms <1ms grimstad-gw.uninett .no [128.39.0.137]
3 1ms 1ms 1ms kristiansand-gw.uni nett.no [128.39.0.246]
4 6ms 6ms 6ms stolav-gw.uninett.n 0 [128.39.47.109]
5 6ms 6ms 7ms oslo-gwl.uninett.no [128.39.46.249]
6 7ms 8ms 7 ms nix-gw.telenormobil .no [193.156.90.13]
7 7ms 7ms 7ms tl-vir-internett.mo bil.telenor.no [212.17.134.34]
8 * * *  Request timed out.
9 2049 ms 659 ms 659 ms tmi212017139028.mob il.telenor.no [212.17.139.28]

Trace complete.

As these results show, our host at the other ecdrigected to the internet on a fast
and quick-responsive internet connection, as resptimes are minimal from the host
to the Telenor APN (t1-vir-internett.mobil.telenuo).
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4 Summary and discussion

In this chapter we will make a summary and comntéet test results from the
previous chapter. Further we will discuss whichfgrenance indicators an end-to-end
testing application should include, and why. We ibethis chapter with a short
introduction and some notes on the mobile phoneseel.

4.1 Nokia N70

The phone assigned to us was the Nokia N70 mobhibegr The phone features the
standard GSM (2G) with GPRS, often called 2,5G thredenhanced version EDGE,
and the newer third generation cellular network, T8V The phone can operate in
GSMe-only mode, or in the so-called dual mode, wengreferably uses UMTS but
falls back to GSM in areas without UMTS coveragiee Phone is GPRS class B, and
GPRS and EDGE Multislot class 10 capable (four simts down and one up, or three
down and two up), which should give maximum EDGHinkpspeed of 118,4 kbps
and downlink of 236,8 kbps with coding scheme M&E8d. These numbers are also
given on the Nokia website, so we can assume tloaeis coding scheme MSC9
capable. According to Nokia’'s website, maximum 3@&vdlink speed is 384 kbps,
and uplink 128 kbps. The phone features the Symsser Interface S60, OS version
8.1.

The phone does not support all the AT-command4&&h §nd [19], on the other side,
it's important to mention that all of these commswrate “optional” to implement
according to the standard. The unsupported commedfetsting our work are listed in
chapter 3.1.

4.1.1 Connecting the Nokia N70 to the PC

A USB cable comes bundled with the N70 togethehwhie PC Suite software for
Microsoft Windows. We installed the software anchmected the phone with the
cable, but with no luck. We tried on two laptops they simply refused to recognize
the phone. After some searching on the web andngadme forums, we found that
this was a well known issue. Various tricks to mé#ke pc recognize the phone was
being suggested, but the one that worked for usliaghe following: start the PC
Suite program, click “Get Connected”, select “CaBlennection” and click next. If
the pc cannot connect to the phone, turn the plodnand pull the plug. Turn the
phone on again and when the booting is completednect the USB cable again.
Windows should now report that new hardware is deteand being installed, and
PC Suite will recognize the phone and connectiasiablished. It seems like this was
only necessary the first time to get the driverstatied. It was detected at once the
next time we connected the phone to the PC wittUtBB-cable.

The N70 can also be connected via Bluetooth andalS€able. The Bluetooth
connection worked without any problems. It is uteierif the same problems with
the drivers as when we connected with USB cableldvoacur if we connected with
Bluetooth at first. However, it is likely to beliewt was a problem with USB-only.
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The phone had only one COM-port available, whicls e dialup modem. We also
tried to connect with both USB-cable and Bluetoatithe same time. The Bluetooth
connection reported a dialup modem too, and evehely were assigned different
COM-ports, we were only able to connect to one hnt at the same time in
HyperTerminal. This was as expected, as it is #mesdialup modem. In comparison,
the Sony Ericsson T610 phone, when connected witlet&th, reports one dialup
modem, and two serial ports. We were able to astallonnections with all three
COM-ports at the same time using HyperTerminallen®610. The idea with several
connections is quite interesting. This makes itifmtance possible to execute AT-
commands while a dialup connection is establisfiéis could be useful in instances
where we e.g. want to extract signal quality white have a dialup connection
established. Nevertheless, this is not possiblh thi¢ N70 since it is no support for
several communication ports between the N70 arargater.

4.2 Comparison between EDGE and 3G/UMTS

4.2.1 Comparison

Throughput comparison
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Figure 34 Average throughputs in kbps for UMTS, ED& and GPRS. We have not tested
ordinary GPRS, but included sample data for illustmtion purposes. UMTS and EDGE results
are measured using Telenor’s network.

As we can see in Figure 34, 3G gives significabigyter throughput than EDGE.
Overall, the throughput is at least twice as highP downloads in 3G is around 160
kbps, while in EDGE around 70 kbps. On the othele SEDGE clearly is an

improvement over plain GPRS, which typically prasdan average throughput in the
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mid 30s. The only result in our test that is adiurprising is the ftp upload of the zip
file where 3G performs rather disappointing and EDsairprisingly good. It should
however be taken into consideration that we receosme very bad test result in the
3G test for FTPDownZip, FTPDownText and FTPUpZi@attipulled the average
down a bit. 3G gave very stable zip upload speédsonnd 80 kbps, with exceptions
of one at 24 kbps and one at 67 kbps. Overalgastlfor the uploads, 3G seems to be
able to deliver more stable bit rates. Figure 1@ Rigure 22 illustrate this.

Throughput [Kbps] EDGE UMTS
HTTP_download 52,3 104,5
WAP_download 21,9 59,6
FtpDownload.zip 70,2 159,3
FtpDownload.txt 70,4 162,2
FtpUpload.zip 56,0 70,1
FtpUpload.txt 45,9 99,3

Table 6 Average throughput in EDGE vs. UMTS.

Like Chakravorty et al. researched and stated i6] [br GPRS, the HTTP
performance is bad compared to ideal TCP throughpsitwe see in Table 6, the
HTTP_download throughput in both EDGE and UMTS avér than the Ftp
downloads. In EDGE the HTTP download is 74,5 % e ftp download, and in
UMTS 65,5%. (FtpDownload.zip used). The reasonpadormance is not as bad as
in Chakravorty’'s measurements is most probablytdu&e fact that our test-website
did consist of 15 files, which must be said to dlatively few for a modern webpage.
In contrast, the CNN page Chakravorty used corssistemore than 100 embedded
objects. The total download of the web page wasS5Lk#obytes and for the ftp
downloads 199 kilobytes. Our results do confirm héiel Meyer’s [25] writings that
TCP performs well over GPRS, much due to its rédidink layer, and Chakravorty’s
concluding that although TCP performs well, HTTRsloot. To reflect a real website
more realistic, it should be considered if the nembf objects in the HTTP test
should be increased.
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Signalling delay in 3G vs EDGE
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Figure 35 Average delays for signaling in EDGE an8G.

Regarding signaling in UMTS vs. EDGE, only notickeadifference is that activate
takes much longer time in 3G, and to a lesser @éegattach. The detach time is
unrealistic low. We have measured Detach to takeddime than RTT, which is not
possible. The answer is that the phone does ndt femiany response from the
network. l.e. we can conclude that these values@ireorrect. This behavior from the
phone can be excused by the argument that no aflg cares how long the detach
time is.

From our measurements we can conclude that EDGRoissurprisingly, faster than

GPRS, and that 3G is even faster than EDGE. Thesalts were expected. The
network operator would have a problem if this weot the case. In EDGE, 236,8
kbps bandwidth is only achieved in max peaks fehart period of time, user data
throughput of about 70 — 80 kbps for a file transfewnload for a file of the size of

200 Kbytes can be expected, and upload speed ot 86660 Kbytes per second for a
file size of about 50 Kbytes. The files used is bwa little to small, as the effects of
slow start will affect the transfer speed more titawould have done with a larger
file. In 3G, transfers of up to 384 kbps are onthiaved in max peaks for a short
period of time, and user data throughput of abdfi-170 kbps for a file transfer

download and 70 — 100 kbps for an upload with séil@eizes as in the EDGE case
can be expected. 3G seems to be a slightly mopéestansidering bit rates, as the bit
rate provided by EDGE varied more from loop to loop

Regarding the RTT measurements, and radio accessrhielays, our measurements
show that 4,5 seconds of idle time before the finst) is not enough to ensure that the
radio access bearers are taken down in 3G.
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4.3 Dialup and RTT test

Dialup takes much longer time in Netcom, about 22s8ds compared to about 8 in
Telenor. Telenor has some issues when it comeslio d&ker the network has been
idle for some time, with a very large RTT. Thisnet the case in Netcom; even
though we had an even higher network idle time .néfe used an idle time of 11,5
seconds in Telenor and 14,5 seconds in Netcom.cEmde related to radio interface
setup or internal signaling in the core networkcltSwa high delay is unwanted
especially in alarm systems and systems that reeddsponse time.

It is hard, maybe impossible, to determine the esxeson for the high delay from an
“end to end” tool, and without any knowledge frone t'inside” of the network. But
we have shown, and identified low performance amdblpms with the network. It is
then up to the network operator to look into theitwork and find the exact reason.

An interesting point in Figure 17, is that the mdccess bearer (RAB) establishment
time seems to not affect the ping in that measungnaes the first ping is no higher
than the second. However, in this test, were weahkger network idle time before
the first ping (11,5 secs in Telenor and 14,5 irichim), one can clearly see how the
RAB establishment affects the RTT in the Telen@ecd&he RTT is then as high as
about 4-5 seconds. This indicates that the defaitings of 4,5 seconds of idle time
before the first ping is not enough to measureitmgact of RAB establishment in
UMTS networks. At least it is the case for Telenor.

The long delay could be due to establishment ofitdicated DCH channel, although
one would believe that for such small amount oagtt use a common channel, more
precisely, the RACH, would be more efficient. A @elof 4-5 seconds could cause
problems for applications and services with higimdeds for quick response e.g.
alarm services. It should be in the operator’'sregeto lower this delay, as it will
affect the user’s experience. Slow response givbadaimpression of the network,
and is annoying for the end user. The establishioktite TBF in GSM-GPRS takes
significantly lower time, the RTT after the netwdnks been idle for some time is
about 800 ms, compared to about 300 ms on the deuimig. In other words, the
establishment of the TBF takes about half a second.

4.4 Iperf testing

We can see that in scenario 1 in chapter 3.6 wesladficantly higher packet loss
and latency than in scenario 2, where the radi@sscbearer was established. The
packet loss is 21 % versus 3,2 %, with the majss lm the beginning for both
scenarios. The reason we still had a pretty largeket loss in the beginning of
scenario 2 could be because the echo request fnenPING only established a
connection on a shared common channel, while th® dBtagram stream needs to
establish a DCH channel. If this is the case, iy i@ that it is the paging that causes
the great packet loss. We can see that comparscetwario one, where we received
datagrams for 25,7 seconds, we now received dawegia 30,1 seconds. These
measurements do not contradict the results regarBiAB establishment that we
discovered in the RTT and dialup measurement.
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A common conclusion from both the scenarios is timae the RAB is established the
network provides a reliable connection as we hdtte packet loss when the streams
are “established”. This can be contributed to tbkalble link layer over the radio
interface. It is therefore easy to conclude thatphcket loss in the beginning of the
transmission is due to buffer overflows due to pggi

This measurement is supported by several othef-tpsis we have performed, and
the RTT measurement in the “Dialup and RTT” alsqpsuts it. The RAB
establishment time takes a significant amount metiand should be minimized as
much as possible.

In the second Iperf test, chapter 3.7, we foundnsgfrindicators that there is some
buffering of the incoming packets. The RAB estdbhent takes some time, but the
first packets, approximately 20, is in both scemsnieceived correctly. From these
two measurements we have made it clear that
1. The establishment of the Radio Access bearers aguhg takes a significant
amount of time.
2. Buffering in the network guarantees delivery of thist packets. Only when
the buffer is full, it starts dropping packets.

Perhaps the most interesting difference betweendtdvenload and upload stream
testing is that there is no packet loss on thenkplDne explanation for the heavy
packet loss with the download stream without RARleisshed could be paging, i.e.
the network has to search for the phone beforant establish the RAB. Paging is
only an issue with network-initiated traffic, thitgs not done in the uplink scenarios.
However, we still have an amount of packet loss whige RAB is established
downlink. This contradicts this explanation. Whatkas it difficult is that there could
be several effects that are the reason for the gbddss. It may be that paging
increases the packet loss. The good performandeeofiplink stream indicates that
the link layer provides a good bearer, and thabtféers are large enough to wait for
the RAB to be established. It is interestingly gdloat no packets are lost upstream.

4.4.1 Experiences after performing a test with Iper  f

The application worked as expected, with one exaeptt seems like the bandwidth

graph plotted in Jperf only is correct for the tfitan seconds. This only affects the
graph when performing measurements exceeding teands. An annoying error

message also appears as the last output:

[1932] 0.0-30.1 sec 1.25 MBytes 349 Kbits/sec 16.624 ms 29/ 920
(3.2%)

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

read failed: Connection reset by peer

[1932] WARNING: ack of last datagram failed after 1 0 tries.
recvfrom failed: Connection reset by peer
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Even though it reports the summary line, 1932, sbing goes wrong after that.
Firewalls were turned off on both computers runrtimg experiment. Since UDP has
no acknowledgements, it is an application layernagkedgment implemented in
Iperf that it is not able to receive. When we rlaa application over the fixed internet,
this problem did not occur.

4.5 Proposed enhancements of an end-to-end test too |

The last part of this chapter will be dedicatedh® discussion of what an end-to-end
performance measuring application should implernaadtwhat its features should be.
There are some main measurements that strongly ajivenpression of the user
performance in any data network. These measurenaeatstrongly related to active
KPlIs.

4.5.1 Throughput

User throughput measures how fast the user istaldlansmit and receive data. It is
computed by taking the amount of data transmitiedield with the time it took to
transmit it. There is a difference between user dhtoughput and network link
throughput. Higher layers headers will degrade ttm@ughput. Delays will also
degrade throughput. This is a reason that HTTP g lower throughput than for
instance FTP. FTP is the de-facto standard for omews user throughput. One
drawback with FTP is the delay with TCP connection slow-start. The larger the
size of the file is, less do these effects affaet throughput. This because the delays
will be very small compared to the overall transiaa time. How large the file
should be, is dependent on the bit rate of the otwbut [31] suggests a value for
2.5G systems to be between 500 kilobytes and 1 loyégm We agree with these
numbers as we after our measurements would sakiRiifytes is a little to small in
EDGE and UMTS. To measure HTTP throughput one shosé many small files. A
modern webpage may consists of over 100 objedsathare to be downloaded with
GET requests. We have shown that HTTP throughptit miany small objects are
bad, much due to high latency.

4.5.2 Round trip time

The round trip time (RTT) is the time it takes #packet to go from one host, to
another and back again. It is usually measured th#gHPING application which exists

for most operating systems. The RTT strongly affélse upper layers, like TCP. The
initial effect of radio access bearer establishn{erd. TBF establishment in GPRS)
should not be included in the result; thereforepimg delay should be averaged over
several packets that are transmitted one afteother. This should ensure that the
bearers are not released.

4.5.3 Establishment time

The establishment time at the radio level is threetit takes to establish a radio bearer.
In GSM-GPRS this means the time it takes to esthldi TBF between the terminal
and the network. One can also define establishniems at other levels, e.g.
establishment time of a TCP connection. SendingGiMP packet with very low
payload after the network has been idle for somme tiwill in most cases give an
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appropriate measurement of the radio access beatablishment time. This is an
active way to measure it, and most probably asgalimplementation in an end-to-
end test tool.

45.4 Cell reselection times

Outage times when reselecting cell will affect uppeyers. How much is an
interesting question. In [33] it is defined two &gof measurements:

1. Radio outage time, which is the time from the rachonection is stopped in
the old cell, to the radio connection is establisimethe new cell.

2. User outage time, which is the time since the usegived the last data packet
in the old cell, until it received the next packetthe new cell. This outage
time can be measured with a TCP protocol analyikergthereal.

The latter is definitively the one that easiest barmeasured from an end-to-end test
tool. An interesting point is if the end-to-endttésol can detect if the terminal has
connected to a new cell, and automatically caleutaé outage time. This should in
theory be possible by extracting cell id from theS MLimitations in the phone
however, make such measurements impossible torperféor instance, the Nokia
N70 phone we have used in these project, doeslloat a secondary communication
port with the phone when dialup is activated, it.@rovides only one COM port. This
means that one has to wait until dialup is deatdtvdefore one can establish a new
connection with the phone and execute AT-commandsdil identification etc.

If, however, the phone supports several COM pagssome Sony Ericsson phones
do, the question is if the phone can notify whemais changed cell, or if it is possible
to do only by executing AT-commands. If the latisr the answer, automatic
measurements of outage time will be difficult tqiement.

4.5.5 What the application should report

It is important to keep a proper documentationhef test. If all setup parameters are
properly documented, comparison between differestistcan be done properly, and
troubleshooting of strange results is easier. Tallle to compare measurements all
measurements have to have the some configurati@h @erequisites. Some

documentation of configuration must probably be elomanually, but the best is if

most are done automatically. Things that could cm@edautomatically should be done
automatically. Things that must be documented minisaeasier to forget and makes
the use of the application more cumbersome. Thecapipn should at least document
and log the following:

Application version number
The application should log its version number.

Operating system

The application should log the operating system)(&@fsl version number used on the
computer. One reason for documenting which OS ésl us that different OS’s may
implement the protocol stack differently, and pararly has different TCP
implementation, e.g. different window sizes, whaduld affect the performance. For
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instance, Windows 98 as default uses another wirglpg/than Windows XP, though
this can be changed.

MS used
Which MS is used, and its capabilities should beudzented. This includes networks
supported, e.g. GPRS, EDGE and UMTS. If GPRS/ED&&upported, its multislot
class should be documented, as this greatly affibetsperformance. If UMTS is
supported, any max bit rates should be documeMede specifically, the following
should be documented:

* Model name and revision number

e Operating system and version number

* Network capabilities (GSM? GPRS? EDGE? 3G?)

o When and how does it change between GSM and 3Git dendone
automatically and/or manually.

e Multislot class (GPRS)

* Max uplink/downlink bit rate in 3G

* Not only network capabilities, but also the netwadtually used, must be

documented (GSM or UMTS?)

Hardware used

One should document the terminal equipment (TEJ,use most cases a personal
computer. The connection between the computerlaghone is also of interest. An
infrared connection is slow and could be a botid&neompared to a high speed USB
2 compatible connection.

Network configuration
Configuration of the dialup connection should beculoented, e.g. if any data
compression is used. This documentation must piglsebdone manually.

Date and time of day

The date and the time of day the test was perforshedild be documented. This is
important for comparison with other test resultsadest performed at 3 o’clock in the
morning hardly can be compared with a test domaiétday.

4.5.6 What the application should do

The application is an “Automatic Application Tegtiand Monitoring” tool according
to [31]. The tool automatic enables the wirelessnextion and executes a scheduled
set of tests. The application minimizes the hunzetol of the tests, and ensures that
the test is performed in the same way. The apphicaheasures main KPIs related to
each service it tests. It should feature someethings a Drive Test Tool features, or
the features that is possible to implement, i.eormation that is possible to extract
from the MS.

Information extracted from the MS

This is information that requires the executionAdf-commands and thus needs an
available COM port to the MS. If the MS supportdyatne COM port, this has to be
done before (or after) the dialup connection isvated.
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Network used

Is it GSM-GPRS, GSM-EDGE or 3G? This could be diffi to extract from the MS
itself, and must probably be documented manualiyn& phones support the feature
of setting it to either GSM or 3G mode. The NokidONsupports either GSM or the
so-called “dual modus”, where it connects to thailable network, preferably 3G. To
decide if ordinary GPRS or EDGE is used in GSM, orey have to look up in the
operators coverage map.

Cell ID
The Cell ID can be extracted with an AT-command.

Block error rate and signal quality/strength

The block error rate (BER) and received signalrgiiie indicator (RSSI) may be
extracted from the MS with AT-commands. In all dests with the Nokia N70, the
reported BER was 99, which is “not known or notedéble”.

Signaling messages
Signaling, i.e. attaching and detaching, and pdgeod activating and deactivating to
GPRS should be done and time measured.

Other
Features that most probably is not possible to emgint, but that would be highly
interesting:
* Number of TSLs used (GSM). The network does nothayrovide as many
timeslots as the MS supports.
» Coding scheme used in GPRS and EDGE.
* Channel used (WCDMA)
0 It can be figured out when a DCH is establishedpbyging with
ICMP packages with increasing payload. A recurriprgblem is
however that pinging with packets with large ICM&ylpad often is
blocked by the network.
Other things that could be interesting:
* GPS and digital maps to show the exact locatiamefterminal during mobile
tests.

4.5.7 Service specific measurements

In this chapter we describe the following servitiest should be measured. These
services are particularly important for the usexpeegience and will give a good
measurement of the user experience. Optimizing leévork to give good
performance for these services should definitivadyin the interest of the network
operators. Measurements that should be implemented

Ping

The Ping service or application itself is not amplagation that the end user is
particularly interested in, but the RTT, which Pmgasures, is a network parameter
that greatly affects the overall performance of tleéwvork. Ping should be used both
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to measure RTT and establishment delays. RTT candasured by sending e.g. 10
pings after an initial ping which is sent to esisiblthe radio bearer. Establishment
delays can be measured by sending a single piagtag network has been idle for a
period of time (long enough time so we are surer#ltgo bearers are released). The
idle time that is needed, is dependent on the n&tvemnfiguration, and/or if
optimizations to keep the TBF's (in GSM) alive afteansmission is ended is used.
Pinging with packages with different ICMP payloadnteresting to see how the size
affects the RTT. Large packages will probably biwgkx due to bit rate capabilities
in GPRS, but will perform better in UMTS. Small gages are ideal for measuring
the delay only. A problem is that network operatoften do not allow pinging with
packets of a certain size and larger. When pinffioigp a computer utilizing a GPRS
connection with two major Norwegian operators withicket sizes of 12 bytes, 200
bytes, 468 bytes and 1472 bytes, only the 12 lpdekets succeeded.

FTP

FTP should be used to measure TCP user data ttpough both directions, i.e.
uplink and downlink. The size of the file used slddoe so big that the effects of TCP
establishment and slow start are minimized. A iide®f 500 kilobytes to 1 megabyte
is suggested in [31]. Some points should be takendonsideration:

» TCP parameters should be standardized, to ensatralthests have the same
configuration, e.g. on different operating systerfise.g. changing of TCP
window size is not possible, it should be documente

* Un-optimized TCP parameters may give an incorréetv\vof the networks
actual throughput.

* The test application should if possible report Tg2lPameters.

The application should also report the FTP starfailoire rate and FTP abort rate.
These measurements will say much about the ratiabihd quality of the bearer, and
thus the end users performance.

HTTP
HTTP should be used the measure the performantadifional web surfing, and the
behavior of interactive service and the impactezfuest-response delays. HTTP 1.1
should be implemente®ne should use a real webpage with several objectgyes,
text and applets). A modern web page may conta@m ©00 objects. To use a public
web page like a newspaper on the web is temptingnbt probably a good choice
since they often change, and thus the size and auofbobjects of it changes. To
make a snapshot of a webpage (wget —r), for instamav.vg.nomay be a good idea.
To design a page especially for the test is prgbablgood choice too. There is
probably a good choice to not make the total doaahlim large. Throughput testing is
done in the FTP test, other measurements is maoeeesting here. In addition to
throughput/delay before the site is loaded, thesasurements should be reported:
* Access failure rate, as this says a lot about tradity and reliability of the
connection.
* Abort rate, also says a lot about the reliability
» Access time, as this says something about whenglecan start reading the
text.
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Streaming and UDP throughput

Streaming should be used to measure the qualitgalftime services. Quality and
delay should be checked for different video quaditiMost interesting is RTP/UDP
streaming, and not “pseudo streaming” with HTTP &aad. UDP/Iperf could be used
to simulate streaming.

UDP throughput should be used to measure the wartdroughput with a minimal
of headers, and to measure packet loss. Iperf eansbkd. It could also be used to
simulate real time streaming. Packet loss withaperbit rates should be measured.
Packet/datagram loss and bit rate is importantatdrs. Streams with bit rate similar
to the bit rate of real life streaming media ateriesting.

Implementation of a self-developed UDP-test measarg tool is not difficult but
requires the use of an active server, i.e. a sethatr transmits UDP datagrams.
Throughput should be pretty trivial to measure, lehpacket loss needs the
implementation of an application protocol with seqce numbers to use. Due to the
nature of UDP streams, i.e. connection less, plesgpitoblems are firewall and NAT
iIssues since the traffic is initiated from the nartkv

WAP

WAP performance is an interesting feature, but reaylard to implement? The

Wireless Application Protocol is not a single pamh but a collection of protocols

ranging from transport protocols to applicationtpools and requires the use of an
APN intended for WAP.

4.5.8 Application development platform

Two of the major development platforms are Suni®Jand Microsoft’'s .Net. Java
has one great advantage in that it runs on botluxLiand Windows. However,
communicating with com ports can probably not baadwithout OS specific API's
or drivers. There are most probably different apphes for communicating with com
ports in Linux and Windows. .Net binds you to a Meoft platform (at least if a GUI
iIs made for the application). Visual Studio and prevides a very user-friendly IDE.

4.5.9 Application (graphical user) interface

Should the application use a graphical user interfar be commando line based?
Both have its pros and cons.

Graphical user interface

A graphical user interface (GUI), if well designgupvides a nice and professional
look. To make a GUI that is both good looking anohctional is a hard task.

However, a GUI based application could be easyigordble, and make unfriendly

configuration files obsolete. Configuration of tkest and selection of tests to be
performed can be selected with graphical widgets.

Commando line based
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A commando line based application is not as chgitento design as its GUI
counterpart. Configuration of the application coble done with input parameters
when it is executed or by a configuration file. Tlater is for this type of an
application the best alternative since a configonatile documents the configuration
of the application when the test was run. Whenajy@ication is executed, not much
of user input is needed until it has finished. Antoando line based application is in
some cases easier to port to other platforms aethtpg systems. This is the case if
a .net solution is chosen. The ability to run aygplications on Linux is realized with
Mono [40] but it lacks the support of GUI based laggtions.

Presentation of the collected data
Presentation of the collected data is a very ingmbrpoint. The presentation should
give a clear and correct view of the data. It caiptesented in several ways:

* Tables with actual data (averages), see Table 7.

e Graphs, see example in Figure 36.

Throughput [Kbps] Last Average Limit*
HTTP_download 48,3 52,3 n/a
WAP_download 21,6 21,9 n/a
FtpDownload.zip 86,0 70,2 129,1
FtpDownload.txt 57,5 70,4 96,0
FtpUpload.zip 76,9 56,0 76,9
FtpUpload.txt 42,2 45,9 70,5

Table 7 Example of presentation with average values

WEB / FTP /WAP

40000

'S’ 35000 A\
2 S~ / \
£, 30000
2 7 \
£ 25000 -,
B 20000 T~~~ 7 N
S 15000
o
2 10000 A
D 5000
0

~ [%¢] o fo'o] <

< < < < <

i «— «— «— «—

— HTML WAP FtpDownloadZip —— FtpDownloadTxt —— FtpUploadZip —— FtpUploadTxt

Figure 36 Example of graph presentation of data.
One has to decide if the presentation of the dadald be done in the test tool itself,
or in an external application. If the latter is shn, the test tool will only log the
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measured data to a log file. It is then the tasitraither application, e.g. a spreadsheet
to load the collected data from the log file anégent it. This approach makes us
reuse already available applications and resources

Jain has in [30] developed a few guidelines fopgrachart presentation:

1. It should require minimum effort from the readet.should be easy to
understand and get the message from the chartdAwing to many curves,
bars or components on a single chart. Use tex@adsdf symbols.

2. Make the information on the graph as informativepassible. Label the axes
informative. It is a must to label the axes. Janeresuggests using direct
labeling instead of legend boxes, though it isun@pinion that this will seem
unorganized and messy in many cases.

3. One should present as much information as possitle as little ink as
possible. One should try to maximize informatiorselbnly grid lines if it
really is necessary. Avoid unnecessary information.

4. Use commonly accepted practices. People are usssking (0,0) down to the
left and seeing the variable plotted along the ig-aRo not break this practice
unless it is necessary.

5. Avoid Ambiguity. Try to make the graph easy to reddhis is done by
showing coordinate axes, scale divisions and arigise different colors on
different variable lines. Presenting many y-vamgblon a single chart is
generally not a good idea and one should try tadano

The application should try to extract and sort amd present bad results. An
automatic score system is interesting. Developroéit score system is not an easy
matter, and requires a lot of effort to fine tuhe algorithm used to give the score. If
the score system introduced is based on givingpeeso percent of an ideal system,
one has to decide what performance such an idetrayhas. What is the RTT and
bit rate in an ideal network?

4.6 Other applications that should be used in addit  ion to the
test tool

A protocol analyzer like Ethereal should be usedrtalyze the network interface and
the protocols. It is useful for detecting if unwaahtprograms accessed the internet
(mail-checkers, instant messaging, windows updateck synchronization etc.)
during the test phase, and also for detecting &ffet e.g. RLC retransmitting and
outage times at the TCP layer. Ethereal gives tsipility of filtering out and
following a TCP connection from start to end. Arplgation like Ethereal is free
software and open source (GNU General Public Lie&BL), and could be
integrated with the test tool. This would withowduddt be a very cumbersome and
time-consuming task, but at least possible. Thisld/@also do it necessary to release
the final test tool under an appropriate GPL corbpaticense.

The windows performance counter is not a packdiaeg but it can be configured to
measure traffic in and out on the network interfadecan be configured to measure

81



OVEN/

SpaT
s X 2
T | | >
%, $
b rsi

&
&
niversity ©

End to end key performance indicators in cellular networks

many useful things, such as UDP datagrams per ded@P segments per seconds,
or retransmitted TCP segments per second. In @aintewe have measured the
following:

* Bytes Received/sec

* Bytes Sent/sec

* Bytes Total/sec

» Packets Received Errors

» Packets Received/sec

e TCP Segments Received/sec

* TCP Segments Retransmitted/sec

 TCP Segments Sent/sec

* TCP Segments/sec (Sent or received segments erdec

» UDP Datagrams Received/sec

» UDP Datagrams Sent/sec

» UDP Datagrams/sec (Sent or received datagramspend)

The Bytes total, and TCP Segments/sec and UDP Bawegsec is the total, i.e. sent
+ received for the respective protocol. Omittingg@ is perhaps a good choice, if both
sent and received are measured too. The intervalealsurements can be configured,
but new values every second is often appropriateaagood choice, and was what we
used in our measurements. The collected data caxpgmmted in several formats, we
used a comma delimited text file, which is easymgport into the Microsoft Excel
spreadsheet.

4.7 Optimizations possible for network operators
As seen in this project, many of optimizations tbah be done, especially with the
TCP protocol, are optimizations that are out ofgsbepe for network operators. Some
of the optimizations are however up to the netwapkrator to deal with:

» Latency decreasing.

 TBF release time counter, i.e. not released imntelgiavhen sending or

receiving stops. DCH channel release time in UMTS.
e Time-slot usage in GPRS.
e Using the optimal coding scheme.

To decrease the RTT, or the latency, should belhighoritized by the network
operator. We have also seen that introducing optitrdns to keep the radio bearers
alive after transmission has ended is an effeatrag to handle and eliminate long
establishment delays. The operator must also ddmdemany timeslots to allocate
for packet switched data traffic, and how many $thése reserved for this use.

Optimizations not possible for network operators

When analyzing the measured results, it is impottakeep in mind those parameters
that are the application vendor’s responsibilityd @ot the network operator’s.
* TCP window size.

82



OVEN/

SpaT
s X 2
T | | >
%, $
b rsi

&
&
niversity ©

End to end key performance indicators in cellular networks

* Increased initial window (TCP)

* TCP segment sizes.

» Selective Acknowledgments (TCP)

* TCP Timestamps to allow RTT computation at eachnssy,.
Optimizations dealing with transport and applicatiayer protocols are out of the
scope for network operators. It is the applicateord application server vendor’s
responsibilities to fine tune these parameters.is lhowever, very important to
document and report these parameters, since ittaftbe test results, and may be
different from system to system.

4.8 Discussion summary

We have evaluated an existing internet throughpeésurement tool, Iperf, to see
how it can be used over wireless links. Our thouglihat an UDP streaming test tool
is useful as it could be used to simulate multimesieams of various bit rates. It then
gives a view of the available throughput for stresgrservices that do not use TCP
and thus is not affected by TCP’s issues over eaéllinks. TCP is a much used
transport protocol and suffers from some issuesclaracteristics with wireless
networks (chapter 2.10.2). Especially high lateaog RTT, which makes its slow
start mechanism perform badly. We have shown bysoreaents that while TCP
performs relatively well with large files, e.g. fBP transmission of one large file, it
performs badly for traditional HTTP, much due te thigh latency of the link (chapter
3.3.3.3 and 3.3.4.3). Optimizations to the HTTPtqeol, e.g. pipelining will give
better performance for the end user.

Our measurements with Iperf reveal some issues igh access delays (chapter
3.6). We can address packet loss in downlink stseianeither paging or radio access
bearer establishment, or both, in Telenor UMTS.itkpilve have approximately the

same delay, but without the packet losses. Thereifice is that no paging is done
with traffic initiated from the phone, so it is tpting to blame the paging for the

packet loss. One interesting fact we discovered tas we superseded Telenor’s
uplink bit rate in UMTS. Telenor states 64kbps, g were able to stream UDP

datagrams at the rate of approximately 120kbps.

In chapter 3.3 we benchmarked EDGE and UMTS anavetichat UMTS gives
significantly better performance regarding througthand latency, however, in both
technologies; HTTP performs badly compared to r&® Throughput as seen in FTP.
This can be contributed to the high latency of lthks and thus that TCP performs
badly for small files. HTTP mostly consists of masmall files, which leads to a “go-
and-wait” behavior, while FTP often is about dovadng larger files. The slow start
of TCP is very slow on high latency links, and aligh good throughput can be
achieved, it takes time.

Measurements of both Netcom’s and Telenof'gy8neration cellular networks shows
that Telenor has some issues with high access delaythe form of high

establishment time of the radio access bearerspigha.4). Netcom performed
somewhat better regarding this, but had much ladgdup access delay than Telenor.
Dialup delay time would however by most people bensas less important than
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performance when connection is established. Sugjn lielays may introduce
problems with systems that need low latency, elgrma systems or real time
monitoring.

In chapter 4.5.5.5 we have discussed and made siimue for what an end-to-end
test tool application should report of configuratianformation and system
information. Proper and systematical documentatdnthe test setup including
configuration details, of phone, network used amishguters is necessary to make the
analysis of the results possible.

We have looked at service specific parameters iaptehm 4.5.7 that should be
measured to document the performance of that péatiservice. Round Trip Time
measurements should be done, as it greatly affieetperformance of all TCP based
application protocols, e.g. FTP and HTTP. To meas$tirP performance we suggest
using a file of 500 kilobytes for GPRS and 1 medgeldgr EDGE and UMTS. Using
large file sizes reduces the effect of slow startte reported throughput. The filesize
used for upload may be lower, due to lower uploddbe of the cellular networks.
The FTP failure rate should be reported as well.

For measuring HTTP performance, we suggest maksmppshot of a real web page,
like www.vg.ng and store it statically on a web server contlley the ones
performing the measurements. This will ensure peformance is measured on a
web page that is similar to those in real life. Aodérn web page consists of many
embedded objects, often over hundred. The go-artdbehavior of HTTP combined
with high latency links greatly affects the totabwhload time and the total
throughput.

UDP throughput measurements with different bit sageve an impression of audio

and video streaming capabilities. A tool like Iparéasures jitter and datagram loss,
and may be used for simulating multimedia streadigter measurements are

important for deciding buffer sizes.

Teleca has a good product for testing end-to-embmeance in cellular IP networks
in TWSEZ2E. There is always room for improvements] among the interesting
things to research further on and eventually imglemis UDP streaming
measurements. TWSEZ2E is designed with traditionaignt/MS initiated traffic in
mind. Network initiated traffic is becoming moredamore of interest, especially with
machine-to-machine communication. Network initiatedffic introduces paging,
which we have shown in chapter 3.6 is reasonabsssome is the reason for packet
loss.
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5 Conclusions and further work

5.1 Conclusion

In this thesis, we have looked at the performandeators at the link layer and up to
the application layer for some selected applicatiorOne indicator that strongly
affects the performance of the wireless networkhes high latency. A much used
application protocol as HTTP is highly affectedthg high latency, due to TCP slow
start.

By looking into technical specifications and expenting with AT-commands we
have found out that a lot of the commands spec#iexoptional to implement, and
that this can be a problem when developing a that executes AT-commands.
Another problem with AT-commands is that they mpstkre requests. One can
request a certain QoS, but one cannot verify wliols class one is assigned.

We have discussed what an end-to-end test appiicatiould include and why. A
part of the assignment was to indicate those Klrds affect the user experience of
different services in GPRS and UMTS networks. Weehdone this for Ping, HTTP,
FTP and UDP streaming. For UDP streaming we haggesied to use the Iperf tool
as a way of simulating multimedia streams.

It is also clear that some of the parameters thdicate the performance are not
possible, or hard to detect. Terminal capabilitas be obtained by looking into the
specifications of the terminal, while operator getsi partly unknown. The data link
layer is affected by the radio parameters, codicliesie and timeslot capabilities.
Traffic load can only be assumed from the timeajf the measurement is performed.
Coding scheme used in GPRS and EDGE can only lmatstl by looking at the
actual traffic transmitted and received. The codirgeme is important in deciding
the available throughput and why the performancasi# is. This is partly related to
the great limitation of an end-to-end tool. One camclude that the network has
problems, but not why, with an end-to-end tool. t&a other side, an end-to-end tool
is excellent for concluding that a network actualgrforms well and is healthy.

5.2 Further work

Although we have touched into the area of celllezti®n time theory in chapter 4.5,
all our measurements have been done static. Mppilgatly affects the performance.
Outage time will greatly affect TCP connections afwv start, and it is reasonable to
believe packet loss will be a problem. Mobilityroduces a lot of new parameters,
like speed, distance from base station etc. Measmts regarding cell reselection,
I.e. outage time would be an interesting featurded® further into.

Although we have evaluated UDP streaming, the aatyalementation in the end-to-
end test tool is remaining. This can be done eithiér Iperf or by developing and
implementing our own UDP stream tool.
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APPENDIX A: Installation of Iperf and Jperf

Installation of Iperf

Download the binary executable of version 1.7.0 mfro here
http://dast.nlanr.net/Projects/Iperf/#download No installation is necessary; just
uncompress it using tar xvzf filename.tar.gz or RAR or another archiving tool
capable of uncompressing tar.gz files. A newerigarss available in source only
(version 2.0.2). The newest version is also avkdlabDebians (GNU/Linux) package
system. To install, simply type apt-get installripd3e aware that there have been
some reports of incompatibility between version.2.8nd 1.7.0. Probably a good
choice would be to run the same version in bottsend

Firewall configuration

The host running the instance of Iperf in serverdenanust accept incoming
connections on port 5001. To perform UDP tests iutstmallow incoming UDP
datagrams, and for TCP testing it must allow inaami CP connections. Port 5001 is
the default port, but it can be changed with thepapameter. If the server node is
behind NAT, forwarding must be configured in theitey. The easiest way to run
Iperf is by running both the client and the semmehosts with public IP’s.

Installation of Jperf

1. Make sure you have SUN Java Runtime EnvironmenE)Jfstalled. If not,
download it fromhttp://java.com/en/download/index.jspperf worked with
Java Runtime Environment Version 5.0 Update 6.

2. Download the Jperf binary fromhttp://dast.nlanr.net/projects/iperf/jperf-
1.0.tar.gz

3. Untar it with tar xvzf jperf-1.0.tar.gz in Linux,rouse i.e. WinRAR to
uncompress it in Windows.

4. Copy the three jar files into the \lib\ext diregtaf your JRE installation. In
our case that was C:\Program Files\Java\jre1.5\0b\@xt

5. Make sure Iperf is in your path. The easiest wagrtsure this in Windows is
to put Iperf.exe in the \Windows\System32 directdnyLinux, put it in on of
the bin directories. l.e. /bin , /usr/bin or /uscél/bin .

6. Open a console window and type java Jperf. (Ndtieeuppercase J). If you
get the response below, Iperf is not in your path.

C:\>java Jperf
CreateProcess: iperf -v error=2. (Iperf is probably not in your path.)
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APPENDIX B: List of Abbreviations

2.5G 2nd and a half generation mobile telephongery$see GPRS)
2.75G 2nd and three quarters generation mobilphelge system (unofficial, see EDGE)
2G 2nd Generation mobile telephone system (see GSM)
3G 3rd Generation mobile telephone system (see UMTS
ACK Acknowledgement

API Application Programming Interface

APN Access Point Name

ARQ Automatic Repeat Request

AT

commands Modem initialization command (Attention)
AuC Authentication Center

BCCH Broadcast Common Control Channel

BDP Bandwidth Delay Product

BER Bit Error Rate

BLER Block Error Rate

BO Buffer Occupancy

BSC Base Station Controller

BSS Base Station Subsystem

BTS Base Station Transceiver

CDMA Code Division Multiple Access

CDR Call Data Records

COM Communication

CPCH Common Packet Channel

CSs Circuit Switched

DCH Dedicated Channel

DNS Domain Name System

DSCH Downlink Shared Channels

EDGE Enhanced Data rates for GSM Evolution
EFL Effective Frequency Load

E-GPRS (see EDGE)

EIR Equipment Identity Register

FACH Forward Access Channel

FDD Frequency Divided Duplex

FTP File Transfer Protocol

GGSN Gateway GPRS Support Node

GMM GPRS Mobility Management.

GMSK Gaussian Minimum-Shift Keying

GNU GNU's Not Unix

GPRS General Packet Radio Service

GPS Global Positioning System

GSM Global System for Mobile communications
GUI Graphical User Interface

HLR Home Location Register

HTTP HyperText Transfer Protocol

ICMP Internet Control Message Protocol

IDE Integrated development environment

IMSI International Mobile Subscriber Information
IP Internet Protocol

IPv4 Internet Protocol version 4

IPv6 Internet Protocol version 6
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ISDN Integrated Services Digital Network
kbps Kilobits per second

KPI Key Performance Indicators

LA Location Area

LAC Location Area

LLC Logical Link Control

MAC Media Access Control

MCS Modulation and Coding Scheme
ME Mobile Equipment

MMS Multimedia Messaging Service

MS Mobile station

MSC Mobile services Switching Center
MSISDN Mobile Subscriber ISDN

MSS Maximum Segment Size

MTU Maximum Transmission Unit
NACC Network Assisted Cell Change
NAT Network Address Translation
NCCR Network Controlled Cell Reselection
NSAPI Network Layer Service Access Point Identifier
NSS Network and Switching Subsystem
oMC Operations and Maintenance Center
0SS Operation Subsystem

PCCCH Packet Common Control Channel
PCU Packet Control Unit

PDP Packet Data Protocol

PS Packet Switched

PSK Phase Shift Keying

QoS Quality of Service

RAB Radio Access Bearer

RACH Random Access Channel

RAN Radion Access Network

RF Reduction Factor

RLC Radio Link Control

RRC Radio Resource Control

RRM Radio Resource Management
RSS Radio Subsystem

RSSI Received Signal Strength Indicator
RTO Retransmission Timeout value
RTP Realtime Transport Protocol

RTSP Real Time Streaming Protocol
RTT Round Trip Time

SACK Selective Acknowledge

SF Spreading Factor

SGSN Serving GPRS Support Node

SIP Session Initiation Protocol

SMS Short Message Service

SS7 Signalling System no. 7

TA Terminal Adaptor

TBF Temporary Block Flow

TCP Transmission Control Protocol
TDMA Time Divided Multiple Access

TE Terminal Equipment
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TSL Timeslot

TTL Time To Live

UDP User Datagram Protocol

UE User Equipment

UMTS Universal Mobile Telecommunications System
URL Uniform Resource Locator

UsB Universal Serial Bus

UTRAN UMTS Terrestrial Radio Access Network
VLR Visitor Location Register

VolP Voice over IP

WAP Wireless Application Protocol

WCDMA Wideband Code Divided Multiple Access
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